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INTRODUCTION

The International Encyclopedia of Physical Chemistry and Chemical 
Physics is a comprehensive and modern account of all aspects of the 
domain of science between chemistry and physics, and is written 
primarily for the graduate and research worker. The Editorsun-Chief, 
Professor D. D. Eley, Professor J. E. Mayer and Professor 
F. C. Tompkins, have grouped the subject matter in some twenty 
groups (General Topics), each having its own editor. The complete 
work consists of about one hundred volumes, each volume being 
restricted to around two hundred pages and having a large measure of 
independence. Particular importance has been given to the exposition 
of the fundamental bases of each topic and to the development of the 
theoretical aspects; experimental details of an essentially practical 
nature are not emphasized although the theoretical background of 
techniques and procedures is fully developed.

The Encyclopedia is written throughout in English and the recom­
mendations of the International Union of Pure and Applied Chemistry 
on notation and cognate matters in physical chemistry are adopted. 
Abbreviations for names of journals are in accordance with The World 
List of Scientific Periodicals.

vii
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CHAPTER 1

A MASTER EQUATION AND TWO 
PARTITION FUNCTIONS

1.1. The scope of statistical mechanics
The term statistical mechanical is used to describe the theory by 

which one attempts to predict and explain the connection between the 
macroscopic behavior of bulk matter and the microscopic properties 
of its constituent atoms and molecules. The material with which one 
deals, usually described by giving the numbers of molecules of each 
constituent species, and the thermodynamic parameters necessary to 
give its state, is called the “System.” No sharp minimum size is neces­
sarily given, but it is usually tacitly understood that the system consists 
of something of the order of 1019 or more molecules. The macroscopic 
behavior of the system is measured by quantities like pressure, total 
volume, temperature, total energy, or any other thermodynamic 
quantity such as dielectric constant or magnetic susceptibility. Measure­
ments of quantities such as these always are affected by the behavior 
of at least an appreciable fraction of all the very large number of 
molecules composing the system. These thermodynamic quantities are 
the macroscopic variables and properties.

By microscopic properties are meant the mechanical properties of 
the individual molecules. These include the description of the various 
stationary quantum states of the molecule, in particular the energies 
above the lowest energy state, of the rotational, vibrational, and 
electronic excited states. They also include the law of the forces which 
act between two or more molecules. The “size” of the molecules is 
implicitly given by this law of force between molecules. The distance 
at which the force between two molecules becomes strongly repulsive is 
approximately the closest distance which they can approach each other 
in normal bulk matter.

It is not the problem of statistical mechanics to determine these 
microscopic properties from a priori calculation using quantum 
mechanical principles, but to assume that this problem has already been 
solved, and to use the result in the prediction of the macroscopic 
properties. In practice, for very many problems at least, a rather

1



2 EQUILIBRIUM STATISTICAL MECHANICS

rudimentary knowledge of the properties of the molecules suffices to 
predict properties with moderate precision. If no excited electronic 
levels exist with an excitation energy of less than one electron volt, as is 
most frequently the case for chemically stable molecules, and if the 
“degeneracy,” or number of states in the lowest electronic level is 
known, this alone is all that is required in knowledge of the electronic 
structure for most computations below several thousand degrees 
Kelvin. The rotational levels of diatomic molecules are usually ade­
quately given by a simple equation involving only the moment of 
inertia of the molecule. For polyatomic molecules a knowledge of the 
three principal moments of inertia, rather than a knowledge of the rather 
complicated energy spectrum of the rotational levels, is usually all that 
is required. The energy spacing of vibrational levels in molecules is 
given simply in terms of the fundamental frequencies, and these are 
sought from spectroscopic tabulations rather than from fundamental 
quantum mechanical calculations. The forces between molecules are 
actually usually poorly known. Those molecules which have nearly 
spherical symmetry, including in this category the diatomic elements 
N2, O2, etc., as well as the noble gases and most ions which are truly 
spherical, are usually assumed to interact with a simple two parameter 
force dependent only on the distance of their centers. The force between 
many molecules is assumed to be the sum of the forces between all pairs.

Fortunately for the status of the theory of statistical mechanics 
most of the formal development can be made without recourse to any 
doubtful assumptions about the details of the microscopic properties 
of the molecules. The form of the answers obtained does not usually 
depend on the exact shape or magnitude of the intermolecular forces, 
nor on the exact values of the parameters describing the specific 
molecules. These values enter only in the end determination of the 
numerical values of the thermodynamic functions. In a very consider­
able number of cases these characteristics of the molecules are suffi­
ciently accurately known to derive theoretical values for the macro­
scopic properties of the system which are comparable, or even exceed, 
in precision the macroscopic measurements which can be made in the 
laboratory.

The general method of statistical mechanics is such that one should 
expect it to be equally applicable to systems in thermodynamic 
equilibrium, and to systems in a state of flux for which the macro­
scopic properties are changing with time. In actual practice, there is, 
at least at present, a great difference in the ease of approach, and in the 
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generality with which equations can be written, for the two cases. 
Statistical mechanics therefore is naturally divided into two fields, 
equilibrium statistical mechanics, to which the word statistical mech­
anics is frequently considered to be limited, and the statistical mechan­
ics of time-dependent systems. This volume will concern itself only 
with the former part, the problem of equilibrium systems.

There exists a rigorous, concise, and inclusive macroscopic theory 
for the treatment of systems in equilibrium, namely thermodynamic 
theory. It is always possible to use statistical mechanical equations in 
such a wray as to circumvent the necessity of computing purely thermo­
dynamically defined quantities, such as entropy, and to proceed to the 
immediate computation of the results of direct physical measurements. 
Such a bypass of the classic methods of thermodynamics, seems, how­
ever, to be inefficient and inelegant. The more usual procedure, and that 
which will be pursued here, is to use the method of statistical mechanics 
to set up equations for the computation of one or other of the thermo­
dynamic functions of a system. This function, then, by the usual 
manipulations of thermodynamics, may be used to predict the values 
of directly measurable quantities. Thus, for instance, one sets up an 
equation by means of which the Helmholtz free energy, H(A, V, T), 
for a particular chemical species of molecule may be computed for any 
number N of molecules, at any volume V and temperature T. From this, 
and the usual relations, P = —(8A/dV)NT, S = —~(dA/dT)NiV, any 
thermodynamic property of the system is obtainable.

The complete outline of equilibrium statistical mechanics may be 
broken into three parts. These are as follows:

(1) The derivation of the laws of thermodynamics as a consequence 
of the laws of mechanics, rather than as a separate axiomatic assump­
tion of science.

(2) The derivation of equations by means of which any of the 
fundamental thermodynamic functions may be computed, at least in 
principle, from a knowledge of the microscopic properties of the 
constituent molecules for any system.

(3) The methods by which, in sufficiently simple cases, the concise, 
but still complicated equations for the thermodynamic functions may 
be numerically evaluated.

1.2. A master equation
Rather than proceed in the logical order described at the end of the last 

section, we choose here to give the answer to the second step, namely to 
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state one of the alternative equations by which the properties of any 
system may be computed, and then proceed immediately to the third 
problem of showing how the equation may be used. The reader whose 
scientific sensitivities are too badly bruised by being presented with an 
equation without proof may proceed to Chapter 8 where the more 
usual procedure of formal development is started. Others may find 
Chapter 8 less abstract if they understand the use and nature of the 
equations to be derived.

The equation which we give, eq. (4), is itself no more or less funda­
mental than a number of others of similar nature which can readily be 
derived from it, and from which it can be derived. It does, however, 
represent a convenient starting point as a “master equation” from 
which all results of equilibrium statistical mechanics follow.

The equation refers to what is called the “Grand Canonical Ensemble,” 
and gives the probability that a member of the ensemble will have a 
certain set, N, of molecules within it, and that these will be in a given 
quantum state, K.

Consider a reservoir of infinite extent at equilibrium at temperature 
T, and for which the chemical potentials /ia, pb) . . ., etc., of all species 
a, b, . . . of molecules composing the system are specified. These 
intensive thermodynamic variables are sufficient to specify the inten­
sive properties of the material. Use the shorthand notation,

P- = (I-2-1)
for the set, p., of chemical potentials. In such an infinite system imagine 
a finite, but macroscopic volume, V, bounded by mathematically 
defined planes. Since, later, we wish to discuss the properties of the 
molecules within V, but to neglect their molecular interactions with 
molecules outside of V, it is necessary that V be large enough (and of 
such a shape) that the fraction of molecules at the surface is negligible. 

Consider, now, a very large number of such sub-volumes, V, each in 
equilibrium with the infinite reservoir of fixed T and p,, and each of the 
same size and shape. Indeed, we imagine the total number of these 
sub-volumes to approach infinity in value. The grand canonical en­
semble consists of the totality of all these sub-volumes. The individual 
systems in each V are said to be “members” of the ensemble. They are 
often referred to as “open” systems.

We wish to discuss the probability that a member of this ensemble, 
selected at random, will have certain properties. In general, since the 
systems are open, and molecules of the chemical species, a, b, etc., 
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constantly cross the walls of the systems, the numbers, Na, Nb, . . 
etc,, of the different species within different members of the ensemble 
will fluctuate. Use,

N =-- Na, Nb, . . ., (1.2.2)

to indicate the number set within V of a member of the ensemble at 
some specified time, and the notation,

N • p = Na/ua + Nb/ib + . . .. (1.2.3)

The probability W (N, K) that a member of the ensemble will, at a 
given instant, contain exactly the number set N of molecules, and that 
this system of Na, Nb, . . . molecules in the volume V will be in the 
quantum state, K, of energy Ek, is, with P the pressure in the ensemble,

JF(N, K) = exp[l/kT][~PV + N-p. - Ek]. (1.2.4)

The sum of TF(N, K) over all K and all N is unity, since W is a proba­
bility, and this condition fixes P for given V, T, and p. From this one 
equation all the results of equilibrium statistical mechanics follow.

The quantity k in kT of eq. (4) is the Boltzmann constant, of 
dimension energy deg"1. Its numerical value is

k — 1.380 54 x 10-16 erg/deg (1.2.5)
= 8.616 x 10"5 eV/deg

when T is in the Kelvin scale.
If Ao is Avogadro’s number, iV0 — 6-022 52 x 1023

R = Nok, k = I?/iV0, (1.2.6)

where R is the usual gas constant per mole, 8.314 3 joule/mol.
Before proceeding with the use of eq. (4) to obtain some results, 

some comments on the meaning of the “quantum state of the system, 
jfif” seem to be required. In the first place the specification of K requires 
the specification of at least 3 A different numbers, namely as many 
single quantum numbers as the “number of degrees of freedom” of the 
set N of molecules, which number is equal to the total number of 
coordinates required to specify exactly the position and internal state 
of each molecule. It is exactly the purpose of introducing and using 
eq. (4) to show early, by example, the significance of this concept, and 
an example in which K can be readily specified is given in section 1.5.

However, a question of terminology should be disposed of here. 
In discussing the quantum mechanics of a simple system, such as an 
electron in a hydrogen atom, or the nuclear motion of a diatomic 
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molecule, one seeks solutions of the time independent Schrodinger 
equation,

•*%>. = (i.2.7)

in which is the quantum mechanical Hamiltonian operator, is a 
function of the coordinates of the system, and En is an energy value. 
If the Hamiltonian has some symmetry it frequently happens that 
several, say g, different mutually orthogonal solutions ^rtl, yn 2, . . ., 
ipn g> are found for a singleenergy En. The quantum “state” of the system 
specifies the particular functions ipn v and g is said to be the “degeneracy” 
of the “level.” Here, and in all that follows, we use the term “quantum 
state” to refer to the completely specified state, independently of 
whether other states of the same energy may exist, and do not refer 
to the level which may be degenerate. We may, parenthetically, remark 
here that we shall later find that the degeneracy of a specified energy 
E of a macroscopic system has a fantastically large value, of order 
10l°20. In other words there are some IO10” different K’s with the same 
energy E.

1.3. The average of a mechanical property
The knowledge of the values of the probabilities, IT(N, K), of eq. 

(1.2.4) gives answers, as detailed as it is possible to give, to any question 
about the physical behavior of the systems in the open ensemble.

The classical Hamiltonian HN{p(N\ q(N)), for a system of the set N 
of molecules is a function of all the coordinates,

QW = qlt q2, . . ., qv, (1.3.1)
and momenta,

p2, . . ., pr, (1.3.2)

required for the complete specification of the mechanical state of the 
system. The number, T, of these single coordinates is known as the 
“Number of degrees of freedom” of the system, since non-holonomic 
systems, in which the number of coordinates and degrees of freedom 
differ, do not occur on a microscopic level. The quantum mechanical 
Hamiltonian operator, is obtained from I/(p('V), </(JV)) by replacing 

with (7i/i) B/Bq^ paying respectful attention to cases where non­
commutability of the order or cause difficulty. The time 
independent Schrodinger equation,

(1.3.3)
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is then used to find the normalized and mutually orthogonal stationary 
state solutions yK(q{N}), subject to suitable boundary and symmetry 
conditions, each state K having a fixed energy EK.

Equation (1.2.4) giving the probability JF(N, K) that a system of 
the open ensemble of fixed T and p. will have the set N of molecules in
V in the state K differs only if their energies, EK, differ. However, the 
state function yK(q(N)) contains the most detailed information that can 
be given about the mechanical properties of the system in the state K. 
The average value, <FK>, of any analytic function, F(p(N\ q(N}), of 
the momenta and coordinates of the system in state K is obtained by 
using the operator SF, obtained by replacing pi in F with (A/i)(3/3g3), 
and integrating,

<Fk> = J- • ■ dq(N). (1.3.4)

The average over the open ensemble is then

<E> = 21(N,V} W(N,K) <Fk> (1.3.5)
N K

This rather pompous statement that a physical quantity describable 
as a function of the mechanical coordinates and momenta of the mole­
cules which means any physically measurable quantity, has an average 
value <F> which can be computed from the IF(N, K) of (1.2.4) is 
inserted here merely to emphasize that eq. (1.2.4) does actually solve, 
in principle, the problem of determining the properties of the bulk 
system. The actual computation, following the prescription (4) plus (5) 
for a complicated system, and a complicated function, F(p^N\ q(N)), 
might require extraordinary mathematical virtuosity. However, 
several practical questions can actually be answered for the simpler 
types of systems. We will here confine our attention to two simple 
quantities, the average energy and the average number of molecules in
V and show that eq. (1.2.4) does lead to value consistent with those of 
thermodynamics.

The operator corresponding to the energy function of is the 
Hamiltonian operator, which from (3) gives EKipK when operating on 
tpK, with Ek a constant. Since the integral over dq^N) is norma­
lized to unity, prescription (4) gives us EK as the energy of state K, 
which, for the stationary states is not merely an average, but an exact 
value. The average energy of the ensemble is, from eq. (5),

E = ZSN’V) Ek W(N,K), (1.3.6)
NK
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where the superscript (N,V) on the summation over K is used to 
remind us that only quantum states of fixed N and V are included.

The average number, Na> of molecules of species a in the volume V 
of the open ensemble is given by

Na = ZN£,N-V> W(N,K). (1.3.7)
N K

One may write, symbolically, for the average set, N = Na,Nb, . .

N = 2^1{N,V) W(N,K) ( 1.3.8)
N K

and for the total Gibbs free energy, G, which is N • p,

G = N • p = • ^2(N,F) W'(N,K). (1.3.9)
N K

Using eq. (1.2.4) for PF(N,K) one has that

(ajFINX)^)^,. • .Hmf.-WWrv . .w.Vi, 
(1.3.10) 

and
T(W(N,K)/aT);j

= (&T)-i[P7 - N- p + PK - 7T(aP/5T)JlF(N,K). (1.3.11) 

Now, the sum over TV and K of W(N,K) must be identically unity, since 
the volume V must contain some set N between zero and infinity, and 
these must be in some state K. The derivatives of the sum with respect 
to p,a or T are therefore zero. Using these relations, summing (10) and 
(11) over N and K one finds, with (6), (7) and (9), that

W/Uzw ■ • = (1-3.12)
(5P/aT)/4 = (771)-1|P + PV - G] = -vS/V, (1.3.13) 

where S is the average entropy, TS = E + P V — G.

Now on the other hand there are purely thermodynamic equations 
for these derivatives. One may write

-PV ^A-G^A-N-y., (1.3.14)
and since

dA = — PdV - SdT + p • dN, (1.3.15)

one has
d(N • p) = p • dN + N • dp, (1.3.16)

d(-PV) = -PdV -SdT - N-dp (1.3.17)
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or, since P does not depend on V at constant T,p,

... = (1.3.18)

(dP/dT)^ = S/V (1.3.19)

where the subscript V has been omitted from the derivatives since P 
depends only on the intensive variable set p.,T.

The thermodynamic equations (18) and (19) agree with (12) and (13) 
which were derived purely from the interpretation of W(N,K) as a 
probability, and the rules for finding averages. The expression (1.2.4) 
for W(N,K) is thus consistent with the laws of thermodynamics.

However, one difference in the equations (18), (19), and (12), (13) 
is apparent. In classical thermodynamics one assumes that if the state 
of the system is determined, for instance by the variables V, T, and 
p, then the other thermodynamic quantities such as P, N — NaNb, ■ • •> 
E, S, and G, etc., are uniquely determined. In our statistical derivations, 
however, the ensemble was defined by the values of F, T, and p but the 
energy E, and the numbers of molecules, Na of species a, and hence also 
G and $ were computed only as average values. Since we know empiri­
cally, and can later use our equations to predict, that fluctuations from 
the average, large enough to be experimentally observable, simply do 
not occur with any appreciable probability in large systems, we will 
identify the “average values” with the exact values predicted from 
thermodynamic theory.

In the next section, we shall have occasion to derive a relationship 
by identifying the most probable number set,TV*, with the thermodynamic 
value of TV. In general TV and TV* are not identical, but if the probability 
function is sufficiently peaked, that is if detectable percentual 
fluctuations are not observed, the two sets will be numerically indis- 
tinguiihable. The identification of N* with N, and both with the 
thermodynamic N depends critically on the fact that we implicitly 
limit our considerations to large systems. Only for large systems can we 
consider the thermodynamic relations to be strictly correct.

1.4. The grand canonical and canonical partition functions
The sum of the probabilities IF(N, K) over all possible quantum 

states K of a system with number set N, and over all possible number 
sets N must be unity.

W(N,K) = 1 (1.4.1)
N K
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The term e pvlkT is a constant factor of each W. We can divide both 
sides of eq. (1) by this factor. Define

Qg.c(7,7» = 2eN'ilkT^N'V}e-E^lkr, (1.4.2) 
N>0 K

and one has, from (1), with (1.2.4), that

PV = kTlnQG.c. (1,4.3)

The dimensionless function QG.C, of T and /z is known as the partition 
function of the grand canonical ensemble, or more simply the grand 
canonical partition function.

The quantum states K and their energies EK, in the sum over K of 
eq. (2) depend on the set N of molecules, and on the volume V of the 
system. The function,

QC(V,T,N) = 2{N,V} e_A’K/tr, (1.4.4)
K

is known as the partition function of the macrocanonical ensemble, the 
“Petite Canonical Ensemble” of Gibbs, or sometimes just as the 
canonical partition function. These two partition functions are then 
related from eq. (2) by

Qac(V,T,^ QC(V,T,N). (1.4.5)
N>0

From (1.2.4) and the fact that the sum of W (N,K) over K with fixed N 
gives the probability, W(N), of finding exactly the set N of molecules 
in V, it is seen that the term N in this sum is proportional to J7(N).

The partition functions for macroscopic systems are extremely 
large numbers, and this fact is very essential for the validity of many 
of the manipulations made in statistical mechanics. The fact that 
Qa.c is large becomes pragmatically evident if we remember that 
PVIkT for a gas is equal to N, the total average number of molecules in 
the system. This means that QG.C is of the order of e^, a number of 
considerably larger magnitude than that encountered in other fields of 
scientific theory. It is larger by far, when N is Avogadro’s number, than 
the number of atoms in the finite universe.

The terms in the sum of eq. (5) are all positive. The sum is therefore 
larger than any single term. On the other hand it must be less than the 
value of the largest term multiplied by the total number of terms. 
The logarithm of the sum can therefore be bracketed in value between 
the value of the logarithm of the largest term and the value of this plus 
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the logarithm of the total number of terms. In a hypothetical case, if 
we have

n = M
<* = 2 A, A > 0, (1.4.6)

n=0

then, if m is the value of n for which Tn is a maximum,

Tm > Tn, (1.4.7)

In Tm In or In Tm[l + In Jf/ln Tm]. (1.4.8)

Now if, as is usually the case in statistical mechanical sums of this 
nature, the value of In Tm is given by

In Tm = v-^M, (1.4.9)

with v of order unity, and M is of order 1020 or more, In M — 46, then,

In TM In o- < In Tv(l + rJf-fln M) = In TM(1 + 46HQ-20).
(1.4.10)

We may therefore write In cr — In Tm with a very high degree of 
precision.

This argument has been given in some detail here, since the replace­
ment of the logarithm of a sum of positive terms by the logarithm of 
the largest term will be used repeatedly. As implied earlier, the numeri­
cal values corresponding to M are generally proportional to the size of 
the system, usually of the order of the average number of molecules. 
Although for ordinary macroscopic systems with N of order 1020 or 
greater, the replacement of In Tm is numerically valid, this would 
not be the case were we dealing with systems of only a few hundred 
molecules. In these cases of extremely minute systems the failure of 
the replacements to be valid reflects a necessity to modify the usual 
thermodynamic identities by considering the possibilities of large 
fluctuations from mean values.

The application of the argument above to eq. (5) is not as clean as in 
the example given since the sum over N ostensibly runs to infinity. 
However, real molecules repel each other, and only a finite number, M, 
can occupy any finite volume V, where M = V/r03 and rQ is some kind 
of minimum distance of approach.

If the molecules did not have this property, that is if the forces were 
purely attractive, and sums of the pair forces, so that any number could 
occupy a finite volume, the potential energy would be proportional 
to the number of pairs, namely (l/2)N(Ar — 1), and not to the number 
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of molecules. The energy would not be proportional to N, but to N2, 
and hence not an extensive property. The normal thermodynamic 
equations would not apply.

Since the terms of eq. (5) are proportional to the probabilities of 
having the set N in V all terms will be zero for N — ^Na > M, and we 

a
can regard the sum of eq. (5) as finite. With j chemical components the 
order of the number of terms would be JP and eq. (10) would be 
applicable with an extra j as factor in the correction term.

We may therefore write from (2) and (3)

PV = kTlnQG.c = N*-p + kT\nQc(V,T,N*), (1.4.11) 

where N* is used to indicate that number set N of molecules which 
makes N • p + kT In Qc a maximum. This term, apart from the addi­
tive constant — PF, is kT times the logarithm of the probability of 
finding the set TV* of molecules in V in the open system of the grand 
canonical ensemble. The valueofN* is that of the most probable number set 
of molecules which will occupy the volume V, when T and the diemical 
potential set p are specified.

Since TV ■ p — G, the Gibbs free energy, and G — PV — A, the 
Helmholtz free energy, we have

X(F,T,W) = —fc Tin QC(F,T,TV), (1.4.12)

where we identify the most probable number set N* with th* actual 
number set W in a closed system for which the numbers of molemles are 
held fixed.

The value of TV* to be used in (11), since it is that for which the term 
is a maximum, is that for which the derivative with respect t« for 
every a is zero,

[W • p + kT]nQc(V,T,N)]N=N* = 0. (1X13)

Using (12) for kT In Qc this gives

dA(V,T,N)ldNa = pa, (1.4.14)

again consistent with the thermodynamic relations.
In thermodynamic theory there exist natural extensive emergy 

quantities to various sets of the variables defining a system 'These 
energy quantities are those that have minimum value at equilibiuun for 
any virtual displacement of the system at fixed values of theirnatural 
variables, and the partial derivatives of the energy quantiy with 
respect to its natural variables are, with plus or minus signs, the
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conjugate variables. Thus the Helmholtz free energy, A, has natural 
variables, V, T, N, and its partial derivatives with respect to these 
variables are —P, —S, and /i, respectively. In the last section we saw 
that the extensive energy function — PF had natural variables F, T, 
and fi, since its derivatives with respect to these were —P, —S, and 
—IV, respectively. The quantity — PF is a minimum at equilibrium if 
V, T, (i are fixed.

Both quantities, — PF and A, are given by eqs. (3) and (12) as equal 
to —KT times the logarithm of a partition function, QG C and Qc 
respectively. The ensemble for which QG . c is computed is that in which 
the variables V, T, p. are held fixed, the sum runs over all energies and 
all N. The ensemble for which Qc is computed is that characterized by 
fixed values of F, P, and IV, the sum running over all energies. In section 
8.9 we shall discuss other partition functions. In general whenever the 
partition function is that of an ensemble of fixed intensive variable 
the partition function is a sum, or integral, over the conjugate extensive 
variable. The logarithm of the partition function, times —kT, is equal 
to the natural energy function of the variables fixed in the ensemble.

1.5. Perfect gases
Equations (1.4.2) and (1.4.3) may be used readily to obtain the thermo­

dynamic equations for a perfect gas. Their use illustrates the significance 
of the identification symbol K for the specification of the quantum 
state of the system in this particularly simple case. To simplify the 
problem we limit the discussion to the example of a pure one com­
ponent system for which only one chemical species has y differing from 
minus infinity, so that non-zero terms in the sum (1.4.2) occur only 
with one Na — N differing from zero. We have then that

PF = fcPlnJ (1 5 1}
V = 0 K

For a perfect gas, which we define mechanically be the statement 
that there are no forces between different molecules, the molecules 
are independent, and each molecule may be assigned a quantum 
number m describing its state in the volume F. This quantum 
number m, is itself a number which has at least three components. 
There, are three quantum numbers kx, kv, kz, of the translational motion 
of the center of mass coordinates x, y, z, in the state

% xyz~} = V^/LxLvLt) sin (Trkxx/Lx) sin (7Tkyy[Ly sin (ttA^z/LJ
(1.5.2)
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which, for integer values of kx, kv, kz, are the stationary states for 
a rectangular box of edge lengths Lx, Ly, Lz and volume V = LxLyLz. 
In addition there will generally be an internal quantum number, n, 
having components which can be identified with those describing the 
electronic, vibrational and rotational states of the molecule. The energy 
of the center of mass motion is the kinetic energy,

= (AV2m)[(Zr,/2£I)= + (k,/2L^ + (kJ2L,n (1.5.3) 

In this, as also later we use the symbol s to indicate energies of single 
molecules, with lower case letters k, m, etc., to indicate the quantum 
states. Capital letters K, etc., are used for quantum states of systems 
of many molecules and EK for their energies with m the molecular 
mass. If we use the symbol £n for the internal energy in the quantum 
state n, the total energy of the molecule in state tn is

£m — Ek + En (1.5.4)
Now the complete quantum state K of the system is given by 

specifying the numbers, nm, of identical molecules (the case of isotopes 
is discussed in section 2.6) having the quantum state m, for all tn,

K = n9,. . nm, . . ., (1.5.5)
and the energy E K is the sum of the energies of the independent mole­
cules,

Ek = lnmEm- (L5-6)
m

For given value, N, of the numbers of molecules in V one must have 
= N, (1.5.7)

rn

since every molecule is in some state tn. One may therefore write,
Np = (1.5.8)

tn
and,

Np. —Ek = — cm). (1.5.9)
m

The quantity (N/j, — EK)jkT occurs in the exponent of (1). The exponen­
tial of a sum is a product. Summing over all values of nm consistent 
with (7), and overall values of N from zero to infinity means that we 
may sum over all values of nm for each tn independently, thus finding 
the sum under the logarithm of (1) to be a product of sums. The logar­
ithm of a product is the sum of the logarithms, so that (1) becomes,

PV = kT^ln^en^~emVkT. (1.5.10)
m n
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Now two cases occur, namely the molecules may form a Bose- 
Einstein or a Fermi-Dirac system, depending on whether the single 
molecule consists of an even or odd number of the traditional funda­
mental particles respectively. If the sum of the numbers of neutrons, 
protons, and electrons in the molecule is even the total state function 
of the system is symmetric in permutations of the identical molecules, 
and functions in which two ore more molecules are in identical quantum 
states tn exist and are allowed. The system is said to be a Bose-Einstein 
system, or frequently said to obey Bose-Einstein statistics. In this case 
the sum in (10) over n goes from zero to infinity. If the sum of funda­
mental particles is odd, only antisymmetric state functions of the 
system occur, and these are identically zero if there is more than one 
molecule in any single molecular quantum state m. The system is said 
to be a Fermi-Dirac system, and the sum over n in (10) includes only 
the terms n = 0 and n = 1.

Since for the Bose-Einstein case we may use,

xn — (1 — x)~l, z <1, 
n = 0

we have from (10), for /z — < 0,

PV = kT 2 =F ln[l =F }• t1-5-11)
tn It.-MJ

The chemical potential /z, if measured from the zero of energy of 
the lowest internal quantum state of the molecule such that £m^0, 
£0 = 0, is negative at high temperatures, and indeed for all other 
molecular species than helium the numerical value of (j,[kT is negative 
and rather large in magnitude whenever the material exists as a gas. 
The exponential e!l,kT is hence small compared with unity, and T ln( 1 T #) 
= x for x < < 1. The classical limit of what is referred to as “Boltzmann 
Statistics” is then obtained

PV = kT 2 e(,l-e^lkT, (1.5.12)
m

The sum over the quantum states tn goes independently over the 
set k of positive translational quantum numbers, and over the set n of 
internal quantum numbers. The energy sm is a sum, from (4), so that 
the exponential is a product, and the sum over m a product of two 
sums,

QJF.n = (1-5.13)k
Qt(T} (1.5.14)
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and (12) becomes
p = &Tln (PVjkT QtTQi). (1.5.15)

The sum $tr is evaluated as a classical integral over momentum 
space. The stationary state (2), for a positive set kx, ky, kz, is a super­
position of progressive waves in which the molecule moves with 
magnitudes px = hkx[2Lx, pv — hkvl2Lv, . . of the momentum 
vector, but with both positive and negative values of each component. 
The energy (3) is then the classical kinetic energy,

= (ll2)p2/m, p2 = p2 + p2 + p2. (1.5.16)

For macroscopic values of the L’s, the consecutive states lie so closely 
together in energy compared with kT that summation over k can be 
replaced by integration over the positive octant of dkx dkv dkz. Divide by 
8, and integrate over &-space from — oo to + oo,

JJJu = (1/8) JJJ dkxdkydkz

oo /* oo

dpxdpydpz = 4tt7/A3 p2dp. (1.5.17) 
-o Jo

One has

Qtr = (4ttF/A3) |

= V(2TrmkTlh2)212. (1.5.18)

Using this in (15) we find

p = kT In (PlkT){h2l27rmkT)3l2Q (1.5.19)

for the chemical potential, p, as a function of P and T. The thermo­
dynamic relation for the volume, v, per molecule, since is independent 
of V, is

V/N = v = (dpldP)T = kTfP, P = kT/v, (1.5.20) 

gives the perfect gas law.
The quantity of eq. (14) is known as the internal partition function 

of the molecule, and ^tr of (13) is often called the translational partition 
function of the molecule. Whereas the form of Qtr is identical for all 
independent (perfect gas) molecules, depending on the molecular 
properties only through the total mass, m, by (18), the internal partition 
function depends on the details of the molecular structure. Its 
evaluation for various cases is discussed in Chapter 3, We wish, however,
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to emphasize here only that Qit unlike the system partition functions 
Qg.c and Qc, has comparatively small numerical values. Indeed is 
effectively unity for the noble gases at all normal temperatures, since 
the only internal excited states are electronic, and these have such high 
energies compared with kT that only the lowest single state of energy 
e0 — 0, e e!kT = 1, has non-negligible value in the sum (14).

One other remark is in order at this place. The zero of energy chosen 
for a particular molecular species is arbitrary. We have implicitly 
assumed, in the foregoing, that the lowest internal quantum state of 
the molecule is assigned zero energy. This means that the thermo­
dynamic zero of energy is chosen as that of all molecules at rest in 
their lowest quantum state, but in the perfect gas state of zero (or 
negligible) mutual interaction potential. In other words the energy 
zero is that of the perfect gas extrapolated to T — 0°K. With this 
choice, the value of //. computed from (19) will be that consistent with 
this zero. If the lowest internal molecular state is assigned an arbitrary 
energy e, then from (14) is multiplied by the factor e~elkT, and from 
(19) /z is raised by the additive term e, which is consistent.

In the more general case of the master equation (1.2.4) the energy 
Ek of the system in quantum state K would be raised by NaEa if the 
arbitrary zero of energy per molecule of species a were raised by ea. 
However N • p. would be raised by the same amount, and the probability 
expression (1.2.4) would remain unchanged in value. The equations are 
independent of the choice of the energy zero, as they should be, but, of 
course, consistency is required.

The quantity (7i2/2tttoZ?77)1/2 in (18) has dimension length. It occurs 
so frequently in equations that it is convenient to assign to it a special 
symbol,

A = (A2/27rmA;T)1/2. (1.5.21)

Numerically one finds, with M the molecular weight, that

A = A X 10-7 Jf-1/2 T-1/2,
A — 1.746 11 cm deg1/2,

A2 = 3.048 91 cm2 deg
A3 — 5.323 73 cm3 deg3/2.

A convenient method of remembering is that

A = ^(SOO/AfT7) angstrom units, (1.5.23)

within about one per cent.
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The numerical value of e,tlkT from (19) is
pi3 \

=------= BPM-ZI2 p-^Q-i = b’PM-*12 (SOO/T1)5'3#-1
kTQi [(1.5.24)

B = 39.078 atm-1 deg5/2, B' = 2.5069 10-5 atm-1 deg5/2 J

Since is unity or greater we see that at room temperature, T = 
300° A, the value of eAkT is indeed small, namely of order 10_5Jf_3/2, 
and the assumption that leads to the Boltzmann equation (12) is 
numerically justified.

The length A is frequently referred to as the de Broglie wavelength of 
the molecule. Actually it is one-half of the mean magnitude of wave­
length for molecules of mass m at temperature T.

The probability density JF(p) in momentum space, with p = |p|, 
is

lfi(p) = (27rmkT)~212 exp (— p2/2mkT), (1.5.25)

correctly normalized so that, 

t/ V — co

W{p}dp =
' oo

4np2W(p)dp =
Jo

' 00

Jo
dy = 1,

vith y — p/(2mkT)112.
The de Broglie wavelength is A = h/p — VTrky-1, and its average 

value is then
* 00

<A> = <h/p> — h(27rmkT)-112 2 2ye~v* dy — 2k. (1.5.26)
Jo

1.6. The occupancy of a molecular quantum state
Our method was chosen as the most rapid and economical to obtain 

the perfect gas equation. It has, however, served to disguise a very 
important consequence of eq. (1.2.4). Use (1.5.9) for Np—EK in 
(1.2.4) to write

= exp-f [-P7 + (p - s„)]
fCl m

= e-PVlkT JI enm(^-effl)/AT. (1.6.1)
m

The occupancy numbers, nm, giving the numbers of molecules in the 
molecular quantum state m, for all m determine both N = and 
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the quantum state K. The sum over all allowed values of nm for each m 
of (1) is unity. The average number, of molecules in state A is

» = H ■ L • W^)
«o nm

= 2 nen(ti~E^lkT 12 en^~^llcT. (1.6.2)
n n

We have now the two cases. Bose-Einstein and Fermi-Dirac. In 
the former case 0 n oo, and xn — (I — a:)-1 whereas S nxn = 

x(djdx) S xn — d/dxtfi — x)~l = x/(l — x)2. One has, then
_ 1

= e(en-K)kT _ j’ (B.E.).

In the F.D. case for which n = 0 or 1 only (2) gives
1

= e(>A-rt«T _|_ j (FD.).

(1.6.2

(1.6.4)

In both cases, if —yjkT >> 1 we can neglect the unity in the 
denominator. One then has the Boltzmann limit,

(Boltzmann). (1.6.5)

The average number of molecules in the lowest energy state A = 0,0 o 
zero energy, = 0, with also zero kinetic energy of translation, is 
nQ0 — eMlkT (zero translational and internal state, Boltzmann) (1.6.6) 

and
= ^ooe eAlkT (Boltzmann, f0 — 0). (1.6.7)

The number of molecules in a given quantum state is (in the Boltzmann 
limit) proportional to exp (— e/kT). If we compute the average number 
nn in a given internal quantum state n we must sum over all transla­
tional states, which gives a factor Qtr. From (1.5.18) with (1.5.21) for A 
one has

n0 = VX~WlkT
for the 

lowest internal state 
. (Boltzmann) .

(1.6.8)

As T —> 0 and —> 0 the number nw of (6) could be large. However, 
since the Boltzmann limit is only valid for —^kT >> 1, we see that 
necessarily in the Boltzmann case the average number of molecules 
per completely specified state is always small, if it is not small; the unities 



20 EQUILIBRIUM STATISTICAL MECHANICS

in the denominators of (3) or (4) cannot be neglected. The reason that 
the number per state of (3), (4), (5), or (6) is independent of the total 
size of the system is simply that the number of translational states in a 
given momentum or energy range increases linearly with the size of the 
system, as does the total number of molecules.

1.7. PP-energy relationship for monatomic perfect gases
If a perfect gas has no internal energy, that is if there are no internal 

quantum states of energy different from zero, so that is the number 
of states, g, of zero energy (see section 3.1) and independent of tempera­
ture, then PF is always proportional to the energy, E. For the usual 
gas of non-relativistic molecules in a three-dimensional volume the 
relationship is

3
P = -P7. (1.7.1)

We shall show that this relationship holds for both perfect Bose- 
Einstein and for perfect Fermi-Dirac gases, as well as for the common 
limiting Boltzmann gas.

Firstly we derive a thermodynamic relationship. Introduce
c = ei,kT (1.7.2)

which is a dimensionless activity. Since

^=4^
dp = kT d In + pd In T

we may write (1.3.17) for a single component system as

d(PV) = PdV + {TS 4- Np)d In P + Nk T d In I, (1.7.3) 

or, since Np — G, TS + G — H — E -J- PV,

[S(P7)/a In P]F{ = E + PV. (1.7.4)

Now eq. (1.5.17) gives the number, Ctr( V,p)dp, of translational 
quantum states between magnitude p of momentum and p + dp as

G&{V,p)dp — V(4:7rjh3)p2dp. (1.7.5)

With kinetic energy e — p2l2m, p2 — 2ms and dp =■ |(2«t)1/2 s_1/2 de 
one has for the number of states between energy e and s -f- de

Ct,T(V,E)dE = 27rF(2m)3/2A-3 e1/2t/e. (1.7.6)
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If we introduce
x = ^kT, (1-7.7)

and
Co = ?(2/v^)(2m»A,!)3'2 (1.7.8)

where the integer g is the number of internal states of zero energy, 
which may exceed unity, then the total number of states in the range 
between x and x + dx is

ctotal (V,x}dx = V(kT)^C^dx. (1.7.9)

Now in eq. (1.5.11) we may replace the summation over all states 
m by integration over x from zero to infinity of Ctotal (V,x)dx, which 
with (7) for x and (2) for £ gives

PV = V(kT)5l2C0 I )ln[l =F &~x]
Jo

= V(kT)5/sC0f(C) (1.7.10)

where /(£) is the definite integral over x, and depends only on £, that 
is only on p,[kT. We immediately have

5
PV^nT^-PV (1.7.11)

„ 3
and from (4) that this is E -j- PV one has the relationship E — -PV of 

equation (1).
In the Boltzmann limit,

T In (1 =F &~x) =
with

e~x dx — 2]y/ir

we have

2
P = (&T)5'2 — £C0 = kT 

yTT

in agreement with (19) where g — Qt.
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The proof used depended on two relations, firstly that C(V,p)dp ~ 
Vp2dp, and secondly that the energy e was related to p by e ~ p2 so 
that (7( V,e)de ~ Ve1/2de. Dividing and multiplying by T to introduce the 
dimensionless x = s]kT one had P T5/2 at constant £. The first 
relation,C( V,p) ~ Vp2dp depends only on thenumberof dimensions of the 
volume V, and would be C ~ Vpn_1dp for a hypothetical ^-dimensional 
volume. This relation is valid even if the particles are relativistic, but 
the relation e p2 depends on non-relativistic motion, which, of 
course, is completely valid for normal molecules at ordinary tempera­
tures. However, one completely relativistic case is of interest. This case 
is that of light photons (section 7.3) which move with light velocity c, 
and for which e = pc so that C{V,E)dE ~ Fe2c?£. Dividing and multiply­
ing by (&T3) to convert x — ejkT now gives us P 714 at constant £. 
We then have

[a In (P7)/a In 7^ = 4PF = E + PV and E = 3PF.

Before proceeding to a further discussion of the evaluation of Qi and 
the methods of numerical computation for a perfect gas of a particular 
molecular species, we shall, in the next chapter, discuss some of the 
more general characteristics of the manipulations required in the 
evaluation of Qa. c. Many of these characteristics have been encountered 
by example in this section on the perfect gas.



CHAPTER. 2

GENERAL CHARACTERISTICS OF THE 
PARTITION FUNCTION

2.1. Separability of the Hamiltonian
There is a well-known theorem that if the Hamiltonian of a system 

is separable in subsets of coordinates and momenta the stationary 
state functions are products, and the energies sums, of terms dependent 
on the subset coordinates separately. In this case the partition func­
tions are, in the Boltzmann limit, products of sums, and their logar­
ithms become sums.

If the total set q(N), p{N} of the coordinates and momenta of the 
system can be decomposed into subsets

a

qlN, = q., ■ ■ •> (2.1.1)

Pm=P.. p,. • ■ - (2.1.2)

such that one may write,

H(pw,q^) = 2 Ha(pu,qv), (2-1.3)

then, of course, the quantum mechanical operator is also to be written 
as a sum,

.r1”’ = (2.1.4)
a

The solutions, for each a, to the equations,

(2.1.5)

form a complete set, and the solutions to (1.3.3) may always be written 
as a product,

VA’t (?(N)) =

a
(2.1.6)

Kf = ma, mp, . . (2.1.7)

(2.1.8)
a

23
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The exponential is then a product,

exp - = n e—'13'. (2.1.9)

and if the sum over Kf consists of the independent sum over all quantum 
numbers mx for each a,

Kt V V' TTexp ” PF = 2 2 • • • IT exp - —
K| fa -I ma mfj a

(
£ \

2 eXP - uS = n Qa, (2.1.10) 
ma Kit a

where
p/T V ma& = 2 exp - —

ma fa-L

In exp - ~~ = 2 ln Qa- 
Kf K'1 a

(2.1.11)

(2.1.12)

We have encountered an example of (3) in the perfect gas. By its 
mechanical definition as a gas of molecules which have no potential 
of mutual interaction, the Hamiltonian of the system is a sum of the 
Hamiltonians of the individual molecules. The a’s of (1) are then 
the indices 1, 2, 3 . . .,N identifying the individual molecules, and the 
</a,pa, are the coordinates and momenta necessary to specify completely 
the classical state of molecule a. For the case of identical molecules 
the Hamiltonians, Ha, of (3) are all identical functions, the energies 

will form the same energy spectrum for each of the identical mole­
cules.

The Hamiltonian of the individual molecule is itself separable into 
one translational term,

HtT = (l/Zm^p,2 + py2 + p2) (2.1.13)

giving the kinetic energy due to the center of mass coordinates x, y, z, 
plus another term, Hi} of the internal coordinates and momenta relative 
to the center of mass. The internal Hamiltonian, is discussed in 
Chapter 3, and is itself usually approximately separable. The energy of 
the single molecules is given, then, by a sum of at least two terms, as 
in (1.5.4), one of them is ek due to the translational motion of the center 
of mass, and the other set is the term, s„, due to the internal degrees 
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of freedom. The partition function Qa of the individual molecule then 
also becomes a product, Qa — QtrQit of which the translational term 
$tr has been evaluated in (1.5.18).

However, the quantum number Kf described by eq. (7) is not 
generally the same as the quantum number K describing the allowed 
states of (1.3.3). As a result one cannot identify In Qc with the logarithm 
of the sum over Kf given by (12). The reason is that the sums over the 
quantum numbers ma for the different identical atoms a are not com­
pletely independent. This is obvious for the Fermi-Dirac case, in 
which at most one molecule a can be in a single state m. The lack of 
independence of the ma’s is less obvious but also true for the Bose- 
Einstein case. The reason lies in the fact that eq. (5), stating that Kf is 
given by the set of numbers of the quantum states of the individual 
membered molecules, a, is erroneous for the allowed quantum members 
K, of the system. The correct statement is that used in (1.5.5), namely 
that K is given by the numbers nm, of molecules in the state m. We 
discuss this in more detail in the next section.

2.2. Bose-Einstein, Fermi-Dirac and Boltzmann systems
The time independent Schrodinger equation (1.3.3) is a second 

order differential equation which must be solved subject to two different 
sets of conditions in order to find the states ipKt of the system. One of 
these sets of conditions is the set of boundary conditions, for instance 
that ip vanish at the walls of the system. These conditions lead to a set 
Kt of quantum numbers of states ipKp with energies EKV

The other conditions, the symmetry conditions, select from these 
functions, a limited number of linear combinations which are 
allowed. The symmetry conditions are that y> must be antisymmetric 
(i.e. change sign only) if the coordinates of any two identical funda­
mental particles, neutrons, protons or electrons, namely the Fermions, 
are permuted. I f the function ip is written in the coordinates of molecules, 
then permutation of the coordinates of two identical molecules permutes 
as many pairs of identical Fermions as compose the molecule. If this 
number is odd the ip must be antisymmetric in permutation of the 
molecular coordinates; the molecules are Fermi-Dirac in property. If 
the number of Fermions in the molecule is even, then ip is symmetric in 
molecular permutations, and the molecules form a Bose-Einstein 
system.

The functions ipKy may have neither property. For instance a func­
tion of two molecules a and which is a product, (qa) Tm (qp), 
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is neither symmetric nor antisymmetric if yn and are different 
functions. However, since the Hamiltonian is necessarily symmetric in 
permutation of qa and qfl if the molecules are identical, the function 
^2 = Vm (&) Vn (Qp) is a^so necessarily a solution to the Schrodinger 
equation with the same energy as Tp The linear combinations

Ts = (W2) + T2) (2.2.1)
^ = (1/^2)^-^) (2.2.2)

are also solutions to this energy, and are symmetric and antisymmetric, 
respectively. Only one of these, depending on the system, is allowed.

More generally, if there are N identical molecules, we form the N! 
permutation operators, &s, 1 < 5 N!, which operate on the eigen­
functions by permuting the coordinates of the N identical molecules 
in the N! different possible permutations. The operators include the 
one identical permutation which does nothing. For any single the 
function defined by

'L = (1/V4,) J (2.2.3)
S=1

is necessarily symmetric and necessarily a solution of the Schrodinger 
equation. The function

»= N I
= (1/V4J 2 (-r'Wxt. (2.2.4)

3 = 1........................................................... '

in which is the parity of <^s, namely zero if an even number of pairs 
are permuted and unity if an odd number, is antisymmetric, and also a 
solution to the same energy as TKt.

If the permuted functions, are different and mutually
orthogonal, the normalization factor A is N I, which, however, does not 
concern us here. If, however, all the N! permuted functions yFK+ are 
different and orthogonal they will have occurred as functions, TLt, with 
a quantum number Lf, different from Kf, as defined by (2.1.6), since 
different numbered molecules exchange quantum numbers. Out of 
these N! different functions we can construct only one. totally symmetric 
function, or only7 one totally antisymmetric one. This means that we can, 
approximately at least, sum over all values of Kf, and divide by iVI, 
since all the N! different T”s that enter the sums (3) or (4) have the same 
energy E. In the general case, we divide by

N! = Na\Nb. . ., (2.2.5)



THE PARTITION FUNCTION 27

and write
QC(V,T,N) = e~EKlkT (1/N!) ^N’V} e-E^lkT, (2.2.6) 

K Kt
where the sum over Kf includes all the states found as solutions of the 
Schrodinger equation without the limitation on selecting totally 
symmetric or antisymmetric functions in permutations of the identical 
molecules. The approximation of eq. (6) is known as the Boltzmann 
approximation, or frequently referred to as Boltzmann statistics.

If we use (6) and eq. (2.1.12) for the summation of A’fin the case of 
the one component perfect gas, for which the a’s are the individual 
identical molecules, andQa = = F(27rwiA;71/A.3)3/2Qi, from (1.15.18)
one has

ln£c(F,T,W) = Win V^rnkT/h^Q, — InNL (2.2.7) 
With the Stirling approximation that

InW! = W(lnW — 1), (2.2.8)
and (1.4.12) for A one has

d(F,T,W) = A7cT{[hi(rV/F)(A2/277m/fi(3/2(>r1]-l}. (2.2.9)
Differentiation with respect to N at constant F and T gives the chemical 
potential as

/z = tfAftN}VT = kT IniN/V^liTTmkT^Q^. (2.2.10) 
Since, from (1.5.20) N/V — P/&T, this is in agreement with (1.5.19) for/z.

The approximation of eq. (6) then leads to the same result as was 
obtained in section 1.5 by writing ln(l T3 e(|U~£)/I‘T) as e^~e}lkT. 
This approximation is numerically very good for all real gases except 
helium at very low temperatures, and is even then quite good as long as 
it remains gaseous.

Let us examine in more detail the approximation of eq. (6). If the 
state functions, TKt, are obtained as they are for a perfect gas it is easy 
to see just when the permuted functions T*K. arc really all different 
and orthogonal. In this case the xPKt are products of the functions for 
the independent molecules,

'FKt(<U>) (9«)- (2-2.ll)
a

The molecular state functions, for different quantum numbers ni 
are all orthogonal. If all molecules a are in different quantum states tna, 
the permuted function ^z’sTFKt changes the quantum states of the indi­
vidual numbered molecules, and the states for different permutations 
are orthogonal, and are all different distinct states which are separately 
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counted in describing Kf by giving the quantum states of the numbered 
molecules, eq. (2.1.7).

If, however, two molecules a and ft have ma = m, in (11). but 
all others are in different states, then two permutations and 
differing only in the permutation of a and will always lead to the

Fig. 2.1. Diagrammatic representation of quantum states for two 
identical molecules in one dimension. The shaded diagonal cells are 
unallowed to Fermions, allowed to Bosons, and counted half in 

Boltzmann counting.

same state YKf. Only (1/2)7V! different and orthogonal functions occur 
in the sums (3) and (4). In the antisymmetric sum (4) the two permuta­
tions and occur with different signs, since they differ in a single 
pair permutation only, and their sum cancels to zero. Since for every 
permutation, s, there is a corresponding s', the complete sum is zero, 
which leads us to the well-known statement that for Fermi-Dirac 
systems no two identical molecules may have identical quantum 
states.

In the Bose-Einstein system, however, the state ma — is allowed, 
but less than TV! different states are required to construct it. 
The situation is most easily visualized for two identical independent 
molecules in the hypothetical one-dimensional case that we can describe 
m by a single number set, 0, 1, 2, 3, . . . (see Fig. 2.1). The Kf value 
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is given by m1 and m2, the state Kf' of , m2, where — m2> m2 = 
m1 is counted as different. Actually these two states, if m1 = m2 are 
combined by (1) or (2) to give a single symmetric or a single anti­
symmetric state as required. The true state is described, not by giving 
r/q and m2, but as in section 1.5, by saying that there is one molecule in 

and one in m2, all other states mv have none. For these states the 
correct counting is obtained by summing over all m1 and m2 and dividing 
by N! = 2 ! = 2.

However, the diagonal states, wq = m2 are unique. They must be 
omitted in the counting for Fermi-Dirac systems, but counted without 
division by two for Bose-Einstein systems. We always find that the Qc 
computed by the Boltzmann approximation lies between the two cases. 
The Fermi-Dirac Qc is less than the Boltzmann, the Bose-Einstein Qc is 
greater. If the summation goes very far from the origin, that is if 
£m < < kT until m is very large, the error is small, since the diagonal 
points become a negligible fraction of ah. If T is low, or em increases 
rapidly with m, as it does from (1.5.3) for very small masses, 
then the error may become appreciable in using the Boltzmann 
approximation.

The correct counting, as we saw in section 1.5, is easily enough 
performed for perfect gases by using the grand canonical ensemble. 
Actually, eq. (1.5.11), although not quite as convenient as the Boltzmann 
approximation of eq. (1.5.12), can be used readily (Chapter 7). However, 
for systems in which the molecules interact, for which the states of the 
system arc not simply describable as products of single molecular func­
tions, more mathematical ingenuity is required to make corrections to 
the Boltzmann approximation. Fortunately the corrections are seldom 
required in chemical problems. For most molecules at ordinary tempera­
tures the Boltzmann approximation is excellent. Two cases of impor­
tance in which the approximation is poor are those of liquid helium and 
electrons in metals, the latter even at very elevated temperatures.

In the next section we discuss the classical limit of these quantum 
mechanical equations. Each quantum state corresponds to a cell of 
volume A1 in momentum coordinate space. The states in which two or 
more molecules have the same quantum state correspond to the por­
tions of the classical phase space in which these molecules are spatially 
close, and moving with equal or nearly equal momenta. One frequently 
describes the different systems qualitatively by the statement that 
Fermi-Dirac systems have a statistical repulsion between molecules in 
phase space, and Bose-Einstein systems have a statistical attraction.
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2.3. The classical limit
In classical mechanics the mechanical state of a system is defined 

at any time, t, by giving the precise values of the T dimensional co­
ordinates, q(N\ and momenta, p(N\ The future of the system is then 
precisely determined by the laws of mechanics. The space of coordinates 
and momenta is called the “phase space.” The phase space of the whole 
system is referred to as the y-spacef (gas space), and has some 1020 or 
more degrees of freedom. The phase space of a single molecule, which 
has a more reasonable number of degrees of freedom is called the /z- 
space (molecular space). The classical state of the system is given by one 
point in 2-space, or for iV molecules of the same species by N points in 
//-space. If several molecular species are present in the system the 
//-spaces of the different species usually have differing numbers of 
degrees of freedom, and a different //-space must be used for each species. 
If, however, as is sometimes the case, one is describing only the posi­
tions and momenta of the centers of mass of the molecules, a single 
//-space of three momenta and three coordinates may be used for all 
species, and the state of the system described by giving Na points of 
type a, Nb of type b, . . ., etc.

The quantum mechanical state of a system is described by giving 
a quantum number L, which in turn defines some state function, <bL. 
In the general case the state function <t>£ is time dependent, and can be 
written as a linear combination of the stationary T\'s, each multiplied 
by a (complex) coefficient, aL K, and the time dependent factor 
exp For purposes of the discussion of equilibrium systems it
suffices to focus our attention on the stationary states alone.

The individual stationary states can be chosen so as to correspond 
to a region of volume hv in the y-space. That is, the average values 
<Fk>, of all functions F(p(N\ q(N)), are such that they would 
correspond to a classical probability function in y-space, more or less 
localized to some region of volume hr. More precisely, the statement 
may be made as follows. Choose a volume AIK >> hl in the y-space, 
such that the projected area, Aw,-, on any conjugate momentum co­
ordinate plane, pi} qit is greater than h, Awt >> A. The behavior of a 
classical ensemble with equal probability density in this volume element, 
and zero elsewhere, will be the same as that of the quantum mechanical 
ensemble having equal probabilities in each of AIF/Ar different states, 
<I>£. These states will not, in general, be the eigenstates of fixed energy, 
but selected wrave packets corresponding to the classical region A W.

f The nomenclature was introduced by Ehrenfest.
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This means that the sum over the states At corresponds to the 
integral over y-space, ;

T I ,
This replacement becomes asymptotically exact if the summation is 
over a function which varies negligibly, in each degree of freedom, i, in 
regions of phase space of area h. That is we can replace

Kt

exp - A dp^d<f-"\
r J

with Hn, the classical Hamiltonian Function for the set Nof molecules in 
V. The replacement is numerically excellent if HN is such that, for 
every degree of freedom, i, in the regions of phase space which contri­
bute appreciably to the integral, one can find areas,

Awz — J J dpi dqt >> h, (2.3.3)

such that Hn varies negligibly compared with kT within the region.
Using the Boltzmann approximation, (2.2.6) one then has

dp(N)dq^

(2.3.4)

as the classical approximation for the macroconical partition function.
The replacement of integration in eq. (1) for the summation refers 

to the summation over the states, Af, selected without regard to the 
symmetry condition. Mathematical terminology requires that the 
different components of the momenta and coordinates, p(N\ q(N\ be 
numbered, so that if these components are those of individual molecules 
the individual molecules are assigned specific numbers, 1, 2, 3, . . N, 
even if they are identical. A point in y-space then specifies the position 
in /t-space of each numbered molecule. There are N! different positions, 
differing only in permutations of identical molecules, which refer to 
physically identical situations. One position in y-space corresponds to 
putting N numbered points in //-space, the N! different, but physically 
identical points of y-space correspond to specifying in //-space the 
location of Na unnumbered points of type a, of type b, etc.
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Since the y-space is a truly continuous space the volume element 
corresponding to counting only the N! mathematically different but 
physically identical points once, would be exactly corrected for by 
division by Nl. However, the states Kf corresponds to “cells” of 
volume hr in y-space, and the N! different states Kt that enter the sum 
(3) or (4) correspond to the N! different cells of y-space obtained by 
permuting identical molecules. Those on the diagonals, where two or 
more identical molecules have the same quantum numbers, now corres­
pond to non-zero volume elements of volume hr, Since the integration 
is introduced by (1) as an approximate method for counting cells the 
integration near the diagonals, where two or more molecules have the 
same p and q requires special handling. In the case of Fermi-Dirac 
systems it should be omitted, in Bose-Einstein systems it should be 
given extra weight.

Equation (4) is thus a valid approximation only if two independent 
conditions are satisfied. These are:

(A) The quantum states corresponding to every degree of freedom 
must have energy differences small compared with kT, as discussed after 
eq. (2), and,

(B) The density of points describing identical molecules in p-space 
must be low when the volume element is measured by 11,/u1 dpi dqit 
so that the probability of finding two identical molecules in the same 
state is not appreciable.

Needless to say, when the Hamiltonian is separable, the replacement 
of integration for summation is valid for any degree of freedom which 
satisfies condition (A) above. We have already used this in computing 
Qtr for the single molecules to find (1.5.18). The classical kinetic 
energy is (l/2m)p2, with p2 = pp, and the phase space is given by 
r, p. The volume element dr dp is dr krtp2dp. The integrand, 
exp — (ll2mkT)p2, does not depend on r, so that integration of dr over 
the volume V gives the factor V: integration over dp gives (2-zrmfcT)3/2; 
and division of h3 for the three degrees of freedom gives (1.5.18).

2.4. Heat capacity and equipartition
We shall now proceed to derive a law more honoured in the breach 

than in the observance: the law that, in the classical limit, each degree 
of freedom contributes additively ^k to the heat capacity due to its 
kinetic energy, in addition to any contribution from the potential 
energy.

The coordinates and momenta, q(N), p(N\ may always be chosen 
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as the cartesian coordinates, ri — xit yt, zit pi = pxi, pvi, pzi, for the 
individual atoms i, \ i N that compose the system. We shall 
tacitly assume, as indeed is very frequently the case, that only one 
electronic state of sufficiently low energy is present, and that electronic 
coordinates may be forgotten. We then use the classical eq. (2.3.4), and 
note than the Hamiltonian, when cartesian coordinates are used, has the 
form

"'■A' ■ 9(‘V>) = T ~Pi2 + U (2.4.1)

P2 = P.2 + P.2 + P.2, (2.4.2)

where U is the potential energy, which is a function of the coordinates 
alone. The Hamiltonian is separable in the single atomic momenta, and 
the complete set of coordinates. The integration over the momenta is 
now trivial. Assign the factor h~'A for the three degrees of freedom to 
this integral to obtain,

A-3 4777>2e-2,2/2'niAT^ = (27rm^77/A2)3/2 = A"3 (2.4.3)
Jo

for each atom i of mass Define the configuration integral as

^(<z(N)n
N! eXp - ~kT (2.4.4)

F

With (1.4.12) for A = —1:7'In and (2.3.4) for one has

Q. = (1/N!) (^ - 3.V.X?,,
a

A = 3A^T lnZ„ - kT In Qt.
a

(2.4.5)

(2.4.5')

Now

/ cA \ 3 d In QTS=~T\ir] = -A + ~^kT-kT (2.4.6)

and

E = A + TS = kT 5 N + (? In e,/a In T) (2.4-7)
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The next derivative with respect to T is

Cv
8E\ 3 5 kT2 8Q
— = - NA; +----------- —

\dT 2 ST Q ST

3 
k-N + k2

The heat capacity at constant volume, Cv, then has the contribution 
(1/2)A: due to the kinetic energy of each degree of freedom, and since 
each atom of the system contributes three degrees of freedom, the 
total contribution due to kinetic energy alone is 3 Nk)2.

We shall now proceed to show that the second term, due to the 
potential energy is necessarily positive.

From the expression (4) for Qt, one sees that

a i
kT^=N

f* n r u„ exp - — dq(N\ (2.4.9)

a \2
kT2sr) Q exp ~ It dq(N)' (2-4,10)

1
N!

U 2U N

Now write [kT2(8QJST)']2 as a double integral over coordinates 
q(N} and q'(N} with potential UN= EN(q(N)) and UN' = UN(q'(IV)) 
respectively. Similarly write QT[kT2S/ST]2Qr as a double integral over 
q(N} and q,(N\ with the factor UN2 in the integrand. Clearly we could 
also have written this with VN2 instead, or with |(?7Na + U'N2). Since

W - 2UNV'N + C7'n2] = - U'N)2,
we have

QT(kT28]8T)2QT - (kTWQJST)2

- tvr11 \2 r f
exp - uN + uN'- 

kT dq™dq'<N\

(2.4.11)
which is necessarily positive, since it is the integral of a positive 
integrand.

The second term in (8) due to the potential energy has a simple 
physical interpretation, which has an exact analogue in the more 
general quantum mechanical case. The term exp — EKjkT in Qc, 
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eq. (1.4.4)is proportional to the probability that the system of fixed N in 
V at T will be in the quantum state K, and exp — II^kT in the classical 
case is proportional to the probability density that the system will have 
the coordinate-momenta values q(N), With the separable Hamil­
tonian of eq. (1) this probability density is a product of a term exp = 
(kinetic energy/A;?7) and the term exp-UN/kT, which means that the 
probability densities in coordinate and momentum space are indepen­
dent. The classical probability density of a single cartesian momentum 
component, pxi, is always proportional to the Gaussian, exp-(pxi2l 
2mikT), independently of the position in configuration space, or of 
other momenta values. The classical probability density in configura­
tion space is proportional to exp-U N/kT and the proportionality factor 
is Q~\

W{qfN>) = de (2.4.12)

for the probability density that the classical system of fixed N in V at 
T will have the coordinate value q(N). This, then, is correctly normal­
ized so that,

lf(qw)dq(N)- 1. (2.4.13)

It is now clear from the definition of an average, using (13) and (9), 
that

U> = -Q-1 kT^Q/ST), (2.4.14)

and from (10),
U2> = Q-1 (kT2d/dT)2Qr. (2.4.15)

Using these with (8) one finds for the classical potential energy con­
tribution, CvU, to Cv,

CvU = k(kT)~2 [<U2> - <U>2]. ( 2.4.16)

For the more correct quantum mechanical case the contributions 
of the kinetic and potential energies are not necessarily separable. 
However, the total contribution to Cv can be written analogously to (16). 
One has, for the probability, JF(K), of the quantum state K in the 
closed system of N in V at T, the expression,

JF(K) = Qc-1 exp -EK/kT. (2.4.17)
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Since, from (1.4.12) that A = —kT In Qc, one has for the energy,

E = A + TS = A - T(SA/dT)VtN

= T^/dT)vN(A/T) = kT^Q-1 (dQJdT). (2.4.18) 

With (17) for W(K) and (1,4.4) for Qc one sees that the thermodynamic 
energy of (18) is the average energy,

E = <E> = Qr1 %Ek W(K), (2.4.19)
K

as we also found in section 1.3 for the open system. Differentiating 
(18) again one has

Cv == (SEI8T)ViN = k{kTQc)-\Qc{kT^TYQc - (kT2dQc/dT)2] 
(2.4.20) 

analogously to the term Cvu in (8). Again one has, forming the average 
square energy, <A2> from (17)

<E2> = Q~' 2 ^k2 exp - EK/kT, (2.4.21)
K

that
Cv = k(kT)~2[<E2> - <E>2]. (2.4.22)

2.5. Symmetry number
We have discussed the division of A7! as though no ambiguity could 

arise. We shall here raise a straw man, and demolish him. Should 
we divide by the factorial of the number set of atoms or of molecules ?

Consider a system described by having a set N = Na, Nb . . . of 
molecules of kind a, . . . etc. We may also describe the system by its 
number set M — Afa, M... of atoms of kind a, /?, etc. If each mole­
cule of species a has naa atoms of kind a we have

= SA>aa. (2.5.1)

Were we to use coordinates for the individual atoms it would be neces­
sary to divide the sums over A'f, or the integrals over the phase space, by 
M! = IW On the other hand, if our previous description of using 

a _
molecular coordinates, and dividing by N! = HA^! is correct, the two 

a
must be consistent.

We first use the atomic coordinates, numbering the Aka atoms of 
kind a from 1 to Afa, those of kind fl from Ma + 1 to Ma + etc., set 
up the Hamiltonian, and proceed to use (2.3.4) with division by M\ We 
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then observe that H is very large, and exp — H/kT negligible in value, 
except in the limited region of phase space for which the atoms are 
associated with molecules with naa atoms of kind a in the molecules of 
kind a, etc.

We therefore wish to introduce (necessarily numbered) molecular 
coordinates of the centers of mass of each molecule, and internal coordi­
nates which specify the configuration of the atoms within the molecule. 
We must, however, in our original integral ovei’ the atomic coordinates, 
integrate over all possible ways of combining the numbered atoms in 
molecules. We can do this by multiplying the integral over the molecular 
coordinates by the number of ways we could assign the numbered atoms 
to numbered molecules and then divide by IV!, since, in the integration 
over the molecular coordinates we include the phase space of all N! 
permutations of the molecules, and these permutations have already 
been considered different in assigning the atoms to numbered molecules.

The number of ways that one can put numbered objects in 
numbered piles, naa each in the first piles, nba in the next Nb, . . ., is

(A) 
a

(see end of this section) and for all atomic species a the number is,
with na! = naa! na[l! .

We find, then, 

MIR (nJ) ‘V“-
a

(B)

11
exp - ~ d(i

J — _

.(M)

dp^dqw,

where the number of degrees of freedom, T, in the two phase space 
systems will be unchanged.

We must now, in the latter expression of integration over the 
molecular coordinates, integrate over all possible of the na 1 = n^aa! 

a 
permutations of the atoms of species a in each molecule of species a. 
Actually, the internal Hamiltonian, Hia, of the molecules of species a, 
which is commonly used may not be such that this is accomplished 
correctly.

The detailed form of the Hamiltonians that are appropriate for 
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various molecular species are discussed more fully in Chapter 3. One 
usually chooses internal coordinates that describe rotations of the mole­
cule as a rigid frame, and some “vibrational” coordinates that specify 
displacements of the atoms from their equilibrium positions in this rigid 
equilibrium frame. The Hamiltonian is then chosen such that it correctly 
represents the true values for small displacements along these vibra­
tional coordinates. It may not at all give the correct value for extremely 
large displacements that correspond to a new equilibrium configuration 
in which two or more identical atoms have been exchanged, but instead 
give extremely high values for such a displacement, so high that 
exp — H[kT is effectively zero. In this case the approximate Hamil­
tonian used leads to integrals that must be multiplied by the number 
of equilibrium minima not correctly represented, before division by na!

Hot instance, suppose the molecule is C1HC—CBrH in the cis form, 
= 2, nc — 2, na — nBr = 1 and nl = 4. The usual internal 

would be (approximately) correct for small vibrational displacements of 
the atoms, but would give utterly false high values for all except one of 
the four different configurations which would be written were numbers 
assigned to the two identical carbons and the two hydrogens. In this case 
we should multiply the integral by n ! = 4 for each molecule, precisely 
canceling the factor (na !)“A° in the expression for Qc.

Now there are cases in which integration over the internal coordinates 
does include more than one of the na\ configurations corresponding 
to permutations of the numbered identical atoms in the single molecule 
of kind a. In general they may include a number, a, of them. The 
number a is called the symmetry number. The correct expression for the 
partition function is then

dplN> dq‘N>. \ 2.5.2)
a

The symmetry number, cra, for molecules of species a, is then the 
number of permutations of the identical atoms composing the molecule 
of type a for which the internal Hamiltonian that is used does actually 
give the correct value. This number is less a characteristic of the 
molecule itself, than of the coordinate system and Hamiltonian which is 
used.

In treating diatomic elements the usual polar angles of rotation 
of the major axis, 0, </> include the two positions of the molecule that 
differ* only in exchange of the two identical atoms, so that cr — 2. In the 
case of CH4 with nc = 1, = 4, n! = 1! 4! = 24, the integration 
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over the internal coordinates used would naturally cover the complete 
rotational angles, which include n = 12 different permutations of the 
four identical hydrogens, but not all 24 permutations. The topologically 
similar molecule with four different atoms, CHClBrI, has 2 = nl/a = 
24/12 optical isomers. The other 12 permutations of the atoms are 
reached by rotation. However, were we to treat a crystal of methane at 
low temperatures, we might find it convenient to use a Hamiltonian 
which was only correct for small libations of the individual molecules 
within the crystal, and that did not give correct energies for angular 
displacements large enough to permute the hydrogen atoms. In this 
case a for methane would shrink to unity.

The relation of the symmetry number to the rotational quantum 
states, and some more detailed examples are treated in section 3.8.

The somewhat awkward numbering of identical particles, and 
then correcting for the numbering, which was necessary in this section, 
is encountered frequently in statistical mechanics, particularly in the 
classical integrals. The counting of the number of ways that certain 
objects can be grouped together, or assigned to cells or boxes is usually 
most readily accomplished by assigning numbers to the objects and 
boxes, and then correcting for this assignment if necessary.

The argument that leads to the number of ways assigning the 
atoms to the molecules used here is typical of a number of combinatory 
problems. In detail it goes as follows.

We have numbered objects of type a, and N = HNa numbered 
boxes; the first Na take naa objects each, the second Nb take nba each, 
. . ., ^naaNa = We can arrange the Ma numbered objects in 

a
consecutive order in Jfa ! different ways, since we can choose any of the 
Ma for the first place, any of the —- 1 remaining for second place, . .,
any of the — n remaining for the (n l)th place. To each such 
consecutive order we can uniquely assign an arrangement of the 
numbered objects in the numbered boxes, namely that with the first 
naa objects in the first box, the second naa in the second box, . . ., 
numbers naaNa +1 to Na -4- nba inclusive in the (Na + l)th box 
which is the first box of type etc. However, many of the original 
Ma! consecutive orders of the objects give the same assignment, 
namely all those na^! ones in which the first na<x objects were permuted 
among themselves, and with each of these permutations all those in 
which the second nax are permuted, and with each of these . . ., etc. 
In all there are H(waa! )A ° different consecutive orders of the numbered 

a 
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objects that correspond to the same assignment to the boxes. We there­
fore have expression (A) for the number of ways of putting the num­
bered objects in numbered boxes.

The same expression, with and nafj replacing and naa will 
be obtained for putting the objects of type ft in the same boxes, and 
since every arrangement of the a objects can occur with every arrange­
ment of the ft objects the total number of ways is the product expression 
(B).

Now, however, if the boxes were really unnumbered we would 
have computed as above, but then divided by N! since every one of the 
N! different ways of arranging the boxes in order would have led to the 
same association of the numbered objects in boxes, A\ boxes having the 
set na — naa. na^ ... of naa objects of kind a, nttg of kind ft, .. . etc.

We thus have
C{iV} = M \/N JI (««!)‘V° (2.5.3)

a

for the number of ways that we can arrange the set M — Ma, Mg . . 
of numbered objects in the set 2V = Na,Nb, ... of unnumbered boxes, 
with that na = nm, nag, ... of objects in each box of type a.

2.6. Isotopes
The existence of isotopes having mole fraction xai for isotope i of 

chemical element a,
2^=1 (2.6.1)
i

introduces a positive entropy of mixing term,

= -kM, J xal In (2.6.2)
i

per Ma atoms of element a in any system, but has no other effect in the 
classical limit on the properties of the system.

In the foregoing we discussed the effect of the identity of atoms of 
species a or molecules of species a. It is frequently, and indeed usually, 
inconvenient to label the species by both the elements and the isotopes 
present. Two atoms of differing isotopes of the same element are not 
identical, their interchange does not permute identical fundamental 
Fermions only, but in addition transfers one or more neutrons from 
one position to another. There is no requirement for the state function 
T\ to be either symmetric or antisymmetric in the permutation of 
atoms consisting of differing isotopes. The number set M of numbers
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of atoms of the species a, then requires that a refer not only to 
the element, but also to the isotope, namely the set of Mai for isotope i 
of element a.

Now, for the heavier elements—and for many purposes every element 
except hydrogen can be considered heavy—the mechanical properties 
of molecules differing only in their isotope composition are very closely 
similar. Two of the quantum states Kf and Lf differing only in permuta­
tions of differing isotopes of the same element will have very approxi­
mately the same energies EK. = ELr Insofar as this is exact the value 
of Qc is then larger by the factor, for every element a, 

/a = !/IT^( !

than the value which would have been computed had one used the 
Boltzmann approximation using only the numbers of atoms of 
element a, and not the numbers Mai of the truly identical isotope a,.

The logarithm of I* is given by Stirling approximation as,

In la = dfa(ln — 1) - J -Ma,(ln

where

Since A — —kT In Qc one finds the additive term,

= MJcT 2 In
in A. Using —(8&ABLi(>)l()T)Km = A/S'a(,) one finds eq. (2) for the additive 
entropy term due to the isotopes.

This term does not affect the energy, E — A + TS, as it is also 
intuitively obvious that it should not. Within the accuracy to which 
the approximation that the quantum states of the system have the same 
energy for all isotopes is valid, the mole fraction of the isotopes will 
be the same in all molecular species. The term A*S'a(l) will cancel in all 
entropy differences for two sides of a chemical reaction. In actual 
thermodynamic processes, even at low temperatures where the differ­
ences in the energies of the states for differing isotopes are of the order 
of kT, and appreciable fractionation of isotopes between differing 
molecular species would occur at equilibrium, there is seldom equilib­
rium attained between chemical reactions. As a result, unless special 
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experimental situations are constructed to detect it, this isotopic 
mixing entropy does not enter into the usual thermodynamic equations. 
It is common to omit the term completely in most statistical mechanical 
computations of thermodynamic quantities.

2.7. Nuclear spin
Like the effect of isotopes, the existence of nuclear spins of quantum 

value for the isotope at introduce an additive term

4Sai(n 'J = M.t k In (2j„ +1). ( 2.7.1)

in the entropy for Mai nuclides of species at, and this term is usually 
neglected in computations of the entropy.

The nucleus at which has the total spin quantum number jai, integer 
or half integer, has a quantum number m describing the orientation 
of the spin which can take all values differing by integers between 
—jai and inclusive. There are 2jai + 1 such values, as can be 
seen by simple counting. The only direct effect on the energy of the 
differing nuclear spin orientations is the scalar product of the very 
small nuclear magnetic moment with the magnetic field at the nucleus, 
which may be due to an external applied field, or to a field produced 
by the electrons. The value of these energies is always extremely small 
compared with kT for all 7”s above even as low a value as O-1°K.

The effect of the nuclear spin is therefore simply to multiply the 
total number of quantum states by the factor (2jat- 4- 1) for each 
nuclide at, and, as we have seen in discussing the isotope mixing effect 
this adds an entropy term of the magnitude of eq. (1). Just as the iso­
tope mixing entropy this term is usually undetectable in ordinary 
thermodynamic processes, and hence omitted in most computations.

However, there is indirect effect of the nuclear spin on the energies, 
which, in some cases, notably in H2 at low temperatures is very appreci­
able. This arises from the effect of the nuclear spin state on the symmetry 
of the eigenfunction, and hence on the rotational states which are 
allowed. It is discussed in section 3.5.

2.8. Coordinate transformations
It would take us far too far into the details of classical mechanics 

to discuss fully the use of coordinate transformations and their con­
jugate momenta. However, a brief review, emphasizing the points of 
special interest in statistical mechanics, follows.

Except for particle spins, which are always quantized to have 
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half integer or whole integer angular momenta in units &/2tt, one may 
always use cartesian coordinates, xit yi} zt, of the individual mass 
points, i, in the problems which concern us. The kinetic energy, K, 
then has the form,

K = 2 2 (^i2 + y2 + Zs2)> (2.8.1)
i

with xif Zi the velocities. The total number of degrees of freedom, 
r, is then three times the number of particles introduced (plus the 
number of rather special particle spin coordinates which may be 
present).

Except when magnetic forces are considered, which is relatively rare, 
there is a potential, U, which depends on the coordinates alone, and the 
total energy is K + U.

The momentum, pxi, conjugate to x{ is

Pxi = dKISx, = x* = pjmi. (2.8.2)

Using (2) to eliminate the aj/s, the total energy can be expressed in 
terms of the momenta and coordinates, and this function is the Hamil­
tonian,

— 2 (Pxt2 + PViZ + Pm2) + U(£ls. . ., zN). (2.8.3)

Not infrequently the potential U is a complicated function of the 
cartesian coordinates, but some other set qa, 1 a T, of coordinates

= q^i, ■ ■ •> ^v). xi = ■ - qa> ■ ■ ; qr),
qa, (2.8.4)

a

can be found, such that U is greatly simplified if written as a function 
of these, U — U(qr, . . ., qN). Using (4) the kinetic energy, K, of eq. (1) 
can then be written as a function of the new q^s and qa’s. The momen­
tum pa, conjugate to the coordinate qa is now defined by the relation,

Pa = dKjSqa. (2.8.5)

The resulting T equations, (5), must then be solved to find the qa’s as 
functions of qa’s and pa’s, and the result used in the expression for the 
kinetic energy to write this as a function K{p±, . . ., pa, . . ., pr, 
qr, . . ., qa, . . qr) of the momenta pa and coordinates qa. This 
kinetic energy plus U is now the Hamiltonian in the new coordinates 
and their conjugated momenta.
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There are, however, several points that interest us particularly. 
Firstly, the coordinates qa need not have the dimensions of length, 
for instance dimensionless angular coordinates are often used. However, 
from (5) the dimension of the product, pa qa is that of an energy, so that 
the dimension of any coordinate multiplied by its conjugate momentum 
is that of energy x time, which is the dimension of h,

[Ac ?=<] = energy X time = [A]. (2.8.6)

Thus the classical integral expression, (2.3.4), for Qc is always dimension­
less in any coordinate system, as it must be.

The second point of importance is that the Jacobian of the trans­
formation of the volume element in phase space is always unity, that is

i—N a = 3A’IT dXidyidZidp^dpyidp^ = H (2.8.7)
i=1 a — 1

This again must, of course, be the case, if eq. (2.3.4) is to be valid in any 
coordinate-momentum system.

However, a warning is needed here. The Jacobian, J(xit q^), of the 
transformation of the coordinate volume elements,

i = V a —3X
IT dXidyjdZi = J{xi,qi) H (2.8.8)
i— 1 a= 1

is usually not unity. Since the kinetic energy in cartesian space is so 
simple, and the integration over the classical cartesian momenta 
always leads to the simple factor zf-3 of eq. (2.4.3), one may integrate 
first over the momenta in cartesian coordinates. It may then be desired 
to make a transformation of coordinates to simplify the configuration 
integral of (2.4.4). In this case, of course, the Jacobian J(xit qa) of (8) 
must be used in the integration.



CHAPTER 3

PERFECT GASES AND THE INTERNAL 
PARTITION FUNCTION

3.1. Monatomic molecules
Before proceeding further with more general equations we shall 

show how the results derived in section 1.5 can actually be used to 
obtain useful information for perfect gases. The equation for the chemi­
cal potential,

= kT In (P/kT^Q-1, (3.1.1)

eq. (1.5.19), is sufficient to determine all thermodynamic properties 
if the internal partition function (1.5.14)

t S vQ. = exp - — (3.1.2)

is evaluated. The sum of (2) runs over all internal states n of the mole­
cule, with energy en.

For monatomic molecules the only excited states are electronic, 
and except for the hydrogen atom, their energies are not given by any 
simple analytic expression. However, the energies of the excited states 
above the ground state are of order of one or more electron volts, and 
g/k is ll,606°K at one electron volt. Unless the problem is one involving 
temperatures of the order of 104 deg only very few, and usually only 
the ground level, contribute significantly to the sum (2) for Q(. If the 
spectroscopic ground level has total angular momentum quantum 
number J = 0, as it does for the noble gases, for which the lowest level 
is 1^0, this ground level is a single quantum state, and — 1. For the 
alkali metals the ground level is 2A]/2, J = 1/2, the number, 2J -i- 1, of 
states in the level is 2, and Q, = 2 up to several thousand degrees. 
There are low lying excited states in a few elements. For instance in 
atomic fluorine, the ground level, 2P3/2 with J — 3/2, of 2 J -f- 1 = 4 
states, has associated with it a doublet level 2P1/2, 2J -j- 1 = 2 states 
at a low energy of 407 cm-1, As/& = 585°K, and = 4 2
exp — (&ejkT) with Ae the rather low excitation energy of the doublet.

In general, then, for monatomic molecules Q* is rather simply 
45
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computed as a sum of a very few terms, and is usually, at low tempera­
tures, a small integer independent of T.

It is, however, slightly disturbing to find that eq. (2) for Qt appears 
to diverge if the more usual naive rules are applied to the quantum 
mechanical computation of the energy levels. The reason is that the 
condition of requiring the electron function y to vanish only at r = oo, 
results in an infinite number of bound states below the ionization 
potential of the atom. Even if these states have an energy e > > kT, so 
that e~B,kT is indeed very small for each state, the product of infinity 
times a finite number, however small, is infinite. The origin of difficulty 
is easily seen by examining the average distance <r> of these states 
from the nucleus. If <r> is much larger than the average distance, 
in the gas, between molecules, then the state is essentially fictitious, 
and should somehow be grouped with the free electron states of ionized 
electrons. These are then handled as a separate chemical component 
The electron states are, in turn, perturbed by their interactions with 
the ions present, and the system may be handled as an imperfect gas, 
Chapter 4. At reasonable temperatures and densities one generally 
finds that a simple estimate, assuming the electrons and ions to be 
perfect gases, already shows that ionization would be negligible. In 
other words, were the atomic states assigned the correct boundary 
condition of vanishing at the finite walls of the system, and a proper 
counting made, the contribution of those near ionization as well as 
those above ionization normally vanish. At higher temperatures, where 
ionization is appreciable, the situation becomes more complicated if 
sufficient precision is required to correctly include the imperfect gas 
corrections between electrons and ions. Essentially, then, one has a 
Debye Imperfect Gas correction, section 4.7, and counts the discrete 
excited atomic states up to those having the radius of the inverse 
Debye k.

3.2. Diatomic molecules
Stable diatomic molecules usually have a lowest electronic configura­

tion which is singlet with all electrons paired, and excited electronic 
states have, almost always, such high energies that they are excited 
only at temperatures for which the molecules themselves are dissociated. 
With very few exceptions, then, the internal states are due only to 
rotation and vibration of the nucleii, and with quite satisfactory 
precision the Q, can be readily computed.

The few exceptions to the statement that the lowest state is singlet 
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include 02, which has two electrons with parallel spins, and is therefore 
a triplet state. The Q.L for 02 has then an extra factor 3 beyond that 
discussed below. If, as in 02, the electronic state has an angular momen­
tum, the rotational spectrum is somewhat more complicated than that- 
discussed below, but the classical limit, which is actually used, is the 
same. One other exception, which has a degenerate lowest electrical 
level is NO, with an odd number of electrons, for which the lowest 
level is 2II, consisting of 2 states, with another low-lying excited 2fl 
at an energy = 174°K. In cases such as this the parameters entering 
the rotational and vibrational states are generally different for the two 
electronic levels, and the total Qi must be treated as a sum of that 
computed for the lowest electronic state plus e“£/A'2’ times the Qi for 
rotation and vibration with the parameters of the excited state. Such 
complications occur, but are rare.

Neglecting the possible electronic complications, the coordinates 
necessary to describe the configuration of the diatomic molecule are six 
in number, and are constructed from the cartesian coordinates, 
xv yi} Xj, y^, z} of atoms i and j respectively as X, T, Z, for the 
center of mass, and three internal coordinates, of which one is a length 
f, and the other two are the polar angles of the axis of the molecule, 
0 and </>. They are, with m = mi + the total mass,

JV = m~''\mixi +
T = m-^niiyi m^3),
Z = (3.2.1)

£ = >' ~ r0, r = [(^ - xj2 + (?/?: - ?/J2 ff- (zt - z3)2]1/2,
cos 0 = (zi — z^/r,
sin <f> — (Xi — x^jr sin 0.

The three center of mass coordinates and momenta give the factor 
$tr = V 2-3, eqs. (1.5.18) and (3.1.3), to the molecular partition 
function. The three internal degrees of freedom, f, 0, (/>, p^, p0, pif> 
account for Qv

The potential energy depends only on the distance between the two 
atoms r — r0 f and r0 is chosen at that distance for which u(r) is a 
minimum,

(</«/*),.., = 0. (3.2.2)

Introduce the moment of inertia, I, as

7 = 7(f) = yr2 = (u(r0 f)2; y = mpn^mi + uij. (3.2.3)
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The classical Hamiltonian is

+ “(f) + (a2 + ^r0 p.2) (3-M

Now, since I is a function of £ this is not strictly separable. One assumes 
that the vibrations along £ are of such small amplitude that it is ade­
quate to replace I by the value Io, at £ = 0, /0 — ^r02. In this case the 
Hamiltonian is separated into a term depending on £ and p£ only, and 
a rotational term depending on the angles and their momenta. In 
addition one assumes that it is adequate to approximate w(£) above 
its minimum value by

w(£) = (1/2)k£2, (3.2.5)
with k a force constant.

The Hamiltonian is now separable,

H = + #rot (j>B, Pt, 0, (3.2.6)
H, = (W)j>5“ + (3.2.7)

= (l/2/») lp»2 + (l/sin^)?/]. (3.2.8)
Since the Hamiltonian has been separated one writes

Q, = 0,<2rot, (3.2.9)
the logarithm is a sum, and there are two additive contributions to 
the thermodynamic functions, one due to the oscillation along £, and 
the other due to rotation.

3.3. The oscillator partition function
The Hamiltonian Hv of (3.2.7) is that of an harmonic oscillator of 

mass p and force constant k. The classical solution is sinusoidal vibra­
tion along $ with frequency,

r = (3.3,1)
namely

£ = a sin (2^ + A) (3.3.2)

with a the amplitude. The energy depends on a and is E(a) — (l/2)«a2. 
The quantum mechanical solutions are described by a quantum number 
n, and have discrete energies en. The energy of the lowest state, n — 0, 
lies above the minimum, w0, of the potential energy

uQ = w(£ = 0) (3.3.3) 
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by an amount As = (l/2)7zr. For most chemical purposes it is convenient 
to choose this state as the zero of energy, so that the energy of the 
perfect gas at T — 0°K is zero. For this choice, s0 = 0, the ?ith state has 
energy,

£n = nhv, (e0 — 0). (3.3.4)

If, however, the chemical equilibrium between molecules of differing 
isotopic composition is being explicitly considered the above choice is 
awkward, and w0 — 0 is a preferable zero. This arises because, for 
differing isotopic composition the w0’s are very closely identical in 
value, compared with free atom energies. Since the frequencies v involve 
the reduced mass, through (3.2.9) the energies e0 may differ appreciably 
compared with the dissociated atoms, or the lowest states of other chemi­
cal compounds.

Using the choice of eq. (4), f0 — 0, one has for the partition function

Qv = 2 e~nhvlkT = (1 — e-^7)-!, (3.3.4')
n = 0

and for the additive contribution, fiv, to the chemical potential /z, due 
to this degree of freedom

= _kT In Qv = kT In [1 - e~hvlkT]. (3.3.5)

At high temperatures for which hv << kT one may develop,

e-“ = 1 - z + (x2/2) - (z3/6) + . . .

ln(l —- e_r) = ln[a? — (z2/2) (a;3/6)~. . .] = In 2; -j- ln[l — (x/2) -j­
' (x2/6)-. ..]

= In x — (l/2)a; + (1/24)24 + . . ..

Using this in (5) one has, for high temperatures

fiv = (l/2)7n> + kT[]n{hv}kT) + (l/24)(Ar/A;T)2 + ...]. (3.3.6) 

Were the energy zero chosen as — 0, which is (l/2)7w lower, the 
value would be

^(u0 = 0) kT^hvjkT) + (l/24)(^r/Z-77)2 +...]. (3.3.7)

The classical partition function, with uQ — 0 as the zero of energy, is

QV(C1) = A-1 1 Iexp - [kT* + dq dp

— {kTfh){2,TT'\//.i/k) = kT^hv (3.3.8)
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from (1) for v. The term kT ln(hvlkT) in (7) is then the classical limit, 
which is always that found at high temperatures.

The frequency v is never actually obtained from the force constant, 
K, through (1), as would be theoretically possible if the energy of the 
electronic state for all nuclear distances near r0 were computed, and 
this energy used to compute u(r) for the nuclei. Instead the observed 
spectroscopic values of the vibration frequency, v, are used. The 
numerical values are high, and the classical approximation (6) is 
seldom useful for diatomic molecules. Indeed, for H2 one has hvjk — 
5958°K, for N2, hv/k = 3336.6°K, and for O2 hv/k = 2228.0°K. 
At temperatures below 700°K the approximation Qv = 1 is adequate 
for these gases. Only for the heavier elements, I2 with hv/k = 305.1 °K, 
Br2 with hv/k — 460.4°K, or the very weakly bound molecules such as 
Na2 with hv/k = 227.4°, does the vibrational contribution become 
important at room temperature.

3.4. The linear rotator function
The classical solution to the Hamiltonian (3.2.8) of the rigid dumb 

bell rotator is any rotation of total angular momentum vector, p, with 
any direction in space. The energy is £ = (1/2 J0)|p|2. The quantum 

. states are described by two integer quantum numbers, j and m. The 
square angular momentum is Jp|3 = (A/277-)2J(y + 1), and the energy is

£(j,m) = (A2/8tt2Z0) J(j + 1), (3.4.1)

which is independent of the quantum number m. The quantum number 
m defines the component, pg, of p along a unique axis z, as having the 
value pz = m(h/2Tr), and m may take any of the 2j 4- 1 integer values,

(3.4.2)

The rotator partition function is then
oo m=+j ®<2tol = 22 = j (2J + 1( e-W+» (3.4.3)

j-0m=-j j=0

where
| = {h2/^I0kT} = BJic]kT. (3.4.4)

The quantity
j?0 = A/8tt2Z0c (3.4.5)

of dimension length-1 is that most frequently listed in tables of the 
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constants for diatomic molecules. Its value is such that BJic}k — 
2.847°K for N2, 2.059°K for O2, 0.05340 for I2 but has the large value 
84.971°K for H2. Except for H2 the value of g is very much less than 
unity at temperatures for which the molecules are normally gaseous.

There is no analytical expression for the sum of eq. (3). If, however, 
£ < < 1, the terms of low j values lie close together in value, and one 
may approximate,

/* CO

Qrot = 2 (2j + = (2J + dj
j=o Jo

e-!J0+1) + 1)] = f-\
'o

(3.4.6)

which leads to

/“rot = ~kT 111 $rot = kT 111 (3.4.7)
The contribution to the thermodynamic energy per molecule is erot = 
fi — TdpjdT, and since £ is proportional to T_1 one has £rot — kT, in 
agreement with the classical requirement for two kinetic energy 
degrees of freedom, section 2.4.

By use of the Euler-Maclaurin summation formula one finds the 
somewhat better approximation,

$rot = ra[l + (l/3)£ + (1/W2 (3.4.8)

which can be used when £ is small but not negligible compared with unity. 
For H2 and D2 at low temperatures, but practically for no other mole­
cule, Qrot must be evaluated by numerical summation of (3) directly, a 
chore which is not too tedious, since even at the low value £ = 0.1, the 
tenth term, j — 9, has the very small value 19e~9.

As one expects the value of eq. (6) obtained by integration over the 
quantum number j, as an approximation to summation, is the same 
as the (?rot(C1> obtained by integration over phase space. Ono has

'2tt (* 

dO de/) 
Jo Jo J <

IT

— co u
sin20

’77

= h-^TT^kT) sin OdO =
Jo

(3.4.9)

As discussed in (2.5), the classical integral over the internal coordin­
ates of any molecule having two or more identical atoms must be 
divided by the symmetry number u which depends on the nature of the
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internal coordinates used. In the case of the diatomic element of 
identical atoms the angular coordinates 0, </>, cover complete rotation 
of the molecule, which includes then, the positions in which the two 
identical atoms have merely changed places. For this case <j = 2, and 
the classical <2rot(C1) is half of eq. (9).

Qrot(CI) (diatomic element) = (1/2 £). (3.4.10)

The quantum mechanical state function of the diatomic element 
of identical isotopes must be completely symmetrical or antisymmetrical 
in exchange of the nuclei!, depending on whether the atomic weight of 
the isotope is even or odd, respectively. Since = wij, the coordinates 
X, T, Z, and of (3.2.1) are seen to be unchanged by exchange of the 
positions of i and j. The translational and vibrational eigenfunctions 
are then unchanged, namely symmetrical in exchange. However, 
cos 0 changes sign, 0 — 0, and </> —>ir -f- <f>, in exchange of the two
nucleii. The rotational eigenfunctions are such that if j is odd they 
change sign, whereas if j is even they remain unchanged by this trans­
formation, that is, the even-j functions are symmetric, and the odd-y 
functions antisymmetric in the nuclear exchange.

Thus a diatomic molecule composed of identical isotopes of one 
element may take only states of even, or only states of odd j-values. 
The sum of (6) for Qrot is limited to half of the j-values in either case. 
Insofar as the sum can be approximated by the integral method 
of (6) it has half the value given by (6), namely that of eq. (10). The 
case of H2, for which the classical limit is inapplicable below room 
temperature, is discussed in more detail in the next section.

3.5. Molecular hydrogen
The molecule H2, because of its low mass, and relatively small 

value of r0, has a much lower moment of inertia, /0, than any other 
molecule, and a high value of Bo. The energy, = 2B0hc, of the first 
excited rotational level, j' — 1, has the value E-Jk = 169.9°K, so that 
even considerably above its low boiling point of 20°K no rotational 
levels are appreciably excited at equilibrium. However, there is an 
indirect effect of nuclear spin on the energy, which results in a curious 
complication. This type of complication is present, in principle at 
least, in all symmetrical molecules of elements having non-zero nuclear 
spin, at sufficiently low temperatures. However, in all cases other 
than H2 (and D2) the effect is negligible unless the temperature is so 
low that the molecules condense, in which case it is more difficult to
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disentangle. We discuss H2 at some length, not only for its own interest, 
but to illustrate the general phenomenon.

As discussed in the last section, the translational and vibrational 
coordinates are unaffected by nuclear exchange, and the rotational 
states are symmetric if j is even, and antisymmetric if j is odd. The 
hydrogen nucleus has spin 1/2, and two states differing in orientation 
of the spin exist. If these states are called a and /?, the spin state of 
the molecule of nucleus i and j may have any of the four states,

_ /WW) =%.-!, (3S1)
(1/V2)[«(»W) -WMJ)] = %.»• J

The first three of these states have total nuclear spin unity, but 
projection 1, 0, and —1, respectively, along the axis for which a — 
4-1/2 and /3 = —1/2. The last state has antiparallel spins, net spin 
zero, and of course zero projection. The three states with parallel 
spins are called ortho-hydrogen, the one state of antiparallel spins is 
called para-hydrogen.

The three spin states of ortho-hydrogen are symmetric in exchange 
of i and j. Since the proton nucleus of H is a Fermion, the complete 
state of the molecule must be antisymmetric in this exchange, and 
hence only antisymmetric rotational states of odd j values are allowed 
to ortho-hydrogen. Only even j values, with symmetric rotational 
states, are allowed for para-hydrogen, since the nuclear state is already 
antisymmetric. For two consecutive j values, then the even j occurs 
with one nuclear spin state, the odd j with three. At high temperatures 
the Qrot will be 2£_1 instead of £-1, since on the average twice as many 
quantum states, including the nuclear spin states, are present as we 
assumed in deriving (3.4.6). This factor two is in agreement with our 
classical limit rules; the internal partition function is multiplied by 
two for each atom if the spin states are counted, and divided by the 
symmetry number, cr = 2. If, then, as is frequently done, we wish to 
subtract the nuclear spin entropy we divide by 4 and have only the 
symmetry number term left.

However, at low temperatures, and at equilibrium the molecules 
will all be in the lowest rotational states of j = 0, and only the single 
para-hydrogen nuclear state yjQ 0 is permitted. The nuclear spin entropy 
is “frozen out”.
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In section 2.7 we discussed nuclear spin effects, and stated that the 
direct energy difference of different orientations was negligible. We have 
here, however, an indirect effect of the nuclear spin orientation on the 
energy which involves a term ejk == 169.9°K; namely that different 
spin orientations occur with neighboring rotational levels of the whole 
molecule. In general, then, the nuclear spin entropy can be affected, in 
symmetric molecules, at temperatures where degrees of freedom of 
rotation cease to be classical. The nuclear spin entropy of H2 takes its 
full value at complete equilibrium only well above the boiling point.

There is, however, an additional complication. Transitions between 
the symmetric and antisymmetric spin states are not produced by 
static electric fields, but only by inhomogeneous magnetic fields which 
act differently on the magnetic moments of the two nucleii in one mole­
cule. Collisions with ordinary diamagnetic molecules have practically 
zero effect in producing these transitions. Only paramagnetic impurities, 
such as O2, or unsaturated surface atoms on a catalyst such as charcoal, 
cause reasonably rapid transitions. In the absence of such special 
catalysts the half time for conversion of ortho- to para-hydrogen is of 
the order of a day or more. Normal warm H2, having three ortho spin 
states and one para spin state is three-quarters ortho-hydrogen. On 
cooling reasonably rapidly to low temperatures the fraction of three- 
quarters ortho-hydrogen persists; the slow conversion to the equilibrium 
fraction of practically unity for para-hydrogen goes as a slow first order 
chemical reaction. Since, the energy difference, e/k = 169.9°K, of the 
reactants and products is large, considerable heat is evolved.

One may thus treat the computation of the thermodynamic proper­
ties of H2 gas in two different extremes, depending on the experimental 
conditions.

In one extreme, corresponding to making slow changes of state 
in the presence of a good magnetic catalyst, one computes the rotational 
partition function by summing over all j-values, weighting the odd 
states with the factor three for the three spin states of ortho-hydrogen. 
In the other approximation, corresponding to experiments made in a 
short time in the absence of a catalyst one treats the gas as a mixture of 
two separate chemically identifiable species, ortho- and para-hydrogen, 
having mol fraction z0, of the ortho species. These two species have 
significantly different energies at zero temperature. In ortho-hydrogen 
only the odd rotational levels occur, and the nuclear spin entropy per 
molecule is Hn 3. In para-hydrogen only even j values are allowed and 
the nuclear spin entropy is zero.
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For both species the first excited rotational level has a very high 
energy. In para-hydrogen the first excited state of j = 2 has s/k = 
GB^hcjk = 509.8°K; in ortho-hydrogen the energy difference between 
y = 3 and the lowest state of j — I is 10.S0Ac, E/k — 849.7°K. Even at 
room temperature the heat capacity due to rotation is not completely 
classical, and at 20°K it is effectively zero.

For a molecule consisting of two isotopes, HD, HT, or DT, there 
is no symmetry requirement, since permutation of the twTo different 
nucleii not only permutes protons and neutrons but also displaces an 
extra neutron. All rotational states exist with each of the (2^ + 1) 
(2.s2 + 1) different nuclear spin states.

In the molecule D2 each deuterium nucleus has spin unity so that 
there are three states for each nucleus, a15 a2, a3, or in the general case 
2s + 1 states, cq, . . ., The 2<s + 1 combinations av(i) a.v(j) are 
necessarily symmetric, whereas from the remaining (2s + I)2 — (2s 4~ 1) 
products av(i)a/z(j) with v =|= p one can make |[(2s -f- I)2 — (2s + 1)] 
symmetric and as many unsymmetric spin states, or in all

|(2s + 2)(2s + 1) symmetric spin states,
|(2s(2s + 1) antisymmetric spin states. (3.5.2)

If the nuclear mass number is even there are an even number of 
protons plus neutrons in the nucleus, and s is an integer. In this case 
the total state function must be symmetric in nuclear exchange, and 
the lowest rotational level of j — 0 will exist with the |(2s -f- 2)(2s -f- 1) 
symmetric spin states. Thus D2 with s = 1 has 6 symmetric nuclear spin 
states in each even rotational state, and 3 antisymmetric nuclear spin 
states in each antisymmetric rotational state of odd j-value.

In general, for polyatomic molecules of symmetry number a any a 
consecutive rotational states will have differing symmetry properties, 
each occurring only with its own fraction of the II(2sf 4- 1) different 
nuclear spin states, so that the average number of spin states per single 
j-level is o,_1H(2si A !)•

3.6. Polyatomic molecules
For a molecule consisting of n atoms one could use the in cartesian 

coordinates, yx, z1; x2, . . ., zn of the atoms to define its configuration. 
Actually one chooses three cartesian coordinates of the center of mass,

Y, Z, and 3n — 3 internal coordinates. If the 
i i=l

equilibrium position of minimum potential energy is linear then two 
3
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angles, the 0 and d> used for the diatomic molecule axis, are used as 
rotational coordinates and there remain 3n — 5 vibrational coordin­
ates. If the equilibrium configuration is non-linear there are three 
angles necessary to specify the rotational configuration, and there 
remain only 3n — 6 vibrational coordinates upon which the potential 
energy depends. As with the diatomic molecule one develops the poten­
tial energy as a power series in the displacements from the equilibrium 
configuration, and since this is the configuration for which the linear 
terms disappear, the series, after a constant value, starts with only 
quadratic terms. Higher terms are discarded.

It is then always possible f to choose a transformation of the coordin­
ates so that the potential energy contains only square terms,

a
and no cross products, K^qaq^, whereas the kinetic energy also remains 
in the form with a reduced mass. The translational kinetic

a
energy is independent of the internal coordinates. The rotational energy 
is purely kinetic, and if the moment of inertia of the equilibrium 
configuration is substituted for the true value it is then independent 
of the vibrational coordinates. One has now a separable Hamiltonian,

3n —(5 or 6)
i?(p<w, 9'3"’) = + s //., (3.6.1)

a = 1
with

H., = ----- p? + (3.6.2)

of the same quadratic form as the vibrational Hamiltonian for the 
diatomic molecule, and with the same quantum mechanical stationary 
states of energy

ra = (l/27T)v/('<aMa)J (3.6.3)
above the lowest energy level of ^hva. Finally the internal partition 
function is a product,

3-n — (5 or 6)

Qt = «„, n e.. <3.0.4)
OC 1

and its logarithm a sum,
3n — (5 or 6)

In^ = lnQrot-J- 2 111(3.6.5)
a = l

with corresponding additive contributions to the chemical potential,
f The details of the procedure are carried out for crystals in section 5.2.
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The rotational partition function, Qrot, in (4) is now different for 
the cases that the equilibrium configuration of the molecule is linear 
or non-linear. If linear, it is the same as that of the diatomic molecule, 
eqs, (3.4.4), (3.4.5) and (3.4.6) but with the moment of inertia, Io, 
given by

i = n
A = 2 m.(x. — X)2 (3.6.6)

i = i

i=n i=l
X = ( 2 v/q.)-1 2 (3.6.7)

i —11 i = 1

which gives, with M —

4 = 77 X X “ ^)2 (3.6.8)

where the positions, xv are equilibrium positions of the atom i when 
the molecule lies along the x axis.

3.7. Polyatomic rotator function
The non-linear polyatomic molecule has a more complicated rota­

tional Hamiltonian. Actually the energies of the allowed quantum 
levels of rotation in the more general case are not simple and there is 
no closed analytical solution to their values. However, the moments of 
inertia of polyatomic molecules are generally larger than those of 
diatomic molecules, and the gas range is at a higher temperature, so 
that a purely classical treatment suffices. Fortunately although the 
classical Hamiltonian looks rather formidable, analytical integration of 
the expression exp —(IjkT)H can be performed and leads to a quite 
simple answer.

In any cartesian frame of reference let the positions at equilibrium of 
atom i be given by x{, yit zP The moments of inertia about the cartesian 
axes passing through the center of mass are, with M —

4r=W~X X ~ (3.7.1)

with corresponding expressions for Ivu and The products of inertia 
are Iyz, Izx and Ixv with

= W^XX^dM^ - - ?/,) = Izy- (3.7.2)
}
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Four equations

^XX —V)— — YIXZ = j
-oclvx + -y) - ylvz = 0, (3.7.3)
—V-hx — filzy + y(Igt — y) = Q, J

and
a2 + £2 + y2 = 1 (3.7.4)

can be solved for ■?;, a, /?, y, with three generally different values. 
The three values of y — A, B, and C, are the three principal moments 
of inertia. The corresponding values of a, /?, y, are the direction cosines 
of the three principal axes. If the original choice of cartesian coordinates 
were so made that all three products of inertia were zero, then the 
three moments, Ixx, Iuv, Izz, would have been the principal moments. 
These moments are such that for displacements of the angle of the axis 
through the center of mass (if they are all different) one is a maximum, 
another a minimum and the third is at a saddle point.

The three Eulerian angles, andy, are used to describe the orienta­
tion of a rigid body in space.

If x, y, and z are taken as the three Cartesian coordinates fixed in 
space, and £, 77, £ as the three principal (perpendicular) axes of the body, 
then 6 is the angle between the body axis £ and the space axis z. The 
line in the xy plane perpendicular to the plane common to £ and z is 
called the nodal line. The angle between this nodal line and the x axis 
is (/). Thus 0 and </> completely determine the direction of the £ axis in 
space. The angle between the nodal line and the £ axis in the body is y. 
This, then, completely defines the orientation of the whole body with 
fixed center of gravity.

The angle 0 may vary between 0 and tt ; the two angles </> and y take 
all values from 0 to 277.

The Hamiltonian of the rigid body with fixed center of gravity is 
just the kinetic energy, written as a function of these angles and their 
conjugated momenta, namely,

sin2^ cos y) 2
H = Po---- • o ■ (P* ~ cos 6 Pv)2 A | sin 0 sm y

cos2w ' sin2y I2 1+ -2B + (p* ~ C°S M + W (3'7'6)
>
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This can be transformed into an expression which will be found more 
convenient for future operations,

H 1
kT ~ 2kf (sin2y cos2y

X + B

1

sin 0

sin ip cos ip
sin2^
’3T’

COS27/>

B~

1
2kTA B sin20 /sin2ip cos2w

~7T~+ 7T
2kTCP,p2‘

9

(3.7.6) 
The partition function due to the rotation of this body is

’ + 00 ' + CO *+<» 'tt '2ir C
$rot —’

V — 00 <- — 00 V — co o J 0

The substitution of (5) and (6) appears to lead to a rather formidable 
integral, but direct integration in the order p0, p^ p actually offers 
no difficulties. It is necessary to remember that

1/2’ 4- co ’+<»
e~ax"dx = \

( 77 \

V — 00 * — 00

i tl /

Integration over p0 leads to the factor

(27rkT)1'2
sin2-^
~T~

cos2?/.1)-1/2

Subsequent integration over p^ yields 

sin2y> cos2^'
~4~ + " 

1/2
^kT AB)1'2 sin 6

as a factor, wdiich cancels part of that obtained in the first integration. 
Integration over p yields the factor

(2nkTC^2.
Integration of sin 6 dO from 0 to tt gives 2, and the other angles give 
each a factor 2ir, so that by defining

= (h2/S7T2AkT), etc., (3.7.7) 
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in conformity with (3.4.4) for the diatomic molecule, we arrive at

<2,„ = WWel1'’ (3.7.8)

for a non-linear polyatomic molecule.
Since Qrot is proportional to T3'2 one obtains the classical limit of 

(3/2)&(T for the contribution of the three degrees of freedom to the 
energy per molecule due to the kinetic energy alone, section 2.4.

3.8. Polyatomic normal coordinates
The coordinates for which the quadratic approximation to the 

potential energy is a sum of perfect squares, u = '£^Kaga2, are called 
normal coordinates. Their determination for complicated polyatomic 
molecules constitutes a field of scientific endeavor by itself. Only a 
few comments pertinent to their use in partition functions need concern 
us here.

As is the case with diatomic molecules the purely theoretical compu­
tation of the force constants from a priori quantum mechanical equa­
tions is usually both very difficult and inaccurate. Recourse is had to 
spectroscopically measured frequencies. If all 3n — 5 or 3n — 6 
different vibration frequencies are observed the computation of the 
partition function can be made without any further reference to the 
nature of the coordinate transformation. This is seldom the case.

If the molecule under consideration has any non-trivial symmetry 
the use of group theory facilitates the analysis. (If the molecule is 
simple, with simple symmetry, the group theory is still valid, but the 
answer is often obvious without it.) One then finds that certain fre­
quencies are degenerate, that is, there exist sets of two or more normal 
coordinates along which the vibrations have identical frequencies. In 
such a case, of course, only fewer than the theoretical 3n — (5 or 6) 
frequencies can be experimentally observed, and one must decide which 
ones to count the appropriate number of times in summing In Qa.

The group theoretical analysis gives, with the symmetry class 
of the coordinate, also selection rules: whether the frequency will be 
observed in the infrared or in the Raman, or in neither or both, and 
whether it should occur in combination with electronic transitions of 
given symmetry. If sufficient spectroscopic data is available including 
the overtones this may suffice to identify the different observed values 
with coordinates of certain symmetries having known degeneracies.

Very often at least one, or sometimes more of the frequencies are 
unknown, and must be estimated from the values of the others. No 
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rigorous method for doing this exists, but various approximations 
appropriate to particular cases can be made, and are sometimes con­
vincingly plausible.

3.9. Polyatomic molecule symmetries
In assigning symmetry numbers to polyatomic molecules cases 

occasionally arise in which the choice appears to be doubtful or arbi­
trary. Since the symmetry number enters the entropy per molecule as 
—k In <t one might well be dismayed that an infinitesimal difference in 
the position of the equilibrium configuration could cause a discontinuous 
change in the entropy. A similar situation enters in the case of a 
linear polyatomic molecule with regard to the assignment of the num­
bers of rotational and vibrational degrees of freedom, since a molecule 
infinitesimally off linear in its equilibrium position now acquires one 
extra rotational and one less vibrational degree of freedom. Careful 
examination of each case reassures one that nothing is amiss. A few 
examples will be discussed, especially since they point up serious limi­
tations on the use of the analytical approximations of the last few sections.

Consider the case of ammonia, NH3, and ammonia-like molecules 
MX3, in which the three atoms X are at the vertices of an equilateral 
triangle and the central atom M is on a line normal to the plane of the 
three X-atoms, passing through the center of the triangle. If the 
equilibrium position, z0, of M with respect to displacement z along 
this line is at z0 0 in the plane of the three X’s then the symmetry 
number is 6, but if it is off the plane then the symmetry number is 3. 
The question arises as to the treatment when z0 is small. The answer 
lies in the obvious symmetry that if z0 0 there must be two symmetri­
cal minima, umin of the potential u(z'), namely at z0 and at —z0, with pre­
sumably a maximum, wmax at z — 0. Now if z0 is large, with umax— uniin 
>■ > kT, as well as wmax— wmin >> hv, then a treatment using one 
minimum alone with o — 3 and a harmonic approximation, w(z) = 
wmin “I" — 2o)2 wiH be adequate. However, one could alternatively
consider z to go from — oo to oo with the two minima and solve the 
double minimum quantum mechanical problem for the energies en of 
the states. Then sum exp — (eJkT) for these states, and use o = 6. If 
the minima are well separated the solution for the double minimum 
energies will be that of paired states very close in energy to each of the 
low lying single minimum states. The sum of exp — (en/kT) will be 
twice as great, and division by six will lead to the single minimum 
result divided by three.
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If, however, the minimum positions z0 and —z0 lie close to zero, so 
that «max — wmin will be small, the double minima spectra will no 
longer resemble that of the single minimum harmonic approximation. 
A numerical solution of the quantum levels must be made and the sum 
of exp — (eJkT) made numerically, using o — 6. Finally in the limit 
that the two minima fuse at z0 — —z0 — 0 one may again expect the 
harmonic approximation with cr = 6 to be valid.

A somewhat analogous situation exists for ethane, H3C—CH3. One 
internal coordinate is an angle % running from 0 to measuring equal 
and opposite rotational displacements of the two CH3 groups around 
their common axis. Two extreme situations lend themselves to simple 
analytical approximation. The first is that the triply periodic potential, 
w(%) has minima separated by high maxima. Use of a harmonic poten­
tial development about any one minimum with a = 6 may be expected 
to give a good approximation. The other limit is that is constant. 
The states "would then be states of free rotation having kinetic energy 
only given by En — (h2ll6ir2C)n2 with C the moment of inertia of a 
single CH3 group and n an integer. The sum of exp — (En/kT) must be 
divided by a = 18 in this case, since 18 different configurations of 
numbered identical molecules are covered in the integration. The more 
realistic intermediate case of the triply periodic potential with rela­
tively low maxima requires numerical solution of the triple minima 
quantum mechanical problem and then numerical solution of the parti­
tion function sum with the energies obtained.

The case of the almost linear molecule, say one of type XMX repre­
sents a similar discontinuity in language, although the symmetry 
number remains two, whether the molecule is linear or not. The linear 
molecule has only two degrees of rotational freedom and 3n — 5 or four 
vibrational degrees of freedom. Two of these correspond to two vibra­
tions along the axis of the molecule which will have different frequen­
cies. One of these has the two X’s moving together against the counter 
motion of the central M atom. In the other the M is stationary and the 
two X atoms vibrate in and out against it. The two remaining normal 
vibrational coordinates are bending along the two perpendicular direc­
tions in the plane normal to the molecular axis. These, from symmetry, 
have necessarily equal frequencies, and are degenerate, so that linear 
combinations of their excited states are also stationary states of allowed 
energy.

Now among the linear combinations are those which correspond 
to classical rotation of the bent molecule with fixed angle of deformation. 
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The rotation is about a principal axis of the molecule lying in 
the plane of the three atoms, and parallel to the line joining the two 
X atoms, with the centrifugal force due to rotation just balancing the 
restoring force. For higher excitations there are linear combinations 
corresponding to “end on” pictures of motion in an ellipse, combining 
rotation and vibration. Thus vibrational states of these two degrees 
of freedom do include states having angular momenta about the axis of 
the molecule. There will always be paired states of equal energy having 
equal and opposite angular momenta.

Now the molecule having a slightly bent equilibrium configuration 
would be represented as having only one vibrational degree of freedom 
due to bending in the plane of the three atoms, and one new rotational 
degree of freedom about an axis in this plane, an axis which will be the 
principal axis of the molecule having the lowest moment of inertia. 
Since the moment of inertia is low, rotational states about this axis 
will have a high energy, comparable with that of a bond-bending 
vibrational state. Since the rotational energies of even the lower 
excited states would be so high the centrifugal forces would be large. 
Also the moment of inertia about this axis would be critically dependent 
on the vibrational bending coordinate, so that the separability of the 
Hamiltonian into a purely rotational and purely vibrational term would 
be illusory, and the quantum mechanical energy expression would have 
important terms involving both rotational and vibrational quantum 
numbers. No simple independent additive contributions from rotation 
and vibration to In^; can be expected. A complete new quantum 
mechanical analysis of motion in an r~u plane with a potential mini­
mum in a ring of small r-values is required, and no discontinuity in 
behavior occurs when the ring shrinks to a point at r = 0.

The simple analysis in terms of normal coordinates for which the 
Hamiltonian is separable into pure rotational and independent harmonic 
oscillations is always an approximation whose validity must be exam­
ined for individual cases. In those cases where an infinitesimal variation 
of some parameter from a unique symmetry position would appear to 
introduce a discontinuous change in values the approximation is 
utterly invalid. When the approximation is still reasonably valid, or 
when it is quite good but very high accuracy of numerical results is 
desired there are perturbation procedures! by which the terms in the 
quantum mechanical energy expressions proportional to n2, toj2(j + I)2

| See, for instance, Chapter 7 in Mayer and Mayer, Statistical Mechanics, John Wiley 
and Sons, 1940.
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and to nj(j + 1) can be incorporated into the partition function sums 
when the coefficients are known.

However, modern computer techniques make increasingly attractive 
purely numerical summations when energy level values are known, as 
they also make possible increasingly reliable quantum mechanical 
energy level calculations for those cases in which no analytical expres­
sions occur.

3.10. Perfect gas thermodynamic functions

We may summarize the results of this chapter by presenting a 
list of the equations for the common thermodynamic functions of a 
perfect gas. We use G = Np, (dG/dP)x T — V and (dG/dT)Xp — —8. 
With these J — G — PV, H = G + TS and E = H — PV. Finally, 
we list CP = (dH/dT)P and Cv — (dE/dT)v. All these functions can be 
written as sums of contributions from the translational and internal 
degrees of freedom, respectively, and in many cases with satisfactory 
precision the internal contribution can be given as a sum of terms due to 
rotation and single vibrational contributions. The equations are given 
per mol using B — kN0 the gas constant per mole with Ao Avogadro’s 
number.

3.10a. The translational contributions, Xir per mol

With m the molecular mass, and M the molecular weight,

2 = (A2/27mA;T)1-'2

= (1.745 72 X 10-7)Af-1/2T1/2

= -\/(300/JfT)angstrom,

Gk = J?yinZ3(A0/^)

= BTln^P/kT)

/ 3 3
= BT----In M----- In T — In I2 2
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zlfc = Z?T In 23(2VO/F)e_1

= RT In ^(P/fcT’Je"1

= RtI In M - | In T - In V + K Ay

= RT
3 5

— - In Jf — - In T + In P 4- KAP

Sk = 7? In A-3 (F/2V0)e5/2

= R In ;-3(&77_P)e5/2

'3 3 ’
- In M 4- - In T + In V + Ksr

— R - In M2
5

+ - In T — In P + KSP

5 3
Hk == -RT, Ek = - RT,£

5 3cPk = - R, cVk = - r.

The present values of the constants occurring here are,

jV0 = (6.022 52 ± 0.000 28) X IO23 mol"1

h — (6.625 6 4: 0.000 5) X 10~27 erg sec,

Ic = (1.380 54 ± 0.000 18) X 10"16 erg deg-1,

R (8.314 3 ± 0.001 2) x 107 erg mol"1 deg"1,

and conversion factors are,

I atm = 1.013 249 bars = 760 mm,

1 cal = 4.184 0 joule = 4.184 0 X 107erg.

With these and In x — 2.302 585 log10a’ we have the values in Tables
3.1 and 3.2. '
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Table 3.1

Quantity joules mol-1 deg-1 cal mol-1 deg-1

R 8.314 3 1.987 2
In x 9.572 2 log10 x 2.287 8 Iog10 x

R In x 19.144 4 log10 x 4.575 6 log10 x
f 2? In x 28.716 6 log10 x 6.863 4 log10 x
2R In x 38.288 8 log10 x 9.151 2 log10 x
-f2? In x. 47.861 0 log10 x 11.439 0 logx

Table 3.2

Constant Units Value of 
constant

2? X constant

joule mol-1 deg-1 cal"1 mol-1 deg"1

&GV V cc 8.072 7 67.118 8 16.041 8
^GV V liters 1.164 9 9.685 3 2.314 8
&GP P atm 3.665 0 30.471 9 7.283 0
&GP P mm -2.968 3 -24.679 3 — 5.898 5
&GP P bar 3.651 9 30.363 0 7.256 9
&av V cc 7.072 7 58.804 5 14.054 6
&AV V liters 0.164 9 1.371 0 0.327 7
kap P atm 2.665 0 22.157 6 5.295 8
K-AP P mm -3.968 3 32.993 6 -7.885 7
^AP P bar 2.651 9 22.048 7 5.269 8
&SV V cc -5.572 7 46.333 1 -11.073 9
-K-SV V liters 1.335 1 11.100 4 2.653 1
KSP P atm -1.165 0 9.686 2 -2.315 0
%sp P mm 5.468 3 45.465 1 10.866 4
KSP P bar -1.151 9 9.577 2 -2.289 0

3.106. The internal contributions, X{ per mol

With Q{ the internal partition function,

Q, = 2
all internal 

states i

Wt = Q.-1

we have
Gi =» Ai = —RT In Q^,
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d
s, = In <?,)

[Q-i e-'tT]

= -.RJ IF, In ir(,
i

Ht = E< = ItT- — In Qt

= N0Q,-^^-'llT = ^<£,

Cpi=Cv,= R^-T^\nQt

= RQr^
l 3

2
g —(ei + «y)/I,7'

= WA:7’2)«£i2> - <£(>2).

3.10c. High temperature nuclear spin contributions
Except for H2 and some hydrogen derivatives temperatures for 

which the materials are gaseous may usually be regarded as sufficiently 
high. The contribution due to nuclear spin magnitude Sn, per gram atom 
of each element is

^Pin = Apln = (2^+1),
£8pin = 7? In (28n +1),
^spin ^spin ^^spin ^'^apin

3.10cZ. Heavy element isotope mixing contribution
If xf is the fraction of isotope j, and if all mechanical effects such as 

change of vibrational frequencies due to the difference of masses of the 
different isotopes can be neglected, then due to the non-identity of the 
atoms there is per gram atom of each element a contribution,

^niix ■^uux hl
3

= -^2^- In
3

#mix = ^mix = C'Pmix = ^bnix = °’
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3.10e. Monatomic gas internal contributions
In addition to the nuclear spin and isotope mixing the sum I 

must be made over the electronic states. Most frequently below several 
thousand degrees only the lowest level of energy £0 = 0 need be counted, 
and if this is p-fold degenerate, Electronic = g,

Elee = Alec = ~ET ln 9, Alec = R 111 9,
~ ^pelec — ^A'elec ~

3.10/. Rotational contributions
For molecules that are reasonably rigid in structure the Hamiltonian 

can be written as a sum of a rotational and an independent vibrational 
term. Insofar as this is justified there is an additive rotational contribu­
tion to the thermodynamic functions.

If the molecule is linear, either diatomic or linear polyatomic, with 
moment of inertia /0, the quantity Z?o = A/8tt2/oc is often listed in cm"1 
in spectroscopic tables. With

£ = (A2/8772/0A-T) = BJic/kT,

the contributions due to the rotation of the rigid linear molecule are, 
when $ < 2/3,

11 8

1 i 8
Ant = A t = RT In f - - £ ■_ • —— £2 — ----- -f3 _rot rc l 3 90 2835

1 16 -I
ST = R 1 — In £------£2 — £3

rot 90 2835

r i 1 8
H. = E. - RT 1 - - £ _ — $2 _ .cot rot 3 * 45 * 945 *

If the molecule is symmetrical upon rotation by tt, the symmetry 
contributions with a — 2 must be added. These are

Ayin = Aym = + ^ln<L
Aym = - R In a,
Lf _ M — C* __ C1 r“sym ^sym ~ ^^sym ■ vj sym
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A polyatomic molecule having a non-linear equilibrium configura­
tion has three principal moments of inertia, A, B, C. With

G = (JA/S^AkT), etc,

the rotational contribution is then

^rot = Aot ln 77-1

=4 ^ln

^rot “ -^rot = 2

Orot = CProt = | R>

plus the symmetry number contributions listed above.

3.10(jL FziraAbmZ contributions
For one mol of molecules each vibrational degree of freedom of 

frequency v contributes to the thermodynamic functions an additive 
term as follows:

ffvib = ^1,«> = «?’In [1
Alb = HUh»lkT)(e'"ltT -I)-1 - In (1 - t

Aw - Aib = RT^IkT)^ -l)-\

C'-vtb = Crvib = -l)-2.



CHAPTER 4

IMPERFECT GASES

4.1. Introduction
The treatment of imperfect gases might well be included with the 

later chapter on dense fluids. The particular method which is most 
useful in treating imperfect gases has considerable usefulness, as a 
general mathematical tool, in the treatment of dense fluids, including 
liquids. Its physical significance is so much clearer in the treatment 
of gases that it appears to be useful to present it, in its simplest form, 
first in the interpretation of this case.

The method is intuitively simple. We consider the case of a one- 
component system, and for simplicity, monatomic molecules with no 
internal electronic excited levels of energy comparable with &T. We 
assume the classical Boltzmann limit to be valid, and use (2.4.5) for Qe,

Qc(N,v,T) =

Qt(N,V,T) --

= r3‘vQT/AT!, (4-1.1)

• dzN. (4.1.2)
Jr v

Define an activity z as
z = A~3 e^. (4.1.3)

From eq. (3.1.1) with Q, -= 1, in the perfect gas limit z == PfkT, which
in turn equals

P = jV/F, (4.1.4)

namely the number density, and

lim
z

= 1. (Perfect Gas) (4.1.5)
2 = 0 P

The grand canonical partition is, then, from (1.4.3) and (1.4.5), with
(1) and (3)

zN
epr'ir =<?o.c = 2 7.«,(W (4.1.6)

n>0 4V •

The perfect gas limit follows immediately if UN = 0, in which case 
70
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the integrand of (2) is everywhere unity, and QT = VN, 'S\zV)N/Nl = 
erz, P/kT = z.

In the general case the integrand e~ulkT of (2) is not everywhere 
unity. We make use of the fact that it is unity when all pair distances, 

are large, and write it as one plus correction terms which are non­
zero only when clusters of molecules are close together. These correction 
terms can be written as products of functions of the coordinates of 
small subsets of molecules, so that the integral over them is a product. 
The number of terms of a given product is such that P[kT itself 
becomes a power series in z; the coefficient of zn is the cluster integral 
over a cluster of n molecules.

4.2. Simple cluster functions
The structure of the cluster functions is most apparent if the poten­

tial energy, UN, is a sum of pair potentials,

Un=2 Z (4.2,1)

so that the exponential is a product,
JI (4<2>2)

Write
/o = /(r«) = texP - u^IkT] - 1, (4.2.3)

and

n 11(1 +/„) = 1 +

+ SSSS/i:jfkl 4- . . . S . . . ■ ■ -frnn + ■ • (4.2.4)

The general product that occurs in this expansion is most easily 
visualized by reference to a picture (Fig. 4.1). Draw numbered circles 
for every one of the N molecules. For every function, of a given 
product draw a line between circles i and j. To every product there 
corresponds one figure, and to every possible figure in which all pairs 
i, j are either unconnected or have one line between them, there 
corresponds one product in the sum (4).

The general product may be characterized by the number set, 
mly m2> . . ., mn, of clusters of n molecules each. In the corresponding 
figure there will be m1 single circles unconnected to any other; m2 pairs 
of circles, i, j, connected to each other by a line but to no other circle; 
?n3 triples, i, j, k, connected in any of four ways, byby fi3Jjk, by
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fikfki’ or fafjkfki> and unconnected to any other; . . mn clusters of 
n directly or indirectly connected to each other by lines in the figure 
and by/i3’s in the product, but not connected to others.

Fig. 4.1. Graphical representation for 23 molecules of the product 
f1.2f1.10A5.i6/15.19/i6.20fi6.20fi8.23 in which there are 12 clusters of one 
molecule each, two clusters of two each, one of three, and one of four.

The cluster function gn is defined as the sum of all connected products 
of /„’s between n molecules.

9n(ri>
connected 
products

(4.2.5)

(4.2.S')
and the cluster integrals by

bn(V) =
J Jp

■*

Vnl • drn, (4.2.6)

(4.2.6')6^1.
If the pair potential, u(r), goes to zero more rapidly than r~3 for 

large r, which it does for neutral molecules, the cluster function gn 
goes sufficiently rapidly to zero if any of the pair distances approach 
infinity so that bn(V) defined by (6) becomes independent of V for 
large V and finite n We define the limit

&n = lim[&n(7)], (4.2.7)
V—»oo

which is then finite for finite values of n.



IM P E R F E C T G A S E S 73

Now return to the sum of products in (4). Sum all possible products 
in which the same m1 numbered molecules are in single clusters; the 
same m2 numbered pairs are in clusters of 2, . . .; the same mn clusters 
of n numbered molecules each are clustered together; .... The sum 
is the product of the cluster functions of these numbered molecules. 
The integral over V of the sum is the product of their integrals, or

II (Fn (^nmn = N). (A)
n > 1 '« > 1

For given value of the numbers mlt m2, . . ., m,,, there are

A7!/[ IJ (^!)mn^n!] (B)

ways of assigning the iV numbered molecules to clusters of 1 each, 
. . ., mn clusters of n each, . . . (see section 2.5). The integral of 
Qr/N\ is then (A) x (B)/AT! summed over all consistent with 

= xV,

Since Snm„ — N we have — JJ (zn)Wn, and, 
H>1

z-Qt(N,V,T) (VbnzTn
Ar I " A1 1 ’

• {mn}, = ■

The sum over N now removes the restriction — A on the
values that mn may take. Each m„ may take all values from zero to 
infinity independently of the values of the others. The sum of products 
is the product of the sums,

II 2 ———— = II exp Vbnzn, (4.2.10)
?t >1 m n > 0 n ■ n > 1

and this is the exponential of the sum. We have from (4.1.2)

Qg.c = exp V &Z (4.2.11)

and since Q(1.c ~ exp PVjkT from (1.4.3),

P/kT = 2 Z>„z" = z + b^ + b3z° + . . ., (4.2.12)

since br = 1, eq. (6').
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4.3. The virial expansion
The next step is to find PjkT as a power series in the number density 

p. The step is completely straightforward, although numerically tedious, 
if only the coefficients up to some small power of p are sought. The 
result, however, is surprisingly simple, due apparently to a numerical 
coincidence. The proof that the numerical coincidence is general, and 
that the series obtained is correct to all powers is more complicated.

The cluster integrals bn are naturally evaluated as a sum of products 
of what we call irreducible integrals. The integral b2 is, from (6),

62 = (1/2) 47Tr2/(r) dr.
oJ

We define the first irreducible integral, as
’ co

/?! = 2b2 = 4vTT2f{r) dr. 
Jo

(4.3.1)

(4.3.2)

The cluster function, g3, for 3 is

£73(r»> ri> rk) =fkifa +fikfkt -V fafjk + fvfjkfki- (4.3.3)
Consider the integral of fkifi}. Integrate first over drk keeping 
fixed. One obtains fuftn and for the total integral P'7^2. The terms 
fufjk and fjkfki give the same integral. Define

fMk^rldrjdrk, (4.3.4)

one has

W + 2&], (4.3.5)

Similarly contains 12 terms corresponding to “chains,” fufjkfkl and 
4 terms of the type fafikfn each of which integrates to as well as 
12 terms like which give 2^2 upon integration. Defining
as 1 / F3 ' times the integral of the remaining terms one has

b4 = ^ [ W + 24^2 + 6&]. (4.3.6)

It will turn out that we can write P/lcT as

v
P/kT = 1 - 2 — fl,pa. (4.3.7)

» + 1
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It is straightforward and easy to check this from (2), (5), and (6) up 
to v = 3. From (1.3.12) that (dPldp)T = N/V = p, and (4.1.3) defining 
the activity z, p — kT In z/.3, it follows that

[d(P/kT)]d In z]2. = p. (4.3.8)

Using (4.2.10) with this

p — 2 nbnzn — z + 262z2 -j- Sb3z3 + 464z4 . . .. (4.3.9)
n>l

Write
z = p + <hP2 + «2p3 + + • • ■> (4.3.10)

and use this in (9), equating the coefficients of equal powers of p to find,
= 2&2 — ■ /V

a2 = 462cq — 363 = —|/f2 (l/^)^i2]> (4.3.11)
- M + (VW

which, in (10), gives z up to p4 the same as in the expansion of
z = p exp — J fivpv. (4.3.12)

We shall later prove (12) to be general. Use the values of a given by 
(11) in (10) for z, and with these evaluate PjkT from (4.2.10). The 
answer, up to p4 is that of eq. (7).

We shall now turn to the more difficult problem of proving (12) and 
(7) to be general.

4.4. Proof of the virial development
The proof consists of the following steps. We define the general 

irreducible function, yv, of the coordinates of v + 1 molecules, and the 
irreducible integral, fiv, of yv. We then evaluate the total number of 
terms in the cluster function gn, which lead to a given product of /Vs 
upon integration. This leads to an expression for bn as a sum of products 
of ft’s. From this we derive eq. (4.3.7) and (4.3.12).

Turn to any graph of n numbered vertices, with one line or no line 
drawn between each pair, i, j, of vertices, in which the whole is a 
connected graph; a path of lines between successive vertex pairs con­
necting every pair. Such a graph corresponds to a product in the cluster 
function gn, and gn is the sum of all the products corresponding to all 
possible graphs drawn according to such a prescription. In the interest 
of brevity we will identify the product and the graph; speak of a sum of 
products as a sum of graphs; and the integration over the coordinates 
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of a molecule in the product as integration over the corresponding 
numbered vertex of the graph.

If, between any pair, k, j of vertices, all paths of consecutive lines 
necessarily pass through some single vertex a, we call a a nodal vertex, 
or simply a node of the graph. Each node, a, then, divides the graph 
into Za + I parts, > 1, connected together only by containing each 
the same nodal vertex a. We call za the “order” of the node a, the non- 
nodal vertices have order zero (Fig. 4.2).

Fig. 4.2. Graph of a term in f/10 with the nodal vertex four of order 3 
and nodal vertex live of order 2. The integral is proportional to 

times one term of /?3.

Hold the vertices of all but one part, including the node a, fixed, 
and integrate over the vertices of the one part. One obtains a factor 
which is F_1 times the integral of that part graph including a over the 
total volume, V. In this way the integral of the graph can be obtained 
as V times the product over all the parts between nodes of F-1 times 
their integral. Define the irreducible function yv of the coordinates of 
v + 1 molecules as the sum of (products corresponding to) all graphs of 
v -I- 1 molecules containing no nodes:

sum of connected"
yv(fi? • ■ ■ r>+i) = 2

aij = Oil

products without 
nodes

(4.4.1)

which is symmetrical in permutation of the r -j- 1 coordinates. The sum 
of all graphs with the same non-nodal vertices in the parts separated 
by the same nodal vertices is then a product of the irreducible functions, 
yv. Each irreducible function contains the coordinates of at least one 
nodal vertex, and each nodal vertex a, of order 2a, occurs in 2a 4- 1 
different irreducible functions.
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If the sum has, in the product, mv irreducible functions yv, then with 
n the total number of vertices,

2 (>’ + l)wv — n yAa.
a

If
2 mv - m

(4.4.2)

(4.4.3)

is the total number of irreducible functions, then there are m — 1 
“connections” and since each node, a, of order 4 makes connections,

2 Ax = m — 1.
a

With this and (2), we have that

(4.4.4)

2 = n — i. (4.4.5)

The irreducible integral, flv, is defined as

., rv + ^drA . . .drv+1, (4.4.6)

so that the integral of the sum of products with the same v + 1 vertices 
together in irreducible functions yv is

One may then write, using (4.3.6) for bn, that

2
, mv 0 = n — 1)

V

C*('Wi, mv, . . .)——- n
V>1

(4.4.7)

where C(m, . . mv, . . .) is the total number of ways that we can 
arrange the n numbered vertices in the irreducible functions, according 
to the prescription which permits only a single path of connections 
through nodal vertices between any pair of irreducible functions.

We now undertake to prove that

C(f»j, ., mv, .
n!■) —________ nm~2n (v 1 )mi7»v! (4.4.8)

so that

n2bn z n
..., m„ > 0 = n — 1) mv!

(4.4.9)
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Consider the complete product of irreducible functions, y1? of 
two numbered vertices, . . functions yv of v + 1 numbered 
vertices. Each function has at least one vertex of order unity or greater. 
“Erase” the designation n on the last of the numbered vertices, thus 
leaving an unnumbered vertex, which we shall call a “vacancy”, in 
at least one function if 2n = 0, and in + 1 functions in the general 
case. Now erase the designation in functions of every vertex a of 
order za > 0, but in such a way as to leave exactly one vacancy only in 
every function. This can be done in one and only one way.

Thus every fixed product in which every function yv has a definite 
assignment of v -J- 1 numbered vertices, 1 i n, corresponds to one 
and only one assignment of the first n — 1 vertices, v numbered 
vertices to each function yv, which can be done in

(n — 1)!/XT (v !)Wvmv! ways. (A)
V>1 '

If we now prove that after this assignment the number of ways that 
the nodal vertices can be selected and assigned to the functions in 
an acceptable manner, namely so that one vertex never occurs twice in 
one function, is

nm_1 ways (B)
then we will have proved (8) as (A) X (B).

If the order, Aa, of each vertex a for 1 < a is given we can assign 
the vertices of order greater than unity to the vacancies in the 
functions in

(m — l)!/n4! ways. (C)
a

This can be seen as follows. Select any vertex other than the last 
vertex n, say vertex a of > 1. Enter the designation a to the “vacan­
cies” in of any of the m — 1 functions other than that in which a 
already occurs. This can be done in (m — 1) !/2a (m — 1 — Aa)! ways. 
We now have m — functions with “vacancies”. For the next vertex 
(3 with Xp > 1 the number of ways it can be assigned to vacancies in 
functions other than that in which it already occurs is (m — 1 — AJ 1/A^! 
(m — 1 — Xa — Xp)! ways. Taking the continued product, finally 
assigning the last unlocated vertex n to the remaining 2n 4- 1 vacancies 
in only one unique way, we obtain (C). But (C) is the coefficient of 
Il^in

a=n
( 2 a*)”*-1.
a-1
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The sum of these coefficients over all values of za, SAa = m ~ 1, is 
nm-i or the expression given under (B). We have therefore proven (8) 
and (9).

With this general expression (9) for n2bn, correct for all n values, we 
now turn to the general proof of (4.3.7) and (4.3.12) giving P]kT and z 
in terms of p. Equation (9) for n2bn shows that it is the coefficient of 
yn_1 in the expansion of the generating function exp ri£fivyv. By 
Cauchy’s theorem this can be written as a contour integral of y around 
the origin,

1 fn2bn = —.O y~n[e*p n 2 &/]<£*/, (4.4.10)

where the path of integration must enclose the origin but no other 
singularity of the integrand.

Multiply (10) by zn on both sides. The integrand is then the nth 
power of (x/y) exp Tfipy. Sum over n from unity to infinity, changing 
the order of summation and integration to write

i r2 nbnzn
n>l

2
- exp 2 ^yv 
y v-i

(4.4.11)

Eor sufficiently small z values we can choose the path of integration 
with |y | > y0 where

2/o exp — M = 2, (4.4.12)

in which case, since the integrand term is less than unity,

2®" — — x), X < 1,

we have

it

2 n2bzn = — o dy
z

?/[exp - t/3vyv] - (4.4.13)

The path of integration now encloses the pole at y — yn of equation (12). 
The residue at this pole is obtained by replacing the denominator with 
its derivative. The derivative is

Wy)[y exp - 2 M]y=y), = E1 ~ 2 exp - 2 M
V>1

- Z ^,yMyoY (4.4.14)
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from (12). One finds,

2 n*b„z" = y0[l - V <4.4.15)

which is correct for small values of z.
Now from (12)

c? In zjdy0 = ^[l - J ^v2/op], (4.4.16)

and (15) becomes
dy0 — 2 n2^nz'1 d ln z- (4.4.17)

n^l

This integrates to
= (4.4.18)

and comparison with (4.3.9) that p — lLnbnzn identifies y0 with the
number density, p. Finally, using (16) again to integrate yod In z,

v
iy0 d In z = = Z/o 1 - S /W

V + 1
(4.4.19)

We now have, from (12), and the identification of y0 with p, that

In z = In p — fivpv, 
v^l

(4.4.20)

whereas (19) with (4.2.12) gives

v
PjkT = Yb^" = P 1 - 2 -TH /V (4.4.21)

Differentiation of (21) with respect to p gives the isothermal com­
pressibility K,

k~x = ~V~1{dP/dV)T = p(dP}dp)T) (4.4.22)
K-i = pfcrfl — r&p’]. (4.4.23)

From (15) this is also

k-1 = p2kT] n2bnzn

= /cT( nbnzn)2l 2 n2bnzn. (4.4.24)
n>l

These equations are valid for sufficiently small values of z or p.
The contour integration of (11) was restricted to enclose the origin of 
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y and no other singularity. On the other hand to use (13) it was necessary 
that it be taken along a path |?/| > y0 = p. This step, then is valid as 
long as the sum converges. However, from (15) Yn2bnzn is singular 
if '£xfivpv = 1. We have, therefore, that the equations above are valid 
as long as p is smaller than both ps and p1;

P < ps, p < Pi, (4.4.25)
where is the smallest value of p for which

2 flvps' = singular (4.4,26)

and p± is the (first) value of p for which

KPi*1- 1- (4.4.27)

We shall later associate the values p — pr or ps (and actually always 
ps is smaller than pr below the critical point) with the value of the 
number density p at condensation.

4.5. Interpretation of P/kT = T>bnzn
There exists a very simple interpretation of the equation for PF, 

namely that we can define average numbers, Nlt N2, . . Nn, of 
monomers, dimers, . . ., w-mers, in the gas, such that

PV = k.T^ Nn. (4.5.1)

Consider first the general problem of deciding how many associated 
complexes of different numbers of points we have if a fixed spatial array 
of N points is given in a three-dimensional space. Obviously if the 
average distance, p~1/3 = (F/2V)1/3, of the points is very large, and a 
considerable fraction of the points were paired at a distance r0 < < p~1/3, 
we could describe the arrangement as consisting of single points plus a 
fraction of them paired as dimers. But should we count all pairs whose 
distance, ri3-, is less than p~1/3 as dimers? Obviously not, since a purely 
random distribution would give a considerable fraction of the pairs at 
distances less than p~1/3. However, we could compute, from the know­
ledge of p alone, the average number of pair distances between r and 
r + dr if the distribution were purely random. The actual number 
minus the purely random number, integrated for all distances would 
converge if there were no long range order, and this number, N2 would be 
the excess of associated pairs over that expected for a random distribu­
tion.
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In a similar way we could define the number, N3, of triples in excess 
of that expected from a random distribution, and in general, Nn, for 
n-mers. Since the total number, N, of points is fixed, we would like 
to require that

2 nNn = N. (4.5.2)

In general the numbers, Nn, may, however, be negative. The distri­
bution may be such that fewer pairs are found close together than 
randomly expected, and similarly fewer w-mers. In this case we may 
well have > N, and in general "£Nn > N is possible.

Now the probability density of the distribution of the N coordinates 
in V for N molecules in V is proportional to exp — UfkT. In writing 
(4.2.4) as a sum of products of/fJ’s, which we later summed and associ­
ated in a sum of products of cluster functions, the individual cluster 
function is exactly proportional to the excess probability density 
(positive or negative depending on the value of the coordinates) of 
finding a cluster of n molecules at the coordinate position of the con­
figuration space. The integral bn is then proportional to the excess 
probability of finding this cluster close together. The proportionality 
factor is such that,

Nn = Vbnz», (4.5.3)

as can be seen from eq. (4.3.9) for p,

pV = N — 2 nVbnzn =.= S ^Nn> (4.5.4)

which agrees with (2). Using (3) in (4.2.12) for PVfkT = VEbnzn one 
finds eq. (1).

Thus by defining the quantities Nn as the average number of clusters 
of molecules into n-mers in excess of the purely random distribution 
one may say that PVjkT is always equal to the total number of 
clusters. The statement, however, completely loses meaning in the 
condensed phase.

4.6. Evaluation of the virial coefficients
The term — [v/(v + l)]/?v which is the coefficient of pv+1 in the 

expansion (4.4.21) of P/kT as a power series in the number density 
p, is called the (v + l)th virial coefficient. The first virial coeffi­
cient is unity. Most frequently the macroscopic virial coefficient, 
—^qv[vKv + !)]&, which is the coefficient of F-" in the expansion of 
PVIRT with F the mol volume, is given in the literature. The integrals,
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/?v, for j.' — 1 and 2 have been evaluated theoretically from (4.4.1) and
(4.4.2) using several different potential functions.j* We shall discuss 
briefly only a very few cases.

The “hard sphere” potential, corresponding to rigid spheres of 
radius r0, without attraction, is defined by,

u(r) = go, 0 r 2r0,

u(r) =0, 2r0 < r < co. (4.6.1)

The volume of the individual sphere is then

^0=7 (4.6.2)

The function/(r^) is —1 for r 2r0 and zero for 2r0 < r, so that, from
(4.3.2) “

Pi — 8v0, (4.6.3)

and the second virial coefficient is

-^2 — Wi — 4A0w0, (4.6.4)

namely 4 times the sum of the volumes of the hard spheres. For this 
hard sphere potential the higher virial coefficients up to the fifth are

5 2_ AV&, & = ~ i5wo2>

3
= 0.2869 - AT0^3,

= (0.115 ± 0.005)B24 - - | Nq^, = -~37u04.

If there is a “square well” attractive potential in addition to the hard 
sphere repulsion,

& = —24.48v03, (4.6.5)

w(r) = co, 2r0,

— uo> 2r0 < r 2ro + Ar, (4.6.6)

= 0, 2r0 + i\r < r < go,

f A good discussion, with extensive tables is given in Molecular Theory o/ Gases and 
Liquids, Hirschfelder, Curtiss and Bird, John Wiley and Sons, N.Y., Chapman and Hall, 
London, 1954, but a very considerable number of later computations have been made.
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then

fit = -4w0 + 4v0

At sufficiently high temperatures ew°M’2 — 1 = (uQ/kT) and the extra 
term is inversely proportional to the temperature. This is the form of 
the development of the van der Waals equation.

The most generally used realistic potential is the Lennard-Jones 
6-12 potential having a minimum energy of — e0 at r — r0, rising 
rapidly to a zero value at r = r*,

rQ = 21/6 r* = 1.220/-*,

This is a two-parameter expression and, with vQ = (rr/6)r03 or v* = 
(tt/6)(?-*)3 the (r -f- l)th virial coefficient, divided by vov or (v*)v 
depends only on (E0/kT). Rather extensive tables exist for this poten­
tial.

There is considerable evidence that the actual potential cannot be 
given with any high degree of precision by a pure sum of pair potentials, 
and that, rather than (4.2.1) the form

UN = 2 2 M’’J + 2 I I m3(^> rjk, rki) + ZSSS u4 + . . .

(4.6,8) 

would be necessary to give the true potential energy function with 
accuracy. There is no difficulty in incorporating the term u3 into 
the third virial coefficient expression using the cluster function tech­
nique, and u4 into the fourth, etc., although needless to say the integrals 
would become more painful to evaluate. So little, however, is known 
about the true nature of the terms in (8) that the present art contents 
itself with (4.2.1), usually using the Lennard-Jones 6-12 potential of 
eq- (?)•

In section 4.8 we discuss the one case in which we actually believe that 
the exact potential is known, at least for large values of r, and that it 
is really the sum of pair terms of (4.2.1), but in which the decay to zero 
of u(r) with large r is so slow that the individual cluster integrals 
diverge.
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4.7. Condensation
The thermodynamic description of condensation is that the density, 

at constant temperature, goes from a value pg for the saturated vapor, 
to some higher value, px for the condensed phase, at constant value of 
P and activity z. Since [d{P/kT)/S In z]T — p this means that there is 
an abrupt change of slope in the curve of P]kT versus z. By definition 
a discontinuity of derivative in a function occurs only at a singularity 
of that function.

Now the original expression (4.1.6) for exp PVfkT gives it as a 
power series in zA with coefficient ^t(2V,F,T)/2V !. If the potential 
energy, UN, is given by the pair sum of (4.2.1) and w(ro) —> oo for r 
less than some r0, in short if there is a true hard sphere repulsion at 
r0, then for any finite V there will be some maximum number, iVinax , of 
molecules which can fit in V at finite potential energy. For N > Nmax 
the integrand, exp — UNjkT of $t(jV,F,T) is everywhere zero, Qr 0, 
and the sum of powers of z terminates at Nmax . We have that exp (P V jkT) 
is given by a polynomial in z of order Nmax. The real case cannot be 
greatly different.

It is a fundamental theorem of mathematics that a polynomial 
does not have a singularity for finite values of its argument, so that 
P[kT must be an analytic function of z and can have no discontinuity in 
derivative.

The semantic difficulty is removed by a simple artifice. Let the volume 
V become infinite and write

z
P/kT = lim 7-1 In J — Qr(N,V,T) 

p—co x>o N !
(4.7.1)

For infinite V the sum runs to infinite N. It is no longer a polynomial 
of finite order but an infinite series, and singularities are now permitted.

The difficult}7 and its resolution have led to the somewhat curious 
statement upon occasions that statistical mechanics is valid only for 
systems of infinite volume. It would appear to be more realistic to say 
that the condition for equilibrium between two thermodynamic phases 
permits any fraction between zero and one of the material in one phase 
for pressures or activities that do not differ within experimental error, 
and thus forego the luxury of the more elegant mathematical formulation 
of a singularity in the P(z,T) function.

Actually, of course, there is no difficulty whatsoever in constructing 
a polynomial of order 1020 with a change of slope sufficiently abrupt 
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that any measurement would make it appear discontinuous. Even the 
most simple two-term expression,

P/pkT = AT_1 In [aV + aNb~Nz*N], (4.7.2)

with a > 0, b > 0, and, say, N — IO20 shows a far more abrupt change 
of slope at z — b than is necessary to justify this statement. For z — 
Z>(1 — e) even at e — 10-20 we can write

P/pkT = [In az] + A-1 In [1 + (1 - £)1V]
= In ab + ln(z/6) -f- O(l/A), (4.7.3)

which has the slope unity to within one part in 1020, since, for the num­
bers given (1 — e)A = e_1. For z = 6(1 + e) and again e = 10-20, we 
find

P = In ab -|- 2 ln(z/&) + 0(1/N) (4.7.4)

so that the slope doubles in relative change of z by one part in 1020.
However, although it is hardly realistic or necessary to explain the 

very abrupt change in properties with change of thermodynamic phase, 
the formulation of eq. (1) does have a considerable usefulness, since it 
permits us to identify condensation with the first singularity on the 
positive z-axis of the function P(z) defined by (1) at infinite volume.

With the definition (4.2.6) of bn( 7), but as yet not defining the limit 
bn of 6J7) at V —> oo, eq. (4.2.7), we can write eq. (4.2.12) rigorously as

. JWMWW, . . (4.7.5)

and, for the limit
P = lim [P(V,z,T)], (4.7.6)

F-i-oo

P/kT = lim [ J bn( V)zn]. (4.7.7)
V—*oo n>l

As long as the series

P/kT = ^ lim{[&n(F)]}z” (4.7.8)
n—1 V—*oo

converges it can be used to replace the limit of the sum, and equation 
(4.2.12) with the definition (4.2.7) of bn as the limit of bn( V) is rigorously 
correct. For z-values below that of the singularity of the series in the 
right of (8) the further steps to (4.4.21) are valid. The first singularity of 
(8) on the positive z-axis is then given by (4.4,25) to (4.4.27).

It does not follow that the first singularities of the two expressions 
(7) and (8) are identical. Series can be found for which they are different, 
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indeed for certain (very unrealistic) models of the potential for which 
computations can be made the two are different.

Since for actual potentials the calculations of
lim [(6n)1M] = b0 or lim [(ft,)17*'] = (4.7.9)

H —► X V 4- X

which determine the values of zs and ps = 60_1, p3, z3 — /Sy-1 for which 
(4.2.12) and (4.4.21) become singular the question might seem to be of 
only abstract interest.

There is, however, compelling reason for accepting the formulation 
(8) at low temperatures. At sufficiently low values of T for which, at the 
distance r0 of minimum pair potential, exp — [w(r0)/A;T] approaches 
extremely large values, the contribution to 60 of (9) will come only 
from configurations of the molecules with a maximum number of pail­
distances very close to rQ, in short from configurations of small dis­
placements from the crystalline lattice configuration. Since the cluster 
function gn includes all connected products we can replace /(r0) — 
[(exp — (u[kT'} — 1] for all non-neighboring pairs by /(r,:j) -f- 1 = 
exp — u(ri:j)/kT, since this replacement does not introduce disconnected 
products. For the close neighbors with exp — u(rQ)fkT > > 1 we can 
approximate/(ri3) —— 1 = exp — ulr^/kT, but must limit the 
integration to that part of configuration space for which all molecules 
remain within range of each other’s forces, thus removing the part 
proportional to F1V in Qt(N,V,T). But this replacement means just that 
we replace bN(V) by F_1Qr(Ar, F,T) restricted to the configurations for 
which the molecules form a crystal. In turn this will make b0 of (9) 
equal to the reciprocal, z^1, of the activity zcryst, of the low tempera­
ture crystal. Thus pragmatically (8) does give the correct condensation, 
z3 = zc ,8t in the limit of T —> 0, and we may surmise that it does also 
at higher temperatures.

At sufficiently high temperatures, namely above critical, there is 
presumably no singularity in the P(z) curve. The critical temperature 
is that for which the first singularity, ps of (4.4.26), crosses the value, px, 
for which the sum of (4.4.27) is unity, and it appears that above this 
temperature the singularities of (7) and (8) differ. This is mere specula­
tion, but is based on the fact that if px were to determine the density of 
condensation then we would require, from (4.4.23) and (4.4.27) that 
the compressibility, k, of the gas go continuously to an infinite value as 
the condensation density is approached. This does not happen experi­
mentally for any continuous temperature range, but only at the critical 
temperature. It is somewhat difficult to believe that for all the mutual 

4
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potentials that exist the singularity p, of (4.4.26) disappears off the real 
axis into the complex plane exactly at the temperature and density for 
which the series of (4.4.27) reaches a maximum value unity, and then 
descends.

4.8. Plasma and the Debye limit
The case of a gas of charged particles presents us with a mutual pair 

potential proportional to r-1. At large distances /i3- = e — 1 
—ujkT goes to zero as and fenr2/dr diverges badly. The answer to 
the difficulty lies in the fact that there are always equal numbers of 
positively and negatively charged species, so that, although the 
individual terms approach infinity there are equal positive and negative 
contributions which cancel. However, it is not only the two-particle 
terms that diverge, but other terms lead to divergent integrals, and a 
moderately sophisticated treatment of summation in a given order 
before integration is necessary.

The result of the treatment is to give a first-order correction propor­
tional to p1/2 rather than a virial development as a power series in the 
number density, p. This square root correction was first found by 
Peter Debye in the twenties, as the correction for electrolytic solutions. 
Since, in Chapter 6 on dense fluids we show that the imperfect gas 
results can be taken over rigorously to the case of solutions, we ■will 
introduce the treatment of a plasma gas of charged particles here as a 
special case of the cluster development. To many chemists, at least, 
the greater interest will lie in the application of the equations to 
solutions, the essential difference being that whereas the gas plasma 
is in a vacuum of dielectric constant unity, the electrolytic solution 
is a plasma in a medium of the dielectric constant of the solvent.

The treatment is for a neutral plasma. There must then be at least 
two species, a and &, of particles, positively and negatively charged, 
species a having charge £ae and number density pa. The neutrality 
condition is then

2>X=0. (4.8.1)
a

We must therefore extend the treatment of this chapter to a gas of 
more than one chemical component. We do this first for a general 
potential. The extension is described in more detail in section 6.9. It 
is almost trivial up to all equations involving the cluster integrals bn 
and activities 2, and consists solely of replacing n by n — na, nb> . . ., 
n 1 by n ! = na!, nb!, . . ., z by z = za, zb, . . ., and zn by zn = zan°, 
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zbrib, . . . The cluster function gn is still defined by (4.2.5) but the J‘(ro)’s 
in the producton the rightare now different functions,/aa(ri>),/ab(ri3), . . ., 
depending on the species, a, b, . . ., to which the molecules i and j 
belong. Expression (A) in section 4.2 as well as (B) for the combinatorial 
factor are correct with the replacements n for n. One arrives at

P/^71 = SV". (4.8.2)

in which all 6's with n = Ena = 1 have values of unity. We also find

Pa = rd(PlkT)/d In za = Jnabnzn.
n

(4.8.3)

Because of the already involved combinatorial problem of deriving 
the coefficient C'fwj, . . ., mv, . . .) of eq. (4.4.8) the derivation and 
proof of the development in power series of the number densities in 
the multicomponent case is very cumbersome. We here present only the 
results, f

The irreducible functions, . . ., rv+1) of eq. (4.4.1) were functions 
of the coordinates of v + 1 molecules. We replace r + 1 by m — ma, 
mb, . . ., m = ^ma and define a function rm(rv . . ., rni) of m mole­
cules in the same way as y „(_n

r„.(n.
'sum of connected' 
products without 

nodes
n n Mi, .?)]’■"

(4.8.4)
Then replace the quantities of (4.4.6) by

m
r„, dr. . . . rZr (4.8.5)

so that if m has mn > 0 for only one component, then

/7)); =

One finds instead of (4.4.20),

In za -- In Pa - p-1 2 maBmpn\ (4.8.6)

t The proofs are given by J. E. Mayer, J. Phys. Chem., 43, 71 (1939) for two com 
ponents and by K. Fuchs, Proc. Roy, Soc. A 179, 408 (1942) for the general case. 
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for the activity, za, of each component a. It is convenient, for our 
purpose, to define the sum

s = 2 (48.7)
m>2

so that (6) can be written as
In (zfl/pa) = —dS/dpa. (4,8.8)

With p for the total number density,

p = Sp0>
a

eq. (4.4.21) for the pressure becomes

= P + S - 2 ft. (4-s-9)
a

Now these results are valid only for molecules with short range 
mutual potentials that fall off with the distance r more rapidly than 
r-3. To evaluate the equations for the electrostatic potential we 
consider first a mutual pair potential of the form r_1 e”ar which, for 
positive a > 0 satisfies the condition of leading to convergent integrals 
and coefficients bn, Bm, which have finite limiting values as V —> oo. 
We then later go to the asymptotic limit at a —> 0.

In the first place we examine the methods of obtaining certain 
integrals which we need later. Define /0 and In for n > 1,

= /(*«),
AW = J/M/W • ■ ■ f(rn^lin)f(r„j)dr1 . . . drn. (4.8.10)

The integrals can be evaluated by “folding.” One introduces g(t) as the 
three-dimensional Fourier transform of f(r),

<7(0 =
sm 2irtr

47Tr2f(r) —-----
J v ' 2-ntr

dr. (4.8.11)

Then
Jo

/(r) = 4tt^(0
sin 2ntr

2-rrtr dt, (4.8.12)

andf

AXO =
sin 2jrtr

47rt2[0(O]n+1 dr- (4.8.13)

f The method is described in various texts, for this and similar applications see E. W. 
Montroll and J. E. Mayer, J. Chem. Phys., 9, 626 (1941).
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In the particular case that r = 0, (sin ^Trtrj^Trtr) 1 and

Define

From (13) with

we find that

and at r — 0,

' co

7,(0)=
<70

J(K,r) = (—«2)n/n(r)-
n>0

(?(K)Z) = gtf) 2 HW>
n>0

J(/<-,r)
’co

4tt£2 G(k,1)
Jo

sin 2tt^
2?rir dr,

' 00

4:7rt2 G[K,t)dt.
Jo

(4.8.14)

(4.8.15)

(4.8.16)

(4.8.17)

(4.8.18)J(^K,r — 0)

As long as g(t) has a finite upper bound we can always choose k2 suffi­
ciently small so that k2<7(£) < 1 for all values of t, in which case

G(K,t) = + kMZ)]-i = {«2 + [l/^)]}"1, («2g < 1).
(4.8.19)

We now investigate the hypothetical case that

/(r) = (4t7/’)—1 e_ar, (4.8.20)

for which, from (11) we find,

gn(t) = fa2 + (277 i)2]-1.

As long as 0 < k < a we can use (19) for Ga(x,t) finding,

G„(K,t) = [k2 + a2 + (277 i)2]-1, (4.8.21)

so that, from (17),

.7a(/c,r) = (477r)~x exp — V(f<2 + a2)r- (4.8.22)

We shall later use the analytical continuation of (22) as we let 
a 0 to write

J0(k,?-) — (477-r)-1 exp — kt. (4.8.23)



92 EQUILIBRIUM STATISTICAL MECHANICS

Those familiar with the Debye theory will recognize this as the analytical 
form of the potential of average force between two ions in the Debye 
limit with k_1 the “Debye length.” Its value is

a
= DkT}P%ca£n2 (4.8.24)

a
for ions in a solvent of dielectric constant 1) having mol fraction 
xa, xb, . . = 0.

We have discussed the necessary equations. We now examine the 
case of a dilute gas plasma, in which case D = 1. The mutual potential 
between two ions has a short range, largely repulsive, part and the Jong 
range electrostatic expression (£a£he2/r). Assume the short range 
potential to become identically zero for r > r0 and define

At* = f<M = [exp - (wJr)//cT)] — 1, 0 < r r0,
= 0 r0 < r < co. (4.8.25)

For r greater than r0 we replace the electrostatic potential by

OO,

'-v'' =0. o <
M?) = (ll4m-)e~", r„ < r < co, (4.8.20)

so that upon expanding the exponential in fab for r > r0 we have 

fix f r_47r^e2T
n >1 k'J —:IA(’)I" (4-8-2?)n!

which goes over correctly to the plasma case in the limit a —> 0.
With the sum (27) for fab in the expression on the right of (4) for 

rm we now sum products of functions in which for every ij pair we 
may have unity, fab*, or some power of <f>a. Using a distinctive line for 
fab* we can, as before, make a one-to-one correspondence between 
products and graphs having no nodal vertices, but with n different 
<fc-lines between the same two vertices, ij, to represent cf>an.

We now proceed to order the graphs according to types, which we 
shall define, and can then consider the total contribution of each type, 
in order, to the sum $ of eq. (7).

The first type, the linear type, occurs only for m = 2 and is that 
with one <£a-bond between the two molecules corresponding to the 
term n = 1 in the sum (27). The function is — (47rCaC6e2/A;7,)^a(rJ-3). The 
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contribution to >S is obtained by first multiplication with (papb/m !) and 
summation over a, and subsequent integration of the function. Before 
integration we have

+ 2 2 pM) 
a a. + b

= = 0 (4.8.28)
a

from the neutrality condition, eq. (1). The contribution to 8 is zero.
The second type are the cycles, contributing j8'(c> to and it is 

these which give corrections proportional to p1/2 to the thermodynamic 
functions. The cycle graph for m = 2 consists of those having /a2 in 
the sum (27), but for m > 2 they are those having a cycle of m/a-bonds, 
/a(ri2)<Ax(r23) ■ • Neglecting the contribution to the integral at
the range any r0 which can, for these graphs, be absorbed in the 
short range function /ff*, the integral of any such cycle is the value if 
Ai-i(r=0) defined by (10) with / = </> = (47rr)~1e~ar.

Since each particle i contributes to two /-bonds there is a factor

a

multiplying the cycle product of //s for each completely numbered 
graph. This must be divided by m ! to give its contribution to Bm. For 
m > 2 it must now be multiplied by |(m — 1)! which is the number of 
ways that m numbered objects can be arranged in a ring. For wi = 2 it 
must be multiplied by the factor (1/2!) of /a2 in the sum (27) but | — 
|(w — 1) if m — 2 so that j(m — 1)! is general. We then sum over all 
m for fixed m, finding, from (24) for k2 with D — 1,

1
2m

' m!

IT !
a

(4.8.29)

This then is the summed factor to multiply each cycle of /(rZ3)’s of 
fixed m’s to obtain its contribution to 8^ We have

2(-k2)"+1-.4—4(a,r = 0).
2 «>i n + 1

Differentiate with respect to k2 to find

(as^/a^) = 2 (-*2)” A, &>r = °)
??. > 1

= |[l0(a5 r = 0) — J^k, r = 0).

(4.8.30)

(4.8.31)
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Finally with (10), Io = </>a(r), with (26) for <£a(r) and (22) for Ju(K,r)

(SS(c}/8k2) = lim —
a->0 8tt
7—>0

= lim r" [V(k2 + a2) — 
a_>0 077

= k/Stt, (4.8.32)

and, on integration from k2 = 0 to k2

8{c) = (k3/12tt) (4.8.33)

The more complicated graph types lead to terms that depend on 
higher powers of the density.! We note that, from (24)

= o'3. (4.8.34)
a

We may bring out the dependence of k on p explicitly by defining 
%a Pa/P’

A2 = (M/kT^x^, (4.8.35)

k = 2.pl,i. (4.8.36)

From (8) with (32) we have for the activity coefficient ya,

In ya = In (z0/p0) = -|(e2/^)W/>1/2 + • • ■ (4.8.37)

and from (9) with (32), (33) and (34)

P]kT = p(l - (A3/24tt)p1'2 + ...). (4.8.38)

We will not here discuss the more complicated graphs in any detail. 
For cycles in which one or more bonds are of type fab*(r) we add the 
negative of (4p^0^e2/A:71)</>a(r) for r < r0 to each/at*(r) term in the cycle. 
This corrects for the erroneous inclusion of the low r-values in the 
integration for S(c}. Every such short range term /rtl* in cycles contri­
butes an extra factor p, so that these graphs contribute terms pn+U2 
with 7i > 1 to 8. The graphs with </>3 between two particles, along with 
those having three “chains,” ./„(«, riS), between particles i and j

f The more general types are discussed in J. E. Mayer, J. Che/n. Phys. 18, 1426 (1950). 



IMPERFECT GASES 95

involve integrals of the type r_1e 3*r dr which contribute a term
. r°p In fcr0. These would diverge logarithmically were we to let r0 —> 0, but 

eventually lead to a contribution p In p in S. These terms, at small p 
values, are smaller than the p1/2 term, but larger than the term in p due 
to the two particle graphs.



CHAPTER 5

SOLIDS

5.1. Overall survey and electronic excitation
Any attempt to write a nearly complete description of the application 

of statistical mechanics to solid systems would require many volumes 
much larger than this one. The subject of “Solid State Physics” now 
comprises two-fifths of the Physical Revieiv, and a majority of the 
articles involve, in some degree or other, statistical mechanical methods. 
We will discuss only very few salient examples in this chapter.

With reasonable inclusiveness one can characterize all rigid materials 
into either of two classes, crystals and glasses. The crystals are charac­
terized by having a triply periodic arrangement of molecules in three­
dimensional space, and therefore a long range order. It is not essential 
that the ordering be perfect. A crystal will always have a small number 
of imperfections even at equilibrium, and there are crystals that have 
some completely random features.

The glasses are characterized by an absence of long range order, and 
their quantitative treatment in statistical mechanical terms requires 
the techniques appropriate to dense fluids, discussed in Chapter 6. 
Indeed there is no sharp and discontinuous change of properties in 
going from the high temperature liquid to the glass, and it is customary 
to regard glasses as supercooled liquids. Included in this category are 
many non-crystalline but rigid organic materials, especially high 
polymers, although many of these have structure which have no 
features of resemblance to either true crystals or the conventional 
glasses.

Of the crystalline materials one can again, with reasonable sharpness, 
divide them into metals, insulators, and a technically very important 
class called semi-conductors. The insulators are those materials for 
which the lowest excited electronic state has an energy of the order of 
an electron volt, s/k — 1.1 X 104 °K, or more, so that, at normal 
temperatures, no electronic excitation need be considered. The metals 
are at the other extreme in which there is a continuum of excited 
electronic states above the ground state, and electronic excitations 
can occur even at the lowest temperatures. The electrical conductivity 

96
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of the metal is due to this ease of exciting electrons. The application of 
an electric field causes transitions into linear combinations of the 
stationary states which are states of electric flux. The electrical resis­
tance arises from the scattering of the electrons due to the vibrations 
of the atoms, and increases with increasing temperature.

A semi-conductor is characterized by a considerably lower electrical 
conductivity than a metal, usually by quite a few orders of magnitude, 
but also particularly by the fact that the resistance decreases with 
increasing temperature.

A pure material having no excited electronic states immediately 
above the ground state, but having a “band” of A states in an energy 
range starting at e0 of the order of a tenth of an electron volt, r/& — 
103 °K, above the ground state should be a semi-conductor. The number 
of excited electrons would be proportional to exp — (eolkT) and these 
excited electrons would conduct, as would the “holes” in the states 
normally filled at T = 0.

However, most semi-conductors do not conform to this model, but 
arise due to impurities in a material that would otherwise be an insula­
tor.

If two identical atoms, i, j, having electronic orbital levels and y,- 
at the same energy e0 but located around their respective atomic 
centers, are brought close together, the electronic states split in energy. 
The new states, ipb = (l/\Z2)(^y + and ya ~ (1/V2)(v)i — ipj) have 
energies approximately e0 — |Ae and e0 |Ae respectively, with Ae 
increasing rapidly as the distance, r, between the atoms decreases. 
If N ~ 1020 such atoms are arranged in a regular crystalline array at 
a variable distance, r, between nearest neighbors, the N individual 
atomic levels, ip 1 i A, will split into A orbital levels of differ­
ing energies lying in some energy range Ae, depending on r. These 
levels, then, form a “band” of levels of continuous energy with definite 
sharp upper and lower energy limits. If the crystalline array is not 
regular, but the atoms are paired closely, as in Cl2, Br2, etc., the band 
splits with an energy gap in the middle. There will be |A orbital levels 
in the lower band and |A in the upper. Due to the electron spin there 
are two electronic states for each orbital state, so that the regular 
crystal band has place for 2A electrons. If the atoms have only one 
electron each in the valence state, as do the alkalis, then the band of 
2A states is only half filled by the A electrons and the crystal is 
metallic, having a continuum of energy states above the last filled 
state.
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In such, cases the energy distribution of the states in the band is 
approximately that of the translational states of a free electron gas 
having the volume of the metal. The statistical mechanics of the free 
electron gas is treated in section 7.4, and this model is taken as the 
initial approximation in most treatments of the properties of metals.

In other cases, such as the alkaline earths, although there are two 
valence electrons per atom, the bands due to the rather closely lying 
<s and p atomic levels overlap in energy, and the free gas approximation, 
although poorer, is still a useful starting assumption.

The element germanium of column 4 in the Periodic Table forms 
a typical semi-conductor, when doped with a very small amount of 
impurity from an element of either column 3, such as gallium, or column 
5 such as arsenic. Absolutely pure germanium would be an insulator. 
In the case of the column 3 element impurity only a relatively small 
excitation energy is necessary to attach an electron from the “Fermi 
Sea’’ of germanium electrons to the unfilled valence state of the im­
purity. This leaves vacancies at the top of the germanium band, and 
the vacancies can move as positively charged electrons would. The 
material is known as P-type semi-conductor. The column 5 element 
impurity, on the other hand, has extra valence electrons which, with 
relatively small excitation energy, can go into the unfilled first excited 
band of germanium. In most preparations the number of impurity 
atoms is made very small, so that the number of conducting electrons 
or holes is small, even when the energy gaps are not great.

The contribution to the heat capacity due to the electrons is small, 
even for metals, where the model of the free electron gas is one with a 
high density of electrons, namely of one or more per atom. This is due 
to the fact that the energy width, Ac, of the band containing 22V 
electronic states is several electron volts. Relatively few states are in 
the energy range kT to which most of the electronic excitations are 
limited, so that the number of excited electrons is small. In eq. (7.4.3) 
we derive the expression 

3 
e = - En5 0

5 [irkT\* 1 IrrkTV
1612 eo eo

(5.1.1)

for the energy per electron. In eq. (1) the energy quantity is the 
kinetic energy of the highest filled state at T — 0°K and, in metals, 
is of the order of electron volts. Differentiation with respect to T gives 
a heat capacity per electron celec of
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Celec =
1 /irkT\

£q /

3
20

(5.1.2)

At T = 300°K, with f0 = 3 eV, eQ/k 3 X 104, this heat capacity
. . 3

contribution is only about one per cent of the value - k per electron in a 2
classical perfect electron gas.

It was Drude,f at the turn of the century, who first suggested and 
showed that many of the properties of metals could be explained by 
assuming the electrons to behave like a free gas in the metal. Others, 
particularly Lorentz, refined and extended the postulate. The outstand­
ing success of the theory was that it satisfactorily gave the numerical 
ratio of the heat conductivity of metals to the electrical conductivity, 
which is (almost) a universal constant proportional to temperature, a 
fact which is known as the Wiedemann-Franz law. The outstanding 
failure of the theory was the inability to account for the fact that the 
free electron gas contributed little or nothing to the heat capacity, 
since the observed heat capacity of metals was in good numerical 
agreement with a theory based on the effect of the heavy atoms alone.

Sommerfeld^ realized that the then recently developed Fermi- 
Dirac statistics removed this, as well as other difficulties, and with 
the use of the model of a Fermi-Dirac electron gas he, and others, 
satisfactorily established the extremely good agreement between the 
experimental facts and the predictions of theory.

The expression of eq. (2) for the heat capacity, Celec, is linear in 
temperature at all reasonable temperatures. The lattice contribution, 
lattice’ from the heavier ions is proportional to 7’3 at low tempera­
tures, so that although the absolute electronic contribution decreases 
with lowered T its relative contribution C'elec/C1.lttice goes as T-2. 
The electronic contribution is measurable at low temperatures and 
eq. (2) is essentially confirmed experimentally.

5.2. Crystal lattice Hamiltonian
A crystal is essentially a polyatomic molecule of macroscopic size 

in all three dimensions. In gravity free space it would have 3 transla­
tional degrees of freedom, 3 of rotation, and 3A — 6 = 3A7(1 — 2V-1) 
vibrational degrees of freedom.

f P. Drude, Ann. Physik 1, 566 (1900).
t A. Sommerfeld, Z. Physik 47, 1 (1928).
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Use xai for the displacement of the atom i, 1 i N, from its 
equilibrium lattice position, along the axis, a = 1, 2, 3. The equili­
brium positions are defined as those for which the potential energy, U, 
is a minimum, so that

[3P/ar„],_0 = 0- (6.2.1)

As for the polyatomic molecule we write the potential U as the value, 
UQ, with all atoms at equilibrium, plus a AU(a;) and develop AU in 
powers of the displacements xai, namely with (1),

3iV 3X
AU(z) J 4- . . (5.2.2)

ai = lj|3 = l

terminating the development with the quadratic terms. The real matrix 
K of elements = kpjai is symmetric, and for a stable crystal it 
must be positive definite.f The kinetic energy is

K.E. = 2 (5.2.3)
ai=l

As in section 3.6 we can find coordinates qv for which both (2) and (3) 
have only diagonal terms and no mixed products. We go through the 
detailed steps here.

First define normalized coordinates of dimension ml/2Z directed along 
the cartesian axes.

.Vai = (5.2.4)
so that

a.i—N
K.E. = i 2 (6.2.6)

M = 1

and the momenta conjugate to the ya.(’s are

pai(y) = 3(K.E.)/%ai = yai- (5.2.6)

The different xa<’s, and also the different yai’s, are mutually orthogonal, 
xai • xpj — yai- ypj — 0 when at 4 ftj. Let ya/0) he unit vectors along 
these axes,

• %'*” = 6(«i - M (8.2.7)

where d(ai — fij) is the Kronecker delta symbol, zero when ai A? and

t Actually, of course, 6 eigenvalues, namely those due to translation and rotation, 
will be zero, unless terms due to the surroundings are included in U. 



SOLIDS 101

unity if <xi — fij. Now define a new set q<0) of 31V orthogonal unit 
vectors in the 32V-dimensional cartesian space,

g(0) = q^, q2(0\ . , qv(0\ ■ • ?3v(o) hy 32V equations,
ai = 3 A'

= 2 (5.2.8)
ai = 1

and require that they be mutually orthogonal and normalized to unit 
length

9."” ' 9„‘” = - />)• (5-2.9)
One has, from (7) and (8) that

= y«1“u ■ 9."”- (5 2.io)
The ya/0) are linear combinations of the (?v(0)’s

V = 3xV

y«‘o’ = 2 ^„.,,1,9.'ol> (5-2.il)
o—l

and from (9) in (11)
^4 . = o ■ v <0) = A . (5.2.12)ai,*1 av .7 0:2 * V,OA- • >

Now using (8) for both qv(o) and g//o) in (9) one has from (7) that
<xi = 3iV ai=3A7

2 = 2 = ■’(" - /<)> (5.2.13)
CXI = 1 — 1

whereas with (11) in (7) using (9),

' 2 A,si = 5(« - M (5.2.14)
V- I

If we define a unit matrix, A, of elements ai, and its transpose 
Afn of elements Axi v(t) = A)iai the condition of unitarity, which is

A- A(0 = Aw- A - 1, (5.2.15)

with 1 the unit matrix, is just the matrix notation for the two sets of 
equations, (13) and (14). We define

ai=3V ft’ = 3iV

Kv =2 2 A
«t=l

A ■ wm i1/2 (5.2.16)

Let qv,q/t be the displacements from equilibrium along the unit vectors 
qv°\ q^°\ With (4) and (8) to replace the displacements xai, in 
(2) by qv, q^, we have

‘ ^ = 3A' v = 3V

= i I 2 (5-2-17>
//=i k=i
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Now there is a fundamental theorem that the symmetric matrix 
K<','> of elements

W - = W (S-2-18)

can be brought into a '‘Diagonal Representation” by a unitary trans­
form, namely that we can choose the Avxi, consistent with (12), (13) 
and (14) so that Kv of (16) is zero if v 4=

To accomplish this multiply eq. (16) on both sides by .4 and sum
over v. If, now

^V,fl (5.2.19)

use (14) to find,
-xi = 3AT

/i.0j S i,/W
31 = 1

(5.2.20)

These form, for each // value, 32V equations with 1 32V for the
3AT unknowns A xi,

y.i = 3xV
2 - <r(« - = 0. (5.2.21)

ai = l

These equations have non-trivial solutions, Afi^ 4= 0 only if the 
determinant of the coefficients is zero,

(-^11,11 ~ y) -^21,11 ■ • • ^3A7,11 

^11,21 (^21,21 y) • ■ • ^3A’,21

= 0. (5.2.22)

11,3V • ■ ' (^3.V,3V y)

The determinantal equation of (22) is that a polynomial in y of 
order 32V be zero. This has, in general 32V roots, the 32V values of K^. 
Six of the roots, corresponding to coordinates of translation and rota­
tion will be zero. For a stable crystal the other 32V — 6 will be positive. 
With (5) for the kinetic energy in terms of the i/ai’s, using, from (11) 
that

» = 3N /< = 3N ai=3N

k.e. = 12 2i2 AAM (6-2-23)
V = 1 /< — 1 M = 1
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which, from (13), is,
= 3iV

K.E. = f 2 <5-2-24)
/(=i

so that, by its definition,

P[i = a(K.E.)/^( = 7„- (5.2.25)
Finally with (25) in (24) for the kinetic energy and with (19) in (17) 

for the potential energy we have that the Hamiltonian is separable,

H = 2 7m)> (5.2.26)

HiAPp (Iu) — 7m2]- (5.2.27)
The classical equations of motion are

qu = dHldpu = pu, (5.2.28)

which repeats (25) and

Pm = 7m = —dH/dq^ = —K^q^ (5.2.29)

which has the solution

7m — aM cos(2-zrv;/ + cr), (5.2.30)

with the frequency vu given by

r„ = (1/2^)V^. (5.2.31)

The motion of the system can be analysed as independent harmonic 
vibrations along the “normal coordinates” qu with frequency vu.

5.3. Lattice vibration spectra
As is discussed in section 3.5 the average energy of a single classical 

harmonic oscillator degree of freedom is &T, and the heat capacity is k. 
Since the lattice motions can be analysed as 32V independent harmonic 
oscillator degrees of freedom one predicts for the heat capacity, Cv, at 
constant volume, that in the classical regime,

Cv = (dE/dT)y = 3N kT, (5.3.1)

for a crystal having N atoms. The expression of eq. (1) is that of the 
law of Dulong and Petit. It holds quite precisely for the heavy metal 
elements, and also for many simple inorganic compounds, at room 
temperature.
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However, it was known quite early that some light elements, particu­
larly diamond, had a far lower heat capacity than eq. (1) predicts, 
and that quite generally all heat capacities tended toward zero as the 
temperature tended toward 0°K. Einsteinf was the first to recognize 
that the model used by Planck to explain Black Body Radiation (sec­
tion 7.3) required quantized oscillatoi' levels in any material oscillator. 
He assumed a single frequency for each of the 31V degrees of freedom in 
the crystal. The energy of 1VO oscillators of frequency v is given in 
section 3.1 Or?, and for 32V it is

hvIkT
-^Einstein = , /t.r _

/ \2 1 11 T^Einatem = 32Vfcl- I

(5.3.2)

(5.3.3)

These are known as the Einstein equations for energy and heat capa­
city respectively.

The expression of (3) did indeed predict a much lower C^-value 
than eq. (1) for hv/kT > 1, but predicted an exponential decrease of Cr 
as T —>■ 0. The actual decrease was known to be much slower, namely as 
773

Born and Karman J actually computed the spectra of KUI1 'values 
for a one-dimensional, one component crystal with nearest neighbor 
interaction. They also deducted that for three dimensions the number 
of eigenvalues KiLll leading to frequencies between v and v dv would, 
at low frequencies, increase as v2dv. However, at the same time Debyc§ 
gave his remarkably simple and ingenious analysis that subsequently 
dominated thinking about the spectra of frequencies in crystals. The 
Debye equation was hardly improved upon for about a quarter century. 
The Debye equations will be discussed in the next section.

Many recent computer calculations and many recent experimental 
techniques have led to a tremendously increased knowledge] [ of the 
lattice vibrational spectra for a wide variety of crystals. The concepts 
of Debye are, however, so simple and so enlightening that we discuss 
them in more detail.

t Albert Einstein, Ann. Physik 22, [4], 180 (1907).
j M. Born and Th. von Karman, Physik Z. 13, 297 (1912).
§ P. P. Debye, Ann. Physik 39, 789 (1912).
|| See for instance Lattice, Dynamics, edited by R. F. Wallis, Pergamon Press, 1965.
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5.4. The Debye lattice theory
An elastic continuum can support standing oscillatory waves of 

wavelength A, and the amplitudes of these standing waves correspond, 
in the continuous medium, to the displacements qv along the normal 
coordinate vectors </v(o) discussed in section 2. The Debye idea is to 
use these normal coordinates and terminate them at a maximum 
frequency vm such that the total number of degrees of freedom has the 
required value of 3A. In addition Debye postulates a constant sound 
velocity.

The displacement vector, c|>(r), of the matter at position r from its 
equilibrium position can be given as a sum of Fourier components. 
With the wavelength along the x-axis, and with

— V1, = = (5.4.1)

k = + (5A.2)
there are

Nk(k)(1k ~ 4tt J’k2(Z/<, (5.4.3)

orthogonal wave functions of wave number k between k and k d/c. 
There are, then, this many degrees of freedom in compressional waves 
between k and k 4- d* and twice that number in transverse waves, since 
there are two mutually perpendicular directions of the displacement 
vector 4>(r), both perpendicular to the wave vector k of components

X>
In general the wave frequency v is v — kc with c the wave velocity.
The Debye approximation is obtained by making two assumptions 

which are certainly not exact. The first of these is to assume that the 
wave velocity c for both longitudinal and transverse waves is indepen­
dent of wave number. We then have

K^d/K = c~3v2dr, (5.4.4)

so that with ci the sound velocity, and ct the velocity of the transverse 
wave, the number Nv(v)dv of degrees of freedom between v and v + dv, 
will be

2 1'
c 3 c 3N(y)dv ~ 4ttV r2dr. (5.4.5)

The second assumption is that (5) holds up to a single maximum fre­
quency The total number of degrees of freedom is 3AT. Eliminate the
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wave velocities from (5) by writing N(v) = ANv2dv and determine A by 
the value, vm, of the maximum frequency,

’’m
N(y)dv = AN 

Jo ■

J
v2dv = ~ ANvm3 = 37V,3o

(5.4.6)

so that

A = 9/vw3, (5.4.7)

N(y)dv = 9N(vjvm)2 d(v/vm). (5.4.8)

Use kT(hv]kT)[exp{hv/kT) — I]-1 for the energy at T of each degree 
of freedom above the lowest state. Define

(9 - hvm/k, (5.4.9)

as the “Debye theta,” the energy of the maximum frequency, vm in 
units of k, and with

W) = 3-
'0/T

VO

x3dx
ex — 1 (5.4.10)

we have for the crystal energy E, above that at T — 0,

E(T) -Eo = 3NkT D(0/T). (5.4.11)

The Debye function, D(w), may be evaluated approximately in 
different manners for high temperatures, u — 0/T small, and for low 
temperatures, u — 0/T large. For small u, with x < it we develop

ex = 1 x + %x2 + • • - so that

x3[e® — 1]_1 = a?3

1 1 1
12 7202

and on integration one finds from (10) that

3 1 1 
.... ui. 1680 (5.4.12)

To evaluate D(u) for large w-values we first write
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and then integrate by

'u x3
e® — 1 Jo

z3e~nxdx
Jo

' OC '

x3e~nx dx

OO

— 6 2 w'"4 ” (w3 + 3u2 + 6u + 6)e_/1 
n>l

+ (i«3 + fw2 + %u + f) e~2P + . . ..

With Ln~4 = tt4/90 one finds from (10) that

D(u) = - w-3 — (3 + 9«“4 + 18w~2 + 18w-3)e-u5

— |(4 + 6u_1 4- 6w-2 4- 3u~3)e-2- 4~ • • •• (5.4.13)

Using (12) and (13) in eq. (11) one obtains

E(T) -Eo = 3NkT 1
3 o i toy i toy ~
8 T + 20 ( Tj ~ 1680 \ Tj + ' ’ ' ’

0
- < 1, (5.4.14)

3
E(T) - Eq = -Tri(NkG)(T/0)i, (6/T >> 1).5 (5.4.15)

The energy of the crystal measured from Eo, the energy at T = 0, 
approaches the classical linear slope of 32Vk against T, but remains 
below the classical value of 3NkT by the constant term (9/8)(2V&0).

If, however, the energy is measured from the minimum of the 
potential energy of the crystal then the energy ^hv per degree of free­
dom must be added to (11). This amount is, from (8),

'*'m [ 9 9
- hvN(v)dv = - N hvm = - (NkO). (5.4.16)

Add this to (14) to find

E - Uo = 3NkT 20
1 / 0 V1680 (~T , (5.4.17)

= 2

approaching the classical value from above as T increases. The quantum 
mechanical energy at absolute zero, is higher than the classical 
value by (9/8)(2VA0). As the temperature increases the energy increases 
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more slowly than the classical linear 3NkT and asymptotically ap­
proaches the classical value as T~2.

At low temperatures the Debye energy goes as Ti,
3 ,

E(T) - Eo = -^(NkO^T/Oy, (5.4.18)
o

and the low temperature heat capacity as
12

Cv = (dE/ST)v = — ^Nk(T/0)3. (5.4.19)5
Experimental heat capacities of regular monatomic crystals fit the 

Debye curve quite well, if the experimentally measured Cp is corrected 
to Cp. However, the fit is by no means perfect. The low temperature 
region proportional to T3 if fitted to (19) carefully does not lead to the 
same value of 9 that makes the best fit of the intermediate temperature 
range.

At sufficiently low frequencies, long wavelengths, the crystal would 
be expected to behave like a continuum, and the restoring force of any 
displacement from equilibrium should be proportional only to the 
second derivative of the displacement amplitude. This is the essential 
requirement for the wave velocity to be constant. For an isotropic 
crystal the wave velocities should also not depend on the direction of 
propagation. As the wavelengths approach a small integer times the 
interatomic distances one cannot expect that the wave velocities be 
constant, nor independent of the direction of the wave vector. Neither 
is the limiting wave vector magnitude at which the sine function should 
be terminated independent of the direction of the vector k, nor will it 
occur at the same frequency for the waves of different velocities. The 
Debye heat capacity curve is a useful approximation, but not a function 
which should be expected to fit with high precision.

5.5. Debye thermodynamic functions
The energy of the Debye crystal of N atoms is given by eq. (5.4.11) as

Since from (5.4.10),

we have

E(T) - Eo = 3NkT D(6/T).

T(d/dT)D(0/T) -3D
0

Cv = BEjdT = 3Nk - 3

(5.5.1)

(5.5.2)

(5.5.3)
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At high temperatures this becomes

r 1 / G\2 1 /O'A '
Cr = 3Nk 1 - — - H----------  - ... , (5.5.4)' 20 I T 5so\t x 7

which is obtained either by expanding (3), or differentiating (5.4.14). 
At low temperatures the expression (5.4.16) holds.

The entropy of a single oscillator of frequency v is, from section 3.10<y,

hv > it.rv __IphvlkT 
kT v I)-1 - In (1 - eM”')

We multiply this by (5.4.8) and integrate. One finds

8 = 3A/c T> -
/ (p\3

x2 In (1 — e_x)tZ^3

By partial integration this becomes

8 = 3Nk
4 P\-D3 - In (1 - e-0/r) (5.5.6)

The Helmholtz free energy is A — E — TS,

A -I^ = 3NkT In (1 - e~e/T) (5.5.7)

if measured from the energy Eo of the crystal at absolute zero or

A -Uo= 3NJcT 1 / G\l"3d(?) (5A8)ln(l + |

if measured from the minimum potential.

5.6. Thermal expansion
The expression (5.5.8) for the Helmholtz free energy A depends on 

the potential energy, Uo, when the atoms are in their equilibrium 
positions, and on the maximum frequency vm through the Debye 
theta. If the crystal is stressed by tension or compression at the 
surface the equilibrium distance r0 between nearest neighbors will 
change due to the volume change. The potential energy, Do, of the 
lattice with the atoms at the lattice sites depends on r0, and in general,
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If, then, we write both

3/0\ 1 / 0\1
i _ --- -------------d _ ,

S\T] 3
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so does the maximum Debye frequency, vm. 
Uo( 7) and 0(V) we have an expression,

f

A(N,V,T) = U0(V) + 3NkT In (1 - e~B,T)

(5.6.1) 
of A as a function of both volume and temperature.

The pressure, P, is — (dA/d V)T, so that in principle eq. (1) determines 
the pressure and therefore the equation of state. Since the relations 
that we wish to derive are more general than the Debye theory we will 
rewrite A in a more general form. The Helmholtz free energy, a, per 
oscillator degree of freedom is a — kT In (1 — e”/!',/A:7). Assume that 
the number of degrees of freedom of the crystal of 2V atoms between 
v and v + dv, is of the form

AT(v)cZv = 32V/(r/v0)d(v/v0), (5.6.2)

■where r0 is some characteristic frequency dependent on the volume only. 
With 0 = hvQ]k — 0(7). and x = v/v0, one has

A(iV,7,T) = Z70(7) + 3NkT $f(x) In (1 - e^xlT)dx

= U0(V) + 3NkTG(0/T), (5.6.3)

in agreement with (1) in which the function G(0/T) is given explicitly 
for a Debye crystal.

Now write,
A ~ T(8A/dT)r = A TS = E

= — 3NkT[T 3G(6/T)/8T]y, (5.6.4)

which can be explicitly checked for eq. (1) with (11) and (13). On the 
other hand

PV = -V(8A/SV)T =

-V dUJdV - 3A^T[7 dG(eiT)/dV]T. (5.6.5)

The function G depends on V through 0 ~ 0(7) only, and since G 
depends on 0/T only

[V(dG/dV]r = -(din 0/ln V)(T dG/dT)v

(d In 6/d In V)(E/3NkT), (5.6.6)
so that

P = - (dU0/dV) - E(d]nO/dV). (5.6.7)
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Differentiate eq. (7) with respect to temperature at constant volume. 

With k — —V^dV/dP)T the isothermal compressibility and a = 
7'1(3y/^77)p the thermal expansion coefficient we have

/9P\ a. /dE\ / d In 0 \
\dT k \3T UlnW

a. — — («CvIV)(d In 0/d In V). (5.6.8)

The thermal expansion coefficient should be proportional to the heat 
capacity, a prediction which is verified experimentally.

5.7. Crystal imperfections and order-disorder
It is relatively easy to show that at equilibrium there must always be 

a non-zero concentration of defects in crystals. The defects, in general, 
are places in which the energy is higher than that of the perfect lattice 
by some amount £, and their concentration will be of order exp — e/kT.

A simple derivation of this may be instructive. Consider TV lattice 
sites, almost all of which are occupied by atoms in a “normal” manner, 
but with TV0 abnormal sites of excess energy e. The TV0 abnormalities 
can be distributed on the N sites in N !/[(A7 — A70) !A70 !] different ways, 
adding an excess entropy,

kS = Afln N ! - In (N - N0)l - In TV0 !], (5.7.1)

dkS/dN0 = k ln[(TV - TV0)/TV0]
Mn(TV/TV0), (5.7.2)

when TV0 < < TV. The value of dkS/dN0 becomes logarithmically infinite 
as TV0/A7 —> 0. The value of the increase in energy,

dE^dN^ = e, (5.7.3)

per increase in the number, A70, of abnormalities is finite, and, as long 
as the defect concentration remains low enough that they do not 
interact with each other, it is independent of NJN. The Helmholtz free 
energy is minimized when

(dA/dA70)r = 0 = [d(E - T8)/dN0]T = e - kT In (TV/AT0),

or, at equilibrium,
No/N = exp — (EjkT). (5.7.4)

Actually in many crystals the energy e necessary to produce a 
defect is so large compared with kT that No/N is truly negligible. For 
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instance the energy necessary to produce a vacancy in the lattice is of 
that order necessary to vaporize an atom. The concentration of vacancies 
at equilibrium will be approximately that of the atomic gas in equili­
brium with the crystal, and this may well be much less than one atom 
per cm3.

However, in a considerable number of crystals there is an inherent 
disorder above some characteristic temperature. Typical cases of this 
are solid solutions in which one type of lattice site can be occupied at 
random by either of two species of atom or ion. Other cases include 
the random up-down arrangement of the CO-molecule in its crystal, a 
randomness that arises from the very small asymmetry in the molecule 
itself. A similar rotational randomness is found in the crystals of many 
organic molecules that have nearly spherical or cylindrical symmetry. 
This latter type of randomness has been described as “free rotation,” 
a term which is probably unfortunate even when the transitions be­
tween different orientations may be extremely fast if measured in units 
of seconds.

Presumably in all cases the randomness would disappear at equili­
brium at T —> 0, and the entropy at equilibrium and at zero tempera­
ture would vanish. In some cases, however, the randomness becomes 
“frozen in.” In these cases the rate of relaxation to the true equilibrium 
of the lowest energy configuration is so slow below the temperature 
at which the ordered arrangement becomes stable that, in practice, the 
disordered form persists to zero temperature, and the observed entropy 
extrapolated to T = 0 is non-zero. In other cases equilibrium is 
established reasonably rapidly. An ordered form exists at low tempera­
ture, and a disordered form at high temperatures.

The transition between the two cases may be, even with true tempera­
ture equilibrium at all stages, gradual on a temperature scale, or dis­
continuous; the “gradual” cases showing varying degrees of abruptness.

The extreme of the discontinuous case is a first order change of 
crystal structure from a crystal of one symmetry at the low tempera­
ture to one of higher symmetry at the higher temperature. The higher 
symmetry crystalline form then permits lattice site occupancy in ran­
dom patterns. There is little to say quantitatively about such a case. 
The energy of the high symmetry, high temperature, form is higher than 
that of the low temperature form, but the randomness introduces an 
additional entropy term. As T increases the greater entropy increases in 
importance in the free energy, A — E — TS, and the higher energy, 
higher entropy crystal becomes the more stable.
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The case of rather abrupt transition which is manifested by a 
noticeable peak in the heat capacity curve, goes under the general name 
of a “cooperative phenomenon.” Actually the most extreme coopera­
tive case is that of the first order transition, a complete change of phase, 
but the term is usually reserved for the less extreme but still marked 
continuous transition.

A caricatme of a cooperative phenomenon can be described as 
follows. Suppose in a system there are n units that can exist in two 
energy levels, the first of zero energy having degeneracy (/0 and the 
second of energy t having degeneracy g{. The energy contribution from 
these to the energy of the system is

A£:7') = ny, s e~’ltT[g0 + 91
= ne[l + (5.7.5)

and the contribution to the heat capacity is

O(T’) = + </,]“’ e"‘T. (5,7.6)

This has a maximum at

TdNC'jdT = 0

= nk gtfMkT)* e.""[g^ltT + 17,]-’

' = [1_+ (247-JUI
[I - (2i7’„/e)]'

Replace ee,kl by this in AC for Tm and we find

AC,„ = nk
^Tm~]

1 (5.7.8)

If <70 = (Jx = 1 the value of Tm turns out to be about 0.42(e/&) and 
ACm about 0.42&. At T — ^Tm and at T — 2Tm&Cm still has about half 
its maximum value. If, however, gr > > g0 then Tm is much lower, or, 
conversely if T m occurs at the same temperature the energy £ is much 
larger. The extreme which leads to a first order transition is that 
(Qi/do) ~ exP N with A7 the number of molecules in the system, N ■—■ 
IO23. In this case £ ~ NkTm, the maximum of AC/nk is of the order of 
A72 and with half-width of order A7"1. If, however, gy/g0 — 104 one 
finds elkTm = 9.2, and AGm/nk ~ 20, while the half-width is in a range of 
AT ~ 10_1Tm.

pkTm
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Independent atoms, or independent defects which can occur at any 
lattice site correspond to these equations with n = W, the total number 
of sites in the crystal lattice, and g0 and gx of the order of unity or a 
small integer. In the first order transition the unit that transforms is 
the whole system. We can use the equations (5) to (8) with n = 1, but 
gr is of order exp N. The typical “cooperative phenomenon” is one in 
which the behavior at the neighboring or near neighboring lattice 
sites are correlated. When one site is excited it becomes easier for 
those around it to become excited. The unit that becomes excited is 
much larger than a single atom. The degeneracy, gv of the exciton, 
which, with AS the entropy increase in this excited unit, is = 
exp AS/k, can be of order several powers of ten, but is not of order 
exp N. The heat capacity curve may be extremely sharply peaked, but 
is not necessarily singular as the peak is passed.

There are, however, truly singular heat capacity curves which do 
not correspond to first order phase transitions, but to higher orders, 
namely to a discontinuity in the nth derivative with respect to T or P 
of the Gibbs free energy. A discontinuity in the first derivatives, 
(8G/dT)p = —S or (dG/dP)T — F is a first order transition. One in the 
second derivatives (d2G/dT2)P — —(dSldT)P = —CP/T, (d2G/dP2)T = 
(dV/dP)T — —Vk, means a discontinuity in the heat capacity and 
compressibility and was called a second order phase transition by 
Ehrenfest. Presumably third order transitions could exist but they 
would be very difficult to establish with certainty. Even second order 
transitions are experimentally difficult to verify.

Finally, one interesting observation may be made about the crystals 
that show transitions due to disordered rotational configurations of the 
molecules. Simple monatomic crystals have an entropy of melting of 
approximately Boltzmann’s constant k per atom. Crystals of struc­
tured molecules tend to have appreciably higher entropies of melting, 
since the liquid allows not only greater freedom of position of the center 
of mass coordinates, but also of the angular coordinates of orientation. 
If the rotational transitions are relatively sharp their entropy increase 
can be approximately evaluated by integrating AC/T through the 
transition. It is generally found that whereas the entropies of melt­
ing crystals have the value characteristic of monatomic crystals, the 
sum of the entropies of the crystal transitions with that of melting 
corresponds, approximately, to the entropy change expected for melting 
of crystals of molecules with similar structure.



CHAPTER 6

DENSE FLUIDS

6.1. Notation and the potential energy
For the perfect gas the fact that the Hamiltonian is separable in the 

coordinates of the individual molecules permits easy evaluation of 
the partition functions. The treatment by virial developments, of the 
imperfections of a mildly imperfect gas is essentially a perturbation 
treatment from this starting point. At the other extreme of high 
densities and low temperatures only configurations close to the crystal­
line configuration of minimum energy are important. The approxima­
tion of using only the quadratic terms of the development of the 
potential energy in terms of displacements again leads to a separable 
Hamiltonian, and again evaluation of the partition function is relatively 
easy.

The intermediate range of moderately high temperatures and high 
densities offers much more difficulty. In this range the materials are 
fluid either as true liquid, or as the highly compressed gas above the 
critical temperature and also above the critical density, which is 
usually classed with the liquid phase. In this range the absence of 
peculiar possibilities of simplification necessitates the use of the most 
general methods w'hich can be devised. As a result it is not surprising 
that the methods used are such that they are actually valid in all 
ranges crystalline, or dilute gaseous, as well as in the liquid. They may 
not be, and usually are not, the methods of choice in these cases. The 
methods discussed in this chapter are then completely general, and 
applicable to all thermodynamic phases.

We will, however, at the outset make one simplification, which, in 
practice at least, usually limits the applicability to liquids and gases, 
and excludes crystals at very low temperatures. This simplification is 
to assume that the classical limit applies. Actually even this simplifica­
tion is unnecessary, and only one section, section 6.4 in which we 
discuss the potentials of average force, w ould be invalid. If the diagonal 
part of the coordinate representation of the quantum mechanical 
density matrix is used to replace exp — UjkT, then all the other 
manipulations of this chapter remain valid. With this one dogmatic

115
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remark about quantum statistics we shall proceed to forget that not all 
systems are classical.

The classical distribution in the cartesian momentum space is 
always Gaussian, proportional to exp — (p • p[2mkT), independent of 
the coordinates. Our whole concern, then, is with the coordinate con­
figuration. The term [exp — (PVjkT)] (zn/N\) exp — (U]kT) gives 
the probability density that there are exactly the set, N, of molecules in 
the volume V, and that these are at the configurational positions for 
which U is the potential energy. This is the most detailed information 
that could conceivably be given about the structure in configuration 
space of an ensemble. Indeed it is too detailed to assimilate. The 
question arises whether one can ask a more limited question about the 
structure of the systems of the ensemble; one which goes beyond the 
limited information given by the thermodynamic functions, but which 
is still interpretable. The answer lies in the reduced probability density 
function, pn, which are functions of a limited set of coordinates of w 
molecules, with n — 1, 2, 3, . . ., etc.

We will first introduce a much needed shorthand notation for the 
coordinates. The coordinates of the ith molecule may be designated 
by qt. Although we shall generally describe the systems as though qi 
included only the three-vector, ri} of the position of the center of mass 
of molecule i, the formalism is equally valid if qn includes internal 
coordinates as well. In general the nature of these internal coordinates 
will depend on the species, a, of molecule i. We have previously used 
N to designate a set, Na of species a, Nb of species b, . . .of molecules. 
We shall also use n, v, . . ., etc., to indicate number sets. We will use 
upper case N, M, etc., when the emphasis is on numbers N ~ 1023, and 
lower case n, when the emphasis is on n ----- 1, 2, 3, . . ., etc., although 
actually the functions introduced will be defined for all numbers, unity 
to infinity, in all cases. We now use {N}, (or {n} etc.) to indicate the 
coordinates of this number set,

{IV} = qla, . . ., qNa, qib, . . ., qNb) . . ., qNb, . . . (6.1.1)

and for the volume element we use

d{N} = J{N}dqla. . . dqNa dqu . . .. (6.1.2)

The symbol J{N} is the Jacobian of the volume element from the 
cartesian coordinates of the atomic constituents of the molecules to the 
internal coordinates used. If the q/s are solely the cartesian r/s then
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We also wish to introduce a notation for the coordinates of a set n of 
molecules which is a subset of a larger set N. The symbol |n]v is used 
for this. For given numbers, n — na, nb, . . there are

N!/[(N — n)! n I] different subsets, [n]N of [N]. (6.1.3)
In general we include as a possible subset, in our notation, the 

improper subset {N} = (n}N which is the subset of all, so that when 
summation over all subsets is written the last term is that of the com­
plete set. One may thus write, for the total potential energy, UN, of the 
set N,

Un{N} = J Wrt{n}N

ia = A’a

2 S ^«(^i«) “f~ 2 2 'U'aakq. ia><lja)
n ia=A a =

ia^Xa jb=Xb
+ 11 1 1 “«>(<? +•• ■ (6-1-4)

a>b ia — 1 jb—l

If the qia include no internal coordinates, qia = ria, and in the 
absence of any external field, we would choose the zero of energy so 
that wa(</fa) = 0. The sum of (4) then starts ■with the pair terms, 
uaa and uab. These in turn will be functions only of the distances, 
ri?, in this case. The approximation of including only the pair potentials 
is then that of setting w3 = 0 for all sets of 3 molecules.

If the summation of eq. (4) is extended to functions of triplets, 
quadruplets, and higher multiplets, it is not an approximation, but 
defines the un implicitly. The explicit expression is

5 (-l)"~Wv}n- (6-1.5)
{v}

To prove this insert (5) in (4), to obtain

('I)N

= 2( 2 (6.1.6)
{ni}N-v

For every {v]N {N} the sum over {m}„ v includes all subsets, {m}Nv 
that are members of {N — v}N, and since the number of these for each 
numerical value of m — ma, mb, ... is given by (3) we have

(N-v)! = (7Va-ra)!(-r
-v-m)!m!( ’ (Na - va -

= nu - = - u
a a 
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namely zero unless va — Na for all species. The one remaining term is 
the identity.

If the forces between molecules were independent of the internal 
coordinates, the functions u2, u3, . . . would be functions of ria, rjb, . . . 
alone. The Hamiltonian would be separable in the internal coordinates. 
Use the complete expression (1.4.2) for the grand canonical partition 
function, sum over the internal quantum states of each of the Na mole­
cules of species a for each a, and, with the classical limit for the energy 
as a function of the centers of mass, ria, and their conjugate momenta, 
pia, integrate over the momenta. One obtains the factor ^rt_3$!a for 
each molecule of species a. Define an activity

= (V%?J exp(/za/&T), (6.1.7)

and one has, from (1.4.3), 

pr/jtr [exp - (17n{N}/A;T)]4N}, (6.1.8)

where
z" = zJW* (6.1.9)

and the potential energy U, depends only on the coordinates of the 
centers of mass, {N} = r10 . . . r.Va, r16, .... As before we see that 
in the perfect gas limit for which UN = 0 the integrals are VN and one 
has PV — kT V N za. The activities, za, of (7) are normalized so that 

a
Pa = d(PlkT)/d In za — za in the perfect gas limit. Instead of (7) we 
could use

= lim {Pa0 exp[/ia - (6.1.10)
Po—■0

as the definition of the activity, za.
Now the approximation that the pair potentials between different 

molecules are independent of their internal coordinates is probably 
fairly good for molecules without dipole moments, and which are not 
long chain organic molecules. This is pragmatically justified by the 
fact that in the fluid state, at least, such molecules appear to obey the 
same law of corresponding states as the truly spherical molecules such 
as argon (section 6). In any case one can formally avoid this assumption. 
We may simply sum exp — EK]kT over all internal quantum states at 
fixed values of the coordinates of the centers of mass, then integrate 
over the center of mass momenta, multiply by (Aa3/$ia) for each mole­
cule of species a, and define the resulting function of the coordinates of 



DENSE FLUIDS 119

the centers of mass as exp — UN*{N}/kT. An "‘average” potential UN* 
is thus defined. This average potential, UN*, may, it is true, then be a 
function of T, which does not alter the manipulations of this chapter. 
Stated in more erudite quantum mechanical language we define 
C7*a,{iV} as —A:?1 times the logarithm of the diagonal portion of the partial 
trace of the coordinate representation of the matrix TTfta3IQia)Na 

a
exp — HjkT, the partial trace being taken over the internal coordinates.

This sort of formalism permits us to regard the treatment in terms 
of the center of mass coordinates alone as completely general, but it 
may not always be the method of choice. The reason is as follows.

By defining the component potentials, un with equation (6.1.4) or 
(6.1.5), we obviate the necessity of assuming at the outset that the total 
potential energy is a sum of pair terms, and will be able to carry through 
a formal development independent of such an assumption. At the end, 
however, in order to use any equations numerically we must return to 
at least the assumption that the component potentials, un, become 
numerically negligible as n increases much beyond two, and usually 
actually assume un = 0 for n > 2. Although certainly not exact, this 
assumption probably leads to very good results for molecules that do 
not react with each other to form true chemical bonds, (i.e. it is com­
pletely invalid for H atoms, or for free radicals such as CH3). However, 
if the molecules have large dipole moments, so that the pair potentials 
depend strongly on the angular orientation variables, or if we deal with 
long chain polymers, then the sum of pair potential assumption is only 
nearly valid if the significant internal coordinates are retained. Actually 
no specific change in language is needed to include the case that internal 
coordinates are present, but in the interest of simplicity we shall carry 
through most of the equations as though internal coordinates were 
absent.

6.2. Distribution functions
The number density functions, pn{n}, are defined by the statement, 

p„{n} d{n} = the probability that at the coordinate position 
{n} within the volume element d{n}, there are simultaneously 
at all positions, molecules of the designated species. (6.2.1)

Thus if n — 1, n = one molecule of species a, pa(qa) is the probability 
density of finding a molecule of species a at qa. If qa — ra only, then 
in a fluid pa(rn) will be independent of the coordinate and equal to 

5
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pa, the average number density of species a. In general

lim [ (Qa)dqa] = pa, (6.2,2)
F->oo

although for single crystals pa(ra) will be peaked at the lattice positions. 
For a fluid the integral over the internal part of qa o£J(qa) dqa (internal) 
always gives pa.

For a pair, pab(</n,<76) gives the probability density of observing 
simultaneously a molecule of species a at qa, and one of b at qb. For a 
single thermodynamic phase (and we shall always tacitly assume this 
restriction) we have that as qa and qb are widely separated,

lim [Pab(qa,qby] = pMpM, (6-2.3)
’’at.—00

since the presence or absence of the molecule of species a at qa does not 
affect the probability that b be at qb when the distance is very large. 
In a fluid, if qa = ra, qb — rb, that is if we do not use the internal 
coordinates, pab will depend on only the distance, rab between then. In 
a one-component system, p2(r) = pao(raJ is experimentally measurable 
as the three-dimensional Fourier transform of the X-ray or neutron 
scattering pattern. Its general form is given in Fig. 6.1.

Fig. 6.1. Schematic representation of p2(r) for a liquid.

Again there is, as there so often is, a source of confusion due to 
numbering. In a crystal, the probability density pab(rx,r2) of finding a 
molecule of species a at r15 and one of species b at r2 is not generally 
equal to the probability density p6o(r1,r2) of finding a molecule of species 
b at ?! and of species a at r2. In a fluid, since j — r2| = |r2 — rj and 
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pab depends only on r12 = |rx — r2| we have

Pab(r!2) — Pbafriz)-

We shall retain the normalization appropriate to the crystalline case 
that pab(r12) is the probability density of finding a molecule of species a 
at some fixed position, and simultaneously of finding one of type b 
at another position r2 a distance r12 away from the position rP This is 
half the probability of finding a pair of molecules, one of type a, the 
other of type b. We then have in a system of o components that

a = a b = a

p(?) = 22 Pab(r) (6.2.4)

gives the total number density of finding a molecule, of whatever 
species, at two positions a distance r apart. Were the other normaliza­
tion used, pab* = 2pab, we would have to write

p = 2 1p^ (6.2.4')

so that the unlike terms, ab ■= ba occurred only once in the summation. 
]t is somewhat more convenient to use the distribution functions, 

T’nP?}, instead of the number density functions,

P»{"} = PnP.{»}, (6.2.5)

p” = p"‘p"‘ • • •.
since then the normalization is always the same, namely,

lim
V—►<»

~ ■

dn = 1. (6.2.6)

In lire fluid, then, Fa = 1 if the coordinate is only ra, and its integral 
over the internal coordinate space is always unity.

We can generalize eq. (3) for any number set n. If the number set is 
written as a sum, n + m, and the distance rn m between every member 
of the set n and every member of the set m becomes very large, then

lim IA+m({" + m})] = Fn{n}Fm[m}. (6.2.7)

This property of the functions is one that we shall use repeatedly; it 
is, however, subject to a certain limitation that is discussed in section
6.11.
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6.3. Equations for the distribution functions
The reduced probability density, prtPnj{m}, can obviously be 

obtained by summing the probabilities, [exp( —PF/^TJJlz^/NJJexp 
( — UjkT), of finding the set N of molecules in V, over all N > n, and 
integrating over all positions of the molecules other than those at {n}. 
A little care is needed, however, to decide the weighting to give each 
term of N. Write N = n + M. We must then sum over M from zero to 
infinity, and we integrate over d{Af}, keeping the coordinates of the 
numbered set n fixed at {n}. However, we could have chosen the num­
bered set which remains at {n} in any of (n + M) \fn\M\ ways. But we 
defined pn{n} as being the probability density that any molecule of the 
correct species be at {n}, not a particular numbered molecule la at 
position qla, 2b at q2b, . . etc. We must therefore multiply by n!. 
This means we multiply the term M by Nl/Ml We then multiply both 
sides by z~n exp PVjkT to obtain

ePV/kT {exp\-Un+M{n +■ M}/kT]}d{M}.

(6.3.1)
If we arbitrarily define

(6.3.2)

then this equation becomes (6.1.8) for epvlkT when n = 0.
The distribution functions, Fn, depend on the intensive properties, 

z and T, of the ensemble, Fn — Fn(z,T{n}). In the limit that all 
activities, za, approach zero, pa/za = 1, and P —► 0, exp PV/kT —► 1. 
The sum on the right has then only one non-zero term, M = 0, so that

Fn(z = 0,P,{n}) = exp - (Un{n}/kT, (6.3.3)

the distribution functions of zero activity are exp — U/kT.
An inevitable confusion arises from the mathematical necessity of 

labeling the coordinates of identical molecules with indices to distinguish 
the coordinates from each other. The probability, d'x, of finding the 
set N of molecules in V is,

W yr N _ .-PV/kT
~ N<

* r
J Jv

(6.3.4)

From (6.1.8) one then has, as one must, that

N>0
(6.3.5)



DENSE FLUIDS 123

Now one may logically define two differently normalized functions, 
1Fa{N], or ff\*{N}, as probability density functions of having exactly 
a set, N, of molecules in V and at the coordinate positions {N}. We 
prefer to define

ff n{N} = zN e^pvlkT e-u^w/kT. (6.3.6)

as the probability density that the (necessarily) numbered coordinate 
positions {N} are occupied by molecules of the appropriate species, 
molecules of type a at the positions {NJ, etc. We then have

' r

J J v 2V!
(6.3.7)

since in the integration the same physical configuration is covered N! 
times.

We could alternatively have defined

WN*W = (zN/N!) e-pv/kT e~u^N}lkT (6.3.8)
as the probability that molecule la was at position la, molecule 2a at 
position 2a, . . .. We then have

r r
W ~ N ~ . MW), (6.3,9)

J J v

which appears more convenient than (7), but the probability of observ­
ing necessarily indistinguishable molecules at positions {NJ- is

IFn{N} = N!JFn*{N}. (6.3.10)

Our probability density functions pra{n) — pnJf1rt{n} are defined 
analogously to 1FN of (7), namely as the probability densities that mole­
cules of the appropriate types are at {n}. This seems to be the only 
normalization that one could use in an open system, since if the system 
is exposed to an infinite sea of molecules it has no meaning to ask the 
probability of finding some prenumbered molecule la at position la, . . ., 
etc. Even in a closed system having exactly Na molecules of kind a in V 
the normalization would be awkward, although logical, and the proba­
bility density, pnf{n}, of finding molecule la at position la, 15 at posi­
tion 15, . . ., etc. would be

= Pn{n}lN!, (6.3.11)

so that the values at any position {n} would depend critically on the 
size of the system as well as on the intensive variables z and T.
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Our normalization, (6.2.5), of Fn{n} is such that if all distances ri} 
become large, and if the coordinates contain no internal coordinates, 
then Fn approaches unity in value for a fluid. With (4) this means that 
for sufficiently large V, and finite

. .. Pn{n} d{n} -> n Na'a = -ViiEK"a- (6.3.12) 
J J r J “ a

The integral of pab for a = b is then NaNb in sufficiently large volume 
V, which is the total number of a-b pairs, and the integral of the two 
terms, pab plus pba, in the summation of (6.2.4) is twice the number of 
a-b pairs. The integral of the single term paa in (6.2.4) over V is Ha2 
which is twice the total number of a-a, pairs.

If the potential energy is a sum of pair terms only, and we define 
quantities of the dimensions of energy,

uba = uab = p 47rr2 uab(r)Fab(r) dr, (6.3.13)
Jo

so that with xa = pa]p,

uab(r ij)Pat>(r aldr idfj — Nxaxbuab. (6.3.14)
J J y

Define the average potential energy u per molecule by
a = a b — <T

U = Z XaXbUab, (6.3.15)
a=l 6=1.......................................................... ..........................

and the average potential energy of the molecules in V will be

U = Hu. (6.3.16)

We shall now show a simple physical interpretation, in a classical 
system, of the quantity —kT In Fn.

6.4. The potentials of average force
An energy function, Qn(z,71,{n}), can be defined by

Q„(z,T,{n}) = - kT In Fn (z,T,{n}). (6.4.1)

We shall show that, if the system is classical, these functions are 
potentials of average force.

The meaning of this statement follows. Suppose in a system the set n

f In section 6.11 we discuss the case of finite V. 
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of molecules is at the position {n}. Acting on any one of these molecules, 
say molecule ia, there will be some force along, say, the x-axis, fxia. 
This force will be composed of additive components, one part due 
directly to the other molecules of the set n located at {n}, and the other 
due to all other molecules in the neighborhood of ia, whose average 
positions will be influenced by the set n at {n}. The force fxia will 
fluctuate in time, even were the other molecules of n to remain at {n}. 
Looked at differently, at any time t, the force would be different in 
different members of the ensemble for which a set n were at the position 
{n}. There will be however, an ensemble average value fzia. The asser­
tion is that

AJz,T,{n}) = -Kln(z,T,{n})dxia. (6.4.2)

The proof from (6.3.1) is extremely easy. Differentiate (6.3.1) with 
respect to xia, on both sides, remembering that this coordinate is one 
in {n}, and not one over which the integration of the left extends. 
The only part of the left hand side of (6.3.1) that depends on xia is Fn, 
and the only part on the right is Un+M. The differentiation can be made 
under the integral. Using (1) and (2) and multiplying both sides by 
[exp — PV/kT](zjp)n kTFn~x one finds, with (2) for fxia, 

SU
(6.4.3)n + M w;m({w d{M},

where
= <r wp-"*" + M(M!)-‘ F„-1 exp - + (6.4.4)

This is exactly the normalized probability density that if there is a 
set n of molecules at {n}, there are M other molecules in V, at positions 
{M}. The normalization is just such that the sum over M of the integral 
over dM of JTn M is unity. The expression (3) is then exactly the 
average force along xia when the set n is at {n}.

6.5. The Kirkwood superposition assumption
Just as we wrote, in equation (6.1.4) the total potential energy 

function Un{N) as a sum of component potentials, we may
always write,

£J„{n} = 2 (6.5.1)
Mn

= 1 W, <6-5-2)
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An assumption, introduced by Kirkwood and called by him the 
assumption of superposition, is that a>v = 0 for v > 2. Since for fluids, 
and if no internal coordinates appear, Qj(r) = o1(r) = 0, there remains 
only co2, i.e. o)aa or a>ab if different species a, b, are present, and this 
function will depend only on the distance rif of the two molecules. In 
this approximation the higher order distribution functions, Fn, are the 
products of the pair distribution functions.

Unfortunately there is little evidence, at present, justifying this 
assumption. Probably the best evidence is very pragmatic, namely that 
with its use it is possible to solve for F2 as the solution of an integral 
equation (section 6.12). The results obtained by Kirkwood and co­
workers appear to agree reasonably well with experimental values 
obtained from X-ray scattering, and also with values obtained for hard 
spheres by numerical electronic computers.

It is clear that the assumption a>3 = 0 is incorrect, even if of 
(6.1.4) were strictly zero. In one other sense, the assumption cov = 0, 
v > 2 is probably much poorer, than the equivalent assumption for wv.

From the second virial coefficient for argon and its temperature 
dependence one may evaluate the pair potential function u2(r). This 
may then be used, with the assumption of pair additivity, to compute 
the properties of crystalline argon, where the un’s for n > 2 should be 
important if they differ very significantly from zero. The results agree 
reasonably with experimental values, but appear to differ outside of 
experimental error.

Now on the other hand the potential of average force, for
N = N the average number of molecules in V, for values of the coordi­
nates {N} all within V, must go over asymptotically to the potential 
energy function, Un{jV}. This must be strictly true for a closed system 
containing exactly the set N. The pair potentials of average force, 
Q2(r), look very different from the isolated pair potentials, u2(r), and it 
is unlikely that the sum of the w2(r(J) adequately reproduces UN. 
This means that in the sum up to very large values of N, we can hardly 
expect the sum of for v > 2 to be negligible. This does not negate 
the possibility that U3 is well given by the sum of the three pair terms 
co2.

Although our formal manipulations will not involve the Kirkwood 
assumption, all equations from which Fn and hence can be evaluated 
involve Fn+1 and hence Qn+1. It is only by use of the Kirkwood assump­
tion, or some similar “closure” that expresses £In+1 in terms of that 
an evaluation can be made numerically.
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6.6. The virial of Clausius
An extremely valuable expression for the pressure in any system 

gives PV as the perfect gas kinetic energy term NkT plus the virial of 
Clausius which contains the contribution of the mutual forces between 
molecules.

Use (6.1.8) for ep] lk2 as a sum over sets N of integrals over the 
coordinate space. In this we use dimensionless coordinates, Ria, for 
molecule ia of type a, defined in terms of the usual metric vector ria by

r ta = Ria,
dria= VdRia, (6.6.1)

and {N'} for the set of these dimensionless coordinates for a set IV of 
molecules,

{IV} = J?la, . . ., Rya, Rjb>. .
VNd{N'} = VNdRla . . . dRNadRlb . . . = d{N}. (6.6.2)

The integration range of d{N'} is now over unit volume. Equation 
(6.1.8) is now

ePVIkT

vto N!
[exp — U N(V1/3{N'})/kT]d{N'}. (6.6.3)

*
Carry out the operation

O = VkT e-pv,kT^V\ r (6.6.4)
on both sides of this equation.

Since the pressure P depends only on z and T, and not on the total 
volume, the operator O of (4) operating on the left hand side of (3) 
gives,

OepvlkT = PV. (6.6.5)

On the right hand side 0 acts on (Fz)N and on the potential energy 
function. We have

O(Cz)N = k.TN(Vz)N (6.6.6)
The term

(Fz)N 
N!

— PV/kT a . . [exp - UN(V1/3{N'})lkT]d{N’}

-PV/kT
~ 2V!e [exp - UN{N}/kT]d{N}

i

IP " N (6.6.7)
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is the probability of finding the set N of molecules in the open system, 
and the sum of (6.6.6) over N yields

kT^^WN = NkT. (6.6.8)

If the potential energy were identically zero this would be the only 
term on the right and we would have the perfect gas expression, 
PV — NkT. The additive term due to the operator O acting on exp 
— UN/kT under the sum and integral is the Clausius virial — | < U' >, 
and

PV _ NkT = ^<U' >. (6.6.9)
To evaluate <[/'> we note that the potential energy function, 

UN, of (3) is a function of the 32V metric vector components, xiaa = 
V1/3Xiao. of a — 1, 2, 3 and la < ia < 2Va, for all types, a, of molecules. 
The logarithmic derivative, 7(3/37), operating on UN gives

32V / dUN\
V(d/dV)UN = i 2 xffla (6.6.10)

wwc = 1 \ iaa. /

and
Oe~UNlkT = - j e~pv'kr e~UN’kT U'N. (6.6.11)

The virial — | <Ur> is then

L

WN{N}U'N{N}d{N}t (6.6.12)

which is, as our notation has anticipated, minus one third of the average 
value of the function U' N.

The expression for U'N can be put in a simple form if we assume 
that the potential energy function is a sum of pair terms only. The pair 
term, wi3(r^), is a function of the distance, rtj between the two mole­
cules i and j. Since

x^dr^/dx^ = xiK(xin — x^/r^ 
x^SrJdx^ = — xja(xi<x —
a=32 [xia{d/dxia) + x^d/dx^u^r^ 
a = l

y3 ('Xia ~ x^2 du^r^ _ duu(riJ 
rif dri5 ~ li dri} ' (6.6.13)
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We have, then,

u'n= 2 1 riiduij(rij)/drij. (6.6.14)

We may use the pair probability densities, pab(r) = papbFab(r) to 
evaluate the averages. Analogously to 6.3.13 we define

<1 b P 4:7T)'2
dr

tZwa6(r)'
F<Mdr, (6.6.15)

0

and
a = <T b~a

u' = I 2 2
a=l 6=1

(6.6.16)

We then have, from (9), since

(6.6.17)
that

P = p[kT — iw']. (6.6.18)

6.7. Calculation of Fn(z,T,{n}) from F n(y ,T ,{n})
In this section we shall derive equations by which the distribution 

functions, Fn(z,T,{n}) are given in terms of the functions for any other 
activity set y = ya,yb. . .. In section 6.3, eq. (6.3.3) we saw that 
[exp — U N{N}/kT] could be written as the limit, when all za —> 0, of FN. 
Equation (6.3.1) thus gives Fn(z) in terms of FN(z — 0). We shall 
show how Fn{z) can be obtained from FN(y) for any y.

For the sake of brevity we define

p(z,T)n VP(z,T)
0„(z,T,{n}) = exp F„(z,T,{n}). (6.7.1)

Since at z = 0 we have P = 0, and pjza = 1 for all a, one has that

Gn(z 0,T,{n}) = Fn(z 0,T, {n}) = exp - Un{n}/kT,
(6.7.2) 

and (6.3.1) becomes

(?„(z,«,{n})
ZM

Ml= 2
M>0

„+M (z = 0,T,{n + M})d{M}. (6.7.3)

Now (3) represents an infinite set of equations for all values 0 n oo, 
determining Gn for z in terms of the GN for z == 0.
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Actually, for all real systems, UN becomes very large and positive 
if any pair distance, approaches zero. We would not change the 
answers if we assumed U —> oo if any pair distance < r0 where r0 is 
suitably chosen. In this case all functions GN would be identically zero 
for all values of the coordinates if N were larger than some AT0, AT0 = 
V/(irr03l6). We would then have a finite number of (non-zero) functions 
GN(z) and an equal finite number, GN(z = 0), and just this number of 
equations. As a mathematical exercise we might choose to regard the 
functions GN(z) as known, those for GN(z = 0) as unknown, but 
determined by the set of integral equations (3), in terms of We 
would hardly expect to be able to solve this set explicitly. It so happens 
that we can actually write the solution by inspection, and readily prove 
its correctness.

The solution is,

G„+N(z,T,{n + N}d{N}.

(6.7.4)
To prove (4) correct insert it in (3). We have

ZM(—Z) 
y y ——- vto wfo MINI n + M+ N

X (z,t,{m 4- M + N}dMdN. (6.7.5)

In this write N + M = K and M = K — N. One has $dMdN = fdK. 
The coefficient of the term Gn+K is

(K-N) !N! V (K, - AT.) W„!

(z — Z }Ka= n --Vr = nw 
a * a (6.7.6)

namely zero unless all Ka are zero, and if all Ka — 0 the coefficient is 
unity. An identity in (5) is obtained. Thus (4) is proven correct.

Now we can use (4) to obtain an equation for Gn(z) in terms of the 
functions Gn(y) for any other activity set y. Namely insert (4) with y 
replacing z into eq. (3). We obtain an equation similar to (5) with 
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Gn + M+N(y} under the integral and ( — y)N in front. Going through the 
steps of (6) we find that the coefficient of Gn + K is,

(ga - ya)K,t = (z - y)K 
AJ “ KI

so that, replacing K by N, we have

- y)Nf f
<?„(*, ?>}) = 2 . .

(6.7.7)

+ AWN}. (6.7.8)

In the limit y ~ 0 this equation is the same as eq. (3). If z == 0 it is the 
same as (4) with y replacing z.

Finally, going back to (1) we write (8) in terms of the functions Fn 
as

[exp P(z,T)F/^T][p(z,T)/z]"Fn(z,T,{n})

(6.7.9)

P(y,T)V~[eXp kT J
~P(y,n~ 

_ y .

n 1
(Z-y) y

— —
p

• •

•

F„+K(y,T{n + N})<7{N}.

N

J V 7 c

In the particular case n 0 this is, with Fa 

[P(z,T) - P(y,T)v 
exp kT = 1 (z-y)

1,

p(y>T)~ 
y

N

f*

kJ

. . FN(y,T{N})d{N}. (6.7.10) 
Jr *

6.8. The osmotic pressure
A particular case of (6.7.10) is one which leads to an expression for 

the osmotic pressure.
Let one component, say component a = a, of the molecular con­

stituents be designated as the solvent, the other components a, b, etc. 
as solutes. Choose the set y as

> 2/a> ya - • • • (6.8.1)
and the set z as

z = (z« = 2/a), zb, . . . (6.8.2)

The activity set y is now that which describes the pure solvent, or, 
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more accurately in our language, the solution of a, b, . . . in a in the 
limit of zero activities or zero concentration of the solute species. The 
activity set z is that of the solution with non-zero activities of 
the solute species, but with the same fixed activity, ya of the solvent. 
The difference of pressimes,

P(z,T) - P(y,T) = Posm(za, zb>. . . T), (6.8.3)
is now the osmotic pressure of the solution, the difference in pressure of 
solution minus that of solvent at the same activity, ya, of the solvent.

The factor (z — y)N under the sum of (6.7.10) contains one factor, 
(ya — ya_)Na, which is identically zero unless = 0. The sum over N, 
then, contains only non-zero terms if Na = 0, and can be regarded as a 
sum over the set,

N = Na, Nb, . . 
omitting Na.

Now examine the quantity

~pa(ya,ya>yb, ■ ■ •> ^)TCa = Za lim
ya

(6.8.4)

(6.8.5)

The quantity is an activity, since it is proportional to za, and hence 
to ef‘alkT. The proportionality is such that

lim
Pa\!/a’Za’2/b> * •

>a .. zapa(ya,ya,yt>> • • ■>?): --- ------------
yapa(y«,Za,yb> ■ • -,p)

(6.8.6)

= 1.

g-J’osmr/fcT — X

We therefore find that is the activity of species a in the solution, 
normalized so that it becomes equal to the number density, pa of species 
a in the solution of solvent a at activity ya. Equation (6.7.10) is then 

p -

n N!n J J v
in which the sum runs over only the solute molecule set N = Na, Nb, 
and in which the properties of the solvent molecules nowhere explicitly 
appear!

The properties of the solvent, a, is of course implicitly hidden in the 
potential of average force function, QN. This is the potential of average 
force between a set N of solute molecules in the limiting activity ya and 
ya-+ 0, yb . ■ -If the forces between solute molecule pairs a-a, 

(6.8.7)
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a-b, b-b, etc., are measured in an infinitely dilute solution of the solvent, 
which means in the limit that only the pair considered is present in the 
solvent, and the potentials coaa(raa), €oa6(rab), etc., constructed, then 
these pair potentials are those that appear in Insofar as the Kirk­
wood superposition is valid, these alone determine and the computa­
tion of the osmotic pressure can be made by exactly the same method 
as was used in the treatment of the imperfect gas.

In any case the potentials that enter (7) are those between the 
set N of solute species in the pure solvent, and in the absence of any 
other solute molecules. For sufficiently small values of activity only 
terms of small values of iV are important, and is zero over the greater 
configuration space where all pair distances are large. The integrals are 
then FN and one has the perfect solution equation,

P0/kT = J (lim £ -> 0).
a

Differentiation yields

(6.8.8)

Pa = lS(PolkT)/3 In 5Jt, id,... = £„ (lira £ - 0) (6.8.9)

which agrees with the limit of (6.8.6).

6.9. The cluster development for osmotic pressure
The cluster development of chapter 4 was made with the specific 

limitation to a pair potential sum for the total potential energy, and 
for a one-component system. These limitations are unnecessary. Our 
general notation for the coordinates of sets of molecules permits a 
fairly easy and concise development in the general case.

We use the notation to indicate a partition of the set N
of numbered molecules into k unconnected subsets nit 1 <1 i k, with 
coordinates {n JN, such that

*2 = M (6.9-D
1=1

so that every numbered molecule occurs in one and only one subset 
{nJN. Use

(S{/c{n.JN}u) = summation over all partitions, (6.9.2)

including the partition with k — 1, {njjv = [N], to the partition k = N 
where every subset, contains a single molecule only.
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The cluster functions are then defined implicitly by the
equation,

i=lc
Fn = JJV}.) n 9„,{n^

i = l

The inverse equation giving gn explicitly is

9n = - 1)! f[ i\{v(}n.
1=1

Define cluster integrals bn by

1

6n(F) = wH
&i= i

(6.9.3)

(6.9.4)

(6.9.5)

(6.9.6)

as in (4.2.6), There are

JVi/TTm !)*"nmn! ways
n

(6.9.7)

of forming mn clusters of subsets n out of the set N of molecules, where

= N. (6.9.8)

The sum of integrals of (6.8.7) is then
v-N f 

Y — 
nN! J

r r (Vb c")™”
... fn{n} d{N} - n 2 ", -

Jy J . n ™n>° ‘.............................

= expF2«”> (6.9.9)
n

and
= 2 (6.9.10)

n

Since, in general,

[B(PmlkT)S In UT,,u„... = pa (6.9.11)
we have

P. = 2»A«" (6.9.12)
for the concentration, pa, in molecules per unit volume, of solute 
species a. One must remember that the bn’s are to be computed from 
potentials of average force between infinitely dilute solute molecules 
at the same activity of solvent as in the solution, which will then be at a 
lower pressure than that of the solution by the amount PO8111.
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Using the Bm’s already discussed in section 4.8 we shall now proceed 
to show that

In (Up.) = - P. 2 (6.9.13)
m >2

and
•P„m = »'[p - 2 (»» - l)B„,pm]. (6.9.14)

tn >2

However, the general rigorous derivation of these becomes quite 
complicated. One has always the complication of the combinatorial 
calculation given in (4.4) for one component, which is more involved 
for more components. In addition the very definition of the 5m’s 
becomes non-trivial if we have both of the complications due to many 
components and those due to a failure of the assumption of pair 
additivity in the potentials of average force. For one solute component 
one can always define Bm by the implicit relation, for w 2,

1” "I'
X U(nBmYm/vm' (6.9.15)

m J JUm - 1)»,„ = it - 1

for which the explicit inverse is

_ ., v [m — 2 + Sv ]! (nbn)Vn\
= 2 (-)i+-- -——— n 

nl ■ «>2 Vn- Js(n-1>B = m-1.
n

(6.9.16) 
In the multicomponent case one can define the component poten­

tials, of average force by (6.5.2) and introduce quantities,

/„{n} = [exp - o)n(n)/&T] - 1, (6.9.17)
so that

exp - (IFn{N}/A:T) = IT IT + .WU- (6.9.18)
n>2 {n}N

Now develop the product. Inventing different colored n-pointed stars 
for the /rt’s one can imagine diagrams for every product, and again the 
sum of all possible products corresponding to diagrams between the set 
tn of vertices with no nodal vertex will form an irreducible function, 
rm(m), eq. (4.8.4), whose integral in V over all d{m] divided by V and 
by m! will be Bm, eq. (4.8.5).

The next step would be to find the combinatorial factor for the num­
ber of ways of forming a product belonging to bn from a given product 
of power vm of the Bm’s, corresponding to C(m1, . . ., mv, . . .) of 
eq. (4.4.8) in the one-component case. From there the steps would 



136 EQUILIBRIUM STATISTICAL MECHANICS

follow a course similar to the derivation in section 4.4 using the 
Cauchy integral method corresponding to (4,4.13). This procedure has 
been carried out by Fuchs for the general case.f We short circuit this 
lengthy and complicated argument by using a proof that appears to be 
completely compelling, even if somewhat cryptic.

For one component
= (6.9.19)

and from (4.2.12) and (4.4.21) we have the two equations,

U™ = 1 W (6.9.20)
n>l

= kT[p - 2 (6.9.20')

Now suppose there are distinguishable molecular species a, b, . . ., 
but the potentials of average force Qn{n} were completely independent 
of the species of molecules in the set of n, a case that is closely approached 
by molecules containing differing isotopic species of moderately heavy 
atoms. Let xa be the mol-fraction of species a, xa = Na/N, so that

IX = L (6.9.21)
a

and let za be the activity of species a.
The Gibbs free energy G has, for the mixture of mechanically identi­

cal molecules, the additive term 4- kT^Na(\n NJN) due to the entropy 
a

of mixing (see section 2.6), and with /j.a = (dG/dNa)T we have = 
/z + kT In xa where /z is the chemical potential per molecule of a one- 
eomponent system of the same temperature and pressure. With (4.1,3) 
for z we have

za = xaz, (6.9.22)

where z is the activity of the hypothetical one-component system. The 
pressure is given by (20) with the number density p given by

P = ln z)t- (6.9.23)

Now for the mixture of different species we introduce,

n 1 ml
l>„ = B-n=—t B- (6.9.24)

f K. Fuchs, Proc. Roy. Soc. A 179, 408 (1942).
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and
b0,„, = w 2 bX

n>l

( n 1 1
= »r 2 bnz- 2 frT-, IR“- 

n>l |na ll'4’®' a )Sna = n 
a

= kT 2
n>l

= k J bnzn, (6.9.25)
n >1

the same as for one component of activity z. The number density of 
species a is now

Pa kT I Xa\^zJT’ kT (6.9.26)

=

which, of course, is required if xa is to be the mol-fraction of a.
We may now use (20') for the pressure of the one-component system. 

We assume that, for the multicomponent system we can expand Posm 
as a power series in the pa’s, and noting that, analogously to eq. (25),

BmP’" =
a

= {2 Bm = m
ma a

= E B„Pm} „ - (6.9.27)

we derive (20') from (20) for the case of indistinguishable forces between 
molecules of different species. But if this is correct in the asymptotic 
limit it must be the correct general equation, provided an expansion 
with coefficients of the nature of the Bm’s exists.

6.10. Moments and thermodynamic quantities
There is a bewildering variety of relations between thermodynamic 

quantities such as the first, second, and higher derivatives of P]kT with 
respect to 1/kT, In za, In zb, etc., and integrals of functions involving the 
probability densities, pn{n}. We shall demonstrate and discuss a few of 
these.
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The probability density, in the coordinate space, {N}, of
finding exactly the set N of molecules in volume V, and of finding 
these at the position {NJ, is

W\.{N} = exp - (PF + PA,{P}), (6.10.1)

normalized so that
■*

N>0 J J7
i = i. (6.10.2)

The normalization (2) must hold for all values of the parameters (1/&71), 
In za, In zb, that determine the state so that, for instance,

v J
~(SWN/Slm^d{N},

Jy

~d(PjkT)~

- T,2b
8 In za a

= -V[d(PlkT)/d In za]T>Zb + Na = 0, (6.10.3)

with Na the average number of molecules of species a in V. Taking the 
derivative with respect to (1/&T) gives

-V[d(P/kT)/d(l/kT)]s - = 0, (6.10.4)

with V the average potential energy in V. Define

u = U/N (6.10.5)

as the average potential energy per molecule. Since u — 0 in the perfect 
gas and the kinetic energy is classically independent of density, we have

W(z,T) = N~\E(z,T) - E^ gJ (6.10.6)

for a classical system. With (5) we have, from (3) and (4),

[a(P/*T)/a In za]T^ = xap, (6.10.7)

T[8(P/kT)ldT]x = p(u/kT), (6.10.8)

where eq. (6.3.15) in a u-component system gives
J a=a b=a
; 2 2 xaxbuab. (6.10.9)a=l6=i
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Equation (7) above has been used repeatedly as a thermodynamic 
equation, and, since (d In z)T?(> = (l{kT)[d/bta)Tthe proof given 
here is essentially the same as that given in section 1.3, eq. (1.3.12). 
The relation (8) is new, and can be derived straightforwardly but 
tediously from (7) and (1.3.19) that (dP/dT)^ — S/V.

Using (7) and (8) for derivatives of P/kT we can write,
In = W'N[xV„ - Vb(z,T)], (6.10.10)

[SW^/kT)], = - Wn[Un{N} - U(z,T)], (6.10.11)
in which the averages, Na, U, depend on z and T, but the two functions, 
Na, and UN{2V} do not. The quantity Na in (10) is a trivial function 

ia-Na
Na= 2 1, (6.10.12)

ia — la

namely the sum over all molecules of species a of unity, but it can be, 
and will be, regarded as a function in what follows.

In general if is any function of the coordinates of the set N 
of molecules, we can define its average value ip, per molecule, as

w = N~^ = 2V-1 y —-A N\

*
(6.10.13)

J

For two functions, T’v, we define product moments by

= ^-l x [ f - • •1 - ^][%n - im

= 2V-1[<VX> = T%], (6.10.14)

where <T/> is the average value of the product function, 
Since, necessarily,

1
f*

IFn[<Fn - YX{N} = 0, (6.10.15)

it follows that if x is any paramenter on which or or both depend
we can, by differentiation under the integral obtain,

(W/dx) -

- -If’
^>0 J Jy

- NI gin Wjdx 

- T][3 In WN/Zx]d{N} (6.10.16)
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we shall let x be In zb and 1/kT consecutively, using (10) and (11) for 
d In WN/dx. For 1FN choose three different functions. The first is Na 
with Na{z,T) = V[d{PlkT)l'lnza]Zb T. The second is UN with U(z,T) 
= — [8(P/kT)ld(l/kT)]s. The third is the function UN', defined by 
eq. (6.6.10) and given, for the simple case of a sum of pair mutual 
potentials by (6.6.14),

1 T d{pu) { \T
JcT~p ~dT = I kT)lv’v'

r L -iz \ /

u.x' = 22 r^du^/dr^]. (6.10.17)

From (6.6.9) we have

U‘ = 3NkT - 3PV
= 3VkT[p - (P/kT)], (6.10.18)

(dU’/S In = 3VkT(3p/d In za)hT 3NakT, (6.10.19)

[SUfjd(llkT)]z = 3VkT[P - pkTll + 3(11 kT)

(6.10.20)

None of the functions, No, UN, or UN' depend, as functions of [NJ, on 
In zb or 1/kT. We find, then, from (16)

i r d^p/kT) I i / aPa \ i / dPb 
P |_3In za 3 In zj T p^31nzjz r p\31nzrt

I - 1 7 
P lari kT w 
' \ / z

T ~d\PlkT)~ 1 ~8(pu)~
P a in za ar ' pkT d In zb

za,T

1/ 1 \2 (d2(P/kT)' 
p\kd'l pi/A;T)]2

1

(6.10.22)

(6.10.23)

a In p
ainz0

(6,10,24)

P u T / dp \
~PkT~1 ~~ kT ~~P 1^377

u
" 1 ~~kT

1
kT In’U (6.10.25)

By using the coordinate transformation to dimensionless coordinates, 
discussed in section 6.6, and the operator V(d/dV)Tz we can also find 
expressions involving lu u'-
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We now examine in detail the evaluation of the averages and product 
moments. We have the trivial function 2V0 of (12) for which the 
products are

[.VJNJl2 = ‘2'1+2 2 2 (6.10.26)
ia — la Na^ia>ja^ln

ia = Na jb=Nb 
=221. (a * b), (6.10.26')

ia=la jb=lb

and the sums of pairs, U N and UN',

= 22 ¥-«(’•<,) (6.10.27)

in which the function, y>o-, depends on the species to which i and j 
belong. The product WaYv is

ia = Xa jb=Nb

= 22 2 + 2' 2 2 V^jb)
b ia — la jb = lb

+ m (W - atyj,k(rik) + W 
N >i>j>k^l

+ <5(fc - a)y>o(r„)], (6.10.28)

where, by d(i — a) we mean that d(i — a) is unity if i is of type a and 
otherwise zero. The product of two pair functions is

ITnM][zn{n}] = 22 'Ui(’+)z«('+)
N >i>j>l

+ m [VkiZij + M’n + VijXik 
N >i>j>k>l

T“ XiNik H" VjkXki + XjkVki]

+ 222 ZtvaXki + xaVki + VikXn 
N>i>j>k>l>l

+ XlkVil + VilXjk + XriVik]- (6.10.29)
Witi the definition,

a = a b — a
^r)^r) = Yxa^bFab(r)ipab(r), (6.10.30)

a = l & = 1

we have, for the averages,

<Na'>^Nxap= padr, (6.10.31)
J F

<VP> — | Nip = | Np^Trr2F2(r)ip{r)dr

= i [p2r3(|rI-r2|M|r1-r2|)dr1£ir2. (6.10.32)

J Jf
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For the products of averages we have terms proportional to N2 which 
can be written as multiple integrals,

<iVb><a;
J J v

PaPbdridr,2,’

a

* p p 
p3^F2(r12)V)(r12)c?r1(fr2tZr3,

J J Jy

P4 2 ( ?'12 ) 2 ( 34 )V’ (r 12) X (?*34)

F

dr^r^dr^dr^.

(6.10.33)

(6.10.34)

(6.10.35)

In the products of functions, eqs. (26) to (29) the sums over the 
largest subsets (pairs for N 2 and NttNb, triples for ATaT, and quad­
ruples for Y/) when multiplied by lhN, integrated over cZ{2V}, and 
summed over N lead to terms of order N2. We subtract from these the 
appropriate product of averages, eqs. (32) to (35), before integration 
over the last subset of molecules.

The results can be expressed in terms of integrals,

,dab — [p<ib('r12) PaPb]^ri^r2

— XaXbP$^r2[Fab(r) — lW> (6.10.36)

a,v = p2
Jyb = l

c = a
2 xbxc[Fabc(rb>rc,rbc) - Fbc(rbcy]

C=1

VbArbc)drbdrc> (6.10.37)
a—a b = a

L^x = p^rrr2[ 2 ^axbFab(r)y)ab(r)xab(r)]dr, (6.10.38)
a = l 6=1

a—a b=o

^t.i = p2IJ2 2
a=l 6=1

2 ^b^cFabc^a^cd'a^Xbc^^^a) 
e = l

dradrc, (6.10.39)
a —a b = c c=a d=a

= 1 1
a = 1 6 = 1 c — 1 d = 1

x ~ aM#cd(rcd)]

X (6.10.40) 
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all of which will be independent of the volume of the system if the 
functions ip(r), %(r) go sufficiently rapidly to zero. One then finds,

^.A’6 = ~ (6.10.41)
6 = a

Uj,. = *«(> + J.,) = + 2 «/.). (6.10.42)
6 = 1

a = a b = a
ZV1V = 1 4- J - 1 + 2 2 ^Va6> (6.10.43)

a = l 6=1
b — a

^Na,V = 2 + 2^a,v)> (6.10.44)
6 = 1

fl = (T

IN>Y = ip + = ip + (6.10.45)
a = l

I^,x = |LVz + <F)Z + (6.10.46)
Setting TN, %n equal to UN or UN' we find, through eqs. (21) to 

(25) relations between thermodynamic quantities and the various 
integrals of eqs. (36) to (40). Only few examples will be discussed, 
and these for a one-component system.

The isothermal compressibility, k, is

k = p-i(SpldP)T, (6.10.47)

and, for one component, using (21), with (7),

p-l(dp/d In z)T = p~\8p!dP)T kT [8(P/kT)/d In z]T
= pkTk — Iy = 1 4~ d, (6.10.48)

or with (36) for J,
pf4-n-r2[F(r) — l]c?r = pkTx — 1. (6.10.49)

In the limit of the perfect gas, p —> 0 we find pkTx = !,«• = (1/pkT), 
the correct result. For very highly compressed material the compressi­
bility k is very small compared with \/pkT and the integral on the left 
of (49) is close to —1. If F(r) were given by F(r) = 0, r < r0, F(r) = 1, 
r > r0 wc would then have (47r/3)r03 1/p, namely around each molecule
there is an excluded volume equal to the volume per molecule in the 
system, and beyond this volume the probability density has the normal 
constant value p. Actually this is not the form of F(r) at high compres­
sion. However, the fact that k must be positive, INN 0, requires that 
for all systems

pj4crr2[F(r) — l]dr —1. (6.10.50)

The limit « 0 is found only with INN — N~\<_N2> — A2] = 0, 
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and this can only be the case if the number of molecules in V is pre­
cisely determined, and fluctuations are zero. This condition, of course, 
is most closely approached at highly compressed densities of packing.

The dimensionless quantity

= k-^Su/BT],
= (llkT)(Tlp)[8(pu)iaT\ - (ulkT^T/pHSpIBT), (6.10.51) 

is, from (22) and (23),
/ i \2cz>lt = 1^1 (6.10.52)

This is, in units of Boltzmann’s k, the heat capacity per molecule due 
to potential energy alone at constant activity, a rather horrible thermo­
dynamic quantity. The similar dimensionless heat capacity per mole­
cule at constant volume,

cF = (kN)~\oE[dT)vr, (6.10.53)

has a classical contribution of 3/2 due to kinetic energy, and a contribu­
tion, cv i(, due to potential energy,

= (6.10.54)

By tedious but straightforward manipulation one finds that

u rT’asrq i
Cf’“ = Cz'u +kT 7~d~Pz ~

from which, with (21), (22) and (52), one finds
1

cr.w ~ ~~ <Jn,u>2 Vn.n) *]• (6.10.56)

T dp 
~pdT (6.10.55)

6.11. Open and closed system moments
The manipulations of the last section were made on the equations 

for an “open” system, for which the ensemble is defined by the variables 
z and T. Were the same manipulations carried out on a “dosed” 
system for which the ensemble is one of fixed number set N and T, one 
would have come to the result that cVu = instead, of
(6.10.56). Furthermore Iuv would have been given in terms of the 
same integrals, Lu v, Mu v, and by (6.10.46) and (6.10.38) to 
(6.10.40)! The answer to this apparent discrepancy lies in a subtle 
difference in the approach of pn+m({n] {m}) to pn{n}pm{m} when the 
distances between the subsets {n} and {m} become large.
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The difference in the predictions is seen most clearly and simply in 
the expression for the second moment I v N, and this case only will be 
discussed in detail. The probability density p2(r1}r2) is that of finding 
simultaneously one molecule at and another at r2. If this is integrated 
over drpdr2 in V it gives twice the average number of pairs since molecule 
i may be at rx, j at r2 or i at r2 and j at rv In a fluid for which p2(ri>r2) 
depends only on r12 = [fj — r2| one then has

p2(ri2)^ri^r2 = <WUV — 1)> = <1V2> — N (6.11.1)
J Jy

and, since N = fpdr,

~ P^dr,
= p[4nr2[F2(r) - l]dr = A^1[<N2> - N2 - AT]

1 I - bP
- o2 1-77 - ---  .r „p W 1 — N-*bp

= p2[l — 7V_1(1 — bp) fi- order W~2].
The integral of [p2(r12) — p2]dr2 over the volume V includes a short 

range term where F.2(r) differs considerably from unity, given by the J

= /AW-l, (6.11.2)
which is a quick and easy derivation of (6.10.43), that IAV = 1 fl- J. 
Now in the ensemble of closed systems the number N of molecules is 
specified for each system, the “average” number, TV = N is exact and 
the average of N2 is exactly N2 — N2. In short IN A, = iV"1^2 — 2V2] = 
0 in the closed system ensemble. We then have, for the closed system

P.f477r2{[^(r)]closcd - l}tZr = JcIosed = - 1,
instead of (6.10.49) that J — pkTt< — 1.

The distinction is not difficult to understand. In the closed system 
the number N of molecules in V is fixed, and the density is p — N/V. 
Now we hold one molecule fixed at and look for the probability 
density of finding a second at r2 with | r± — r2| so large that there is no 
direct effect of the one at rr This probability density will be that of 
finding one of the N — I other molecules in some volume V — b, 
where b is a volume of the order of that of a molecule, namely that 
excluded from occupancy by another molecule due to the first at 
We then have

lim p2(r12) = p
N - 11

= P2

(6.11.4)
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of the open ensemble plus a term due to the integral over V of the 
small term —p2AT-1(l — bp). The integral of this over V is p(l — bp). 
The next integration of dr2 over V and division by N removes the factor 
p, so that, from (3), Jclosed = J — (1 — bp) = —1, and with (6.10.48), 
J — pkTk — 1, we have that

(6.11.5) 
Again in the perfect gas case, p —> 0 we have bp << 1 and pkTic — 1, 
whereas for the other extreme of very high compression bp 1 and 
k —> 0.

The other integrals, K and A of eqs. (6.10.37) and (6.10.40) have 
similar limits of the order of TV-1 instead of zero in the case of the closed 
systems.

The open systems, on the other hand, are defined as a finite volume V 
with walls permeable to molecules in equilibrium with an infinite 
reservoir of the same temperature and activity. The value of p2(r12) is 
now given by (4) in the limit that the N refers to the infinite reservoir, 
namely N -> oo, whereas the volume over which the integrals for 
/ViV, etc., are extended remains finite. Expressed less formally, if we 
fix the position of a molecule at rr then, at a sufficient distance the 
probability density of finding a second molecule at r2 is determined by 
the density of the infinite reservoir, and is p.

6.12. Integral equations
The series developments in terms of cluster and irreducible integrals 

in powers of the differences of activities all diverge at phase transitions. 
They have never been used effectively to go from the true mutual 
potentials between molecules, in which one starts at zero activity, to 
obtain information about liquids below the critical temperature. The 
only available method appears to be that of the use of some one or 
other of a considerable number of integral equations.

Formally the various integral equations are all derivable from the 
set of equations exemplified by (6.7.8) giving Crn = (plz)n[exp(VP[kT)]Fn 
at activity set z in terms of integrals over d{N} of the functions Gn+N 
for some other activity set y. Now from (6.7.1) for Gn with (6,4.1) for 
In Fn and (6.5.1) one has for In GN,

i—N
]nGN= (VPjkT) + J (In pi - In z<)

i = l

-XI (o^r^IkT -J X X ViiklkT - . . ., (6.12.1)
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namely a constant plus sums of terms that depend on small subsets of 
molecules, and which, with the Kirkwood superposition assumption 
may be taken to stop with the pair functions at^/kT.

We write (6.7.8) as

(z — y)N f f f
1 -ncn— • - - + W4

J J Jv
(6.12.2) 

and operate on both sides by some type of differential operator which 
acts on the functions coJkT. We will have, on the left, Gn(z) times a 
sum of terms involving functions, Vk(z{v}n) °f smah subsets {v}n of v 
molecules of the set n. These functions arise from operation on the 
functions [cov(z)/kT] at activity set z. On the right under the integral 
one has a similar sum of functions, yv+m(y,{{v}rt + °f subset 
v + tn from both n and N, obtained by operation on [co^+rn(y]kT].

The essential feature is to assume that no non-zero terms exist for 
large {m}N, and preferably that the differential operator can be so 
chosen that m never exceeds unity. For each term, y\,+m, integrate over 
all the molecules of N except those in {tn]N. Multiply by the number 
of such terms in N, namely by Na if {tn}N is only one molecule of species 
a, or in general by N !/(N — tn) Im !. From (6.7.8) one has on the right 
sums of integrals over small sets tn of molecules,

• • ■ “f + HK+m&H + {m}})d{m}, (A)
it v

in which the ^-function is now that of activity z whereas the ^-function 
is obtained by operation on [ajv+m(y)/£T). There will also be terms for 
which m = 0, on the right, namely,

G„(»{n}h-V(y,{v}„). (B)

Divide both sides of the result by Gn(z), define

+ m})], (6.12.3) 

and carry the terms (B) to the left-hand side. One finds 

(2{v}n[v>v(Z,{v}„) — VvChNn)!

= (S{V}„ 2 “iJJ • • + {m})d{m}.

(6.12.4)
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From here various procedures can be used leading to a wide variety 
of utterly different appearing equations.

Probably the most appealing of these is that which leads to the 
Yvon Born-Green equation, since this can also be written solely from 
the knowledge, proved in section 6.4, that Q;t(z,{n}) is the potential of 
average force. We assume a one-component system and choose n = 2 
so that for a fluid with cox = 0, Q2 = The average force,
^»(rorj) — G — r,|) is that acting along the a:-axis on a
molecule at when another molecule is at r,. This force will be the 
direct force, — (d/ctejwfl— rj) due to molecule j plus an indirect 
term due to the other molecules whose positions are influenced by the 
presence of molecules at ri and r3. Assume the potential is strictly a 
sum of pair potentials, so that the indirect force is (3/^zi)u(ri,rJt) 
due to any molecule at rk multiplied by the probability density, 
P3(ri>rnr*)/p2(rorj) that a molecide be at rk, and integrated over all rk. 
We can therefore write,

p2(n»^)
(6.12.5)

Now formally (5) follows from (4) if we choose a one-component 
system, set y = 0, n = 2, and, with any z, the original differential 
operator to be ~~kT d/dxi operating on functions of the coordinate of 
molecule i. With the potential a sum of pair functions the only term on 
the right of (4) is that with m = 1, yi+k = (5/^a:i)u(|ri — rfc|), and 
Q(s,n,r3,rfc) = p^r^r^r^dEpafr^r,)]-1.

In (5) use the Kirkwood closure, F3(rvr^ra) = F2(r12)F2(r23)F2(r3i), 
with F2 = exp (—cotlkT). Since

(a/^)w(|r* - rj) = [(xr£ - xj/r^du^/dr^ (6.12.6)

one has an integral differential equation,

(*< “ ^[dai^r^/dr^] — [du^Jdr^]

1
exp - [«a(rifc) + w3(r3jk)]

xi - xk du(rik) 
Gt drik

drk, (6.12.7)

involving the “known” function u(r) and one unknown function <u2(r). 
Without the Kirkwood assumption there would be an additional un­
known term — (ilkT)co3(ri;j,rjk,rki) in the exponent. One can of course 
attempt consecutive approximations solving (7) as a first approximation
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and then using (4) with n = 3 assuming co4 = 0 to solve for ta3. No 
procedures of this nature appear to have been successfully carried 
through.

We shall not discuss in detail any of the many other manipulations 
that can be performed on (4) to lead to various approximate equations 
which have been proposed or used. We can describe a few qualitatively.

Firstly using the same operator of on a molecule i of the
set n, one can write (4) with z = 0 and y some activity set of interest. 
In this case the expression under the integral has Qn m at z — 0 which 
now contain only the “known” pair potentials w(r). The unknown 
function dco2(r)/dr then occurs under the integral on the right. If again 
Kirkwood superposition is used the sum in (4) stops with m = 1. 
Unlike the case of equation (7)—in which the approximation is made in 
the function under the integral with m = 1, but the sum strictly 
terminates at m = 1 if UN is a sum of pair terms—we now have the 
correct function for m = 1, but the approximation consists in terminat­
ing the sum. The fact that the unknown appears linearly in the integral 
is an advantage, but numerical attempts at solution appear to lead to 
poorer results than (7).

Kirkwoodf derived and used an equation that can be obtained 
readily from (4) as follows. Choose a two-component system of molecules 
of type a and b. Let ya = yb = 0, and choose za to be that of a dense 
fluid, say the liquid, but keep zb vanishingly small. Let una(r) = u(r) 
be the pair potential for which one seeks the corresponding pure liquid 
pair potential of average force w2(r) — °Ua(4) at z = za. Now set 
uab(r) — 2.u(r) so that at A = 1 the molecules of type b are identical 
to those of type a, whereas at A = 0 they interact with nothing and must 
have coa6(r) = 0. Now choose the differential operator to be d/dX and 
take n — 2, n = a,b in (4). Since zb —> 0 the terms Qbab are vanish­
ingly small, and the sum over m involves only the single term m = a, 
with the Kirkwood approximation that

1
Qba,a = P exP - [wfl6(A,?\fc) + waa(r/Jk)]. (A)

The y)ab(y = 0, r) is now u(r) rather than the force, as in the term for 
y on the left of (4), but ya6(z,r) on the left is Scoa6(A,rifc)/5A. The solutions 
have considerable resemblance to the experimentally determined 
functions.

f J. G. Kirkwood, J. Chem. Phys. 3, 300 (1935).
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Other equations that appear utterly dififerent in form can be derived 
from (4) as follows. Write eq. (4) twice, once with y = 0, z = £, and 
once with y = £, z — 0. The expressions on the left are the same in the 
two cases, except for a difference in sign, so that the sum of the two 
different right-hand sums of integrals must equal zero. Now eliminate 
one of the two sets say that at £, from under the integral by using 
its equation obtained from (4) involving Qn m(£) and = 0). One 
then has sums of integrals of products of Qn m(y — 0) Qv k(^)y}uk(y = 0) 
set equal to zero. Now this terrible appearing sum of integrals must 
equate to zero whatever differential operator is used.

Suppose the original potential energy were

= r:f + AAC7a.. (6.12.8)
with

(6.12.9) 
v>0

and we chose the differential operator to be at A — 0. Since the 
functions are absolutely arbitrary the sums of integrals of products 
of the two Q functions multiplying any at any value of the coordin­
ates {v} must be zero. One thereby obtains integral equation relations 
between the functions Qn m for activities 0 and or, for that matter, 
between any two other activities.

The equations by themselves would be hopelessly involved, but by 
making certain omissions tractable expressions can be obtained. 
The more ambitious of these goes under the name of hyper-netted 
chains. One involving more drastic-looking approximations is that of 
Percus-Yevick,f which, however, at least for high temperatures, appears 
to give rather good numerical results.

6.13. Monte Carlo
No discussion of the statistical mechanical methods of treating 

dense fluids would be complete without mentioning the type of results 
now being obtained with the modern high speed computers. The 
calculations partake of the nature of mathematical experiments, 
rather than analytical theory, but the results have the enormous 
advantage that one knows precisely the model of intermolecular forces 
put into the computation.

Two general methods are used. The one which is the closest to a 
true experiment is to start, in the computer, a large number, N, of

t J. K. Percus and G. J. Yevick, Phys. Rev. 110, 1 (1958). 
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molecules at given coordinates and velocities and literally compute 
after successive collisions the positions and velocities. Because of 
its nature the method is only practical for an assumed hard sphere 
potential, «(r) = co, r r0, u(r) = 0,r > r0, since only then are 
single pair collisions instantaneous events uninfluenced by other 
molecules. This method permits investigation of self-diffusion, and 
other transport properties as well as deriving equation of state pair 
distribution function information.

The second method uses a more sophisticated technique. It makes 
random moves,f one molecule at a time. Each move is accepted as 
a new starting position, or rejected and returned to the original position 
by a weighting equation so chosen as to obtain, by a statistical average 
over an infinite number of moves, a distribution proportional to exp 
(~-U/kT). This method is limited to obtaining equilibrium equation 
of state and distribution function data, but is applicable with realistic 
mutual potentials. It has, however, up to now, been most used with the 
hard sphere potentials.

These methods employ a relatively small number, N, of molecules. 
Periodic boundary conditions are employed, so that a molecule moving 
out of one wall automatically enters in the same direction at the oppo­
site wall. The validity of the results, despite the relatively small N 
values, is attested by the fact that the answers are reasonably inde­
pendent of 2V between Ar — 32 and iV of order 103.

Probably the most striking success of these investigations has been 
to indicate, quite compellingly, that a hard sphere gas will show a 
first-order transition to a crystal form at something of the order of 
1-5 times the close-packed volume. However, in addition, excellent data 
is available on the pair distribution functions for a hard sphere gas over 
a very large range of densities. J

f The technique of making the computer choose a random number in order to simu­
late a stochastic process, which, in turn gives the same result as a deterministic equation 
was first suggested by John von Neumann. He used the term Monte Carlo for this 
method. Strictly only this second method is Monte Carlo since in the first method only 
the initial state is random.

f Some references are:
M, N. Rosenbluth and A. W. Rosenbluth, J. Chem.. Phys. 22, 881 (1954).
T. Wainwright and B. J. Alder, Awovo Cimenta Suppl. 9, 116 (1958).
B. J. Alder and T. Wainwright, J. Chem. Phys. 27, 1209 (1957), 31, 459 (1959). 
W. W. Wood and J. D. Jacobson, J. Chem. Phys. 27, 1207 (1957).
W. W. Wood and R. F. Parker, J. Chem. Phys. 21, 720 (1957).

6



CHAPTER 7

QUANTUM STATISTICS

7.1. Introduction
The original expression of the master equation (1.2.4) for the pro­

bability of an open system of fixed V, T, p, having a given set N of 
molecules in a given quantum state K of energy EK was given in 
quantum mechanical language. The examples given, however, have 
always been to count the quantum states by counting the solutions, 
K+, of the Schrodinger equation with numbered molecules, and then to 
divide this number of states by N!, thus finding the approximate 
number of truly antisymmetric or symmetric states. This approximation 
is known under the name “Boltzmann statistics.”

In addition to this approximation we have handled the motion of 
the centers of mass of the molecules by classical equations in all chapters 
except Chapter 5 on crystals. Now for perfect gases the translational 
states in any macroscopic volume are indeed so close together in energy 
that the classical expression is completely valid. It is also true that in 
the temperature density range for which real gases can be treated as 
“perfect,” the error introduced by using Boltzmann counting is negli­
gible, the corrections necessary to introduce Bose-Einstein or Fermi- 
Dirac counting never being of larger magnitude than those due to the 
physical forces between the molecules. However, for imperfect gases of 
light molecules, H2, He, and even to some extent Ne, the computation 
of the virial coefficients should be made using quantum mechanical 
methods, and, in the case of He at least, a correction for the Bose- 
Einstein counting is required at low temperatures. For liquids of light 
molecules at low temperatures quantum methods should certainly be 
used in any exact treatment. The properties of liquid helium are very 
different from those to be expected from a hypothetical liquid of classical 
molecules with the same mutual forces, obeying Boltzmann counting. 
Even as heavy a molecule as neon shows quantum effects in the liquid, 
as evidenced by a deviation from the law of corresponding states.

The treatment of the center of mass motion in crystals given in 
Chapter 5 was quantum mechanical. Although explicit consideration 

152
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of the requirement that the complete eigenfunctions be symmetric or 
antisymmetric was not made, the error introduced by this neglect is 
probably negligible for all real crystals.

The term “quantum statistics” is used for methods in which the 
corrections for the two effects are made, namely the quantum mech­
anical treatment of the center of mass motion of real fluids, and the 
counting of states required for real systems which are always either 
Bose-Einstein or Fermi-Dirac. As might be expected the two problems 
are different. The simplest approaches treat them separately. A more 
sophisticated treatment combines them for those cases where both need 
to be considered.

The treatment of Bose-Einstein and Fermi-Dirac perfect gases is 
relatively simple, since here we have no problem in describing the 
correct stationary states, K of the whole gas, and no problem in evalua­
tion of their energies EK. The treatment given in section 1.5 up to 
equation (1.5.11) is exact. We need only to avoid the approximation

In (1 4- #) = £, and treat (1.5.11) more correctly. This is done in 
sections 7.2 and 7.3 for the two cases respectively. The treatment for the 
Bose-Einstein gas shows a remarkable condensation phenomenon at 
low temperature and high densities, which is certainly related to the 
lambda transition in liquid helium. The treatment is also directly 
applicable to the photon gas, and leads to the black body radiation 
equation. The treatment of the Fermi-Dirac gas gives some hint of the 
behavior to be expected in liquid He<3), but more important, it gives 
a useful tool for treating the problem of electrons in metals.

The quantum mechanical treatment of a system of interacting 
molecules requires a new idea. Our master equation (1.2.4) describes the 
probability of finding a system in a given stationary state K, of exact 
energy E K. These states are to be found by solving the time independent 
Schrodinger equation with certain boundary con­
ditions. The equation is a differential equation in all of the T coordinates, 
which are some 1020 or more in number. Not even a beginning can be 
made unless the Hamiltonian operator is separable into small sub­
sets of coordinates (section 2.1). Now for the perfect gas is separable, 
and a solution is possible. For the crystal we found a way to make 
approximately separable by transforming to normal coordinates 
expressing small displacements from the equilibrium lattice configura­
tion. The quadratic terms in the development of the potential are then 
a sum of terms dependent on the single normal coordinates, and as long 
as the displacements remain small the approximation of neglecting the 
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higher order terms is justifiable. When the crystal melts, however, 
the displacements are large, and the approximation fails.

The completely general treatment which is discussed in sections 7.5 
to 7.10 avoids the necessity of actually finding the stationary states, 
K and their energies EK, but uses a moderately sophisticated trick to 
evaluate the sum exp — (EKjkT) for fixed N, without solving the 
differential equation = Ek+'¥k+. As used most simply the sum 
evaluated is that over K+, namely over all solutions of the Schrodinger 
equation. The simplest use is then to divide by 2V1, since approximately 
N! different states K+ of the same energy are required to combine into 
one totally symmetric or totally antisymmetric state of allowed K 
(section 2.2). However, it is possible to formally write the corrected 
sum over K and avoid the approximation of Boltzmann counting.

Perhaps one of the most satisfactory results of this technique is to 
be able to show directly that the classical equations result in the limit 
h 0. These classical equations were arrived at in section 2.3 by using 
equation (2.3.1) expressing the fact, asserted in that section, that the 
density of solutions K+ to the Schrodinger equation was always A_r in 
the classical phase space. This result follows directly from the technique 
used in section 7.10.

7.2. Bose-Einstein perfect gases
We choose to start with (1.6.3) which gives the expression,

~ 1................................................
= ~&m~p)/kT _ (7-2-1)

for the average number, nm, of molecules in a given quantum state, m, 
of energy em, for a Bose-Einstein perfect gas. The state rn specifies both 
the internal quantum state and the three translational quantum 
numbers, ka, kv, kx. The chemical potential, u, is measured from the 
zero of energy of the lowest state, which we take to be zero, £0 = 0.

From (1) it is immediately evident that if u approaches zero in 
value, n0 approaches infinity. However, n0 cannot exceed N, the total 
number of molecules. If we write n0 = uN, 0 < a 1, and solve with 
\^T\ « 1, we find [exp {—^kT) — 1] (—plkT) = l]a.N, namely 
with N of order IO20 as —p,[kT approaches values of order IO"20 an 
appreciable fraction of all the molecules will be in the lowest quantum 
state of zero energy. Effectively a value /z = —kT^N, with a of order 
unity, is indistinguishable from zero experimentally.
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In order to compute the chemical potential p when it has values less 
than zero we use for the number, N, of molecules,

TV ~ — ^6^ emMkT [1 em/fcDj-l
m m

—^en(fi~£m'llkT
n^l m

(7.2.2)

We now restrict ourselves to molecules without internal degrees of 
freedom, so that the quantum state m is kx, kv, k3 of (1.5.2) and the 
sum over these quantum numbers is given by the integral (4ttV/h3)fp2dp 
with em — p2l2m. One has

N/V = p = ^ en/llkT 
n>l

= 1

p2e~np^mkT d 
A3 o

eniilkT

o

where A2 = h2[2-nmkT, x — v'npl\/2mkT. 
Since the integral is

' 00

x2e~xi dx — a/tt/I,
- 0

we have
P = 2-3 2 %-3/2ew^3’ (7.2.3)

in which, for pA3 < < 1 or e^'1' < < 1 only the first term n ~ 1 need 
be considered, and this since p = P/kT, is the expression (1.5.19) for 
the Boltzmann limit PfkT = A~aef,lkT.

For larger values of efllkT it is convenient to define dimensionless
sums,

Sv(/x]kT) = 2nv~^^lkT 
n>l

(7.2.4)

so that
dSvld(p,/kT) = 5V+1, (7.2.5)

(SSv/dp)T = ~Sv+1, (7.2.6) 

(as,/dln T), = -~<sv+1. (7.2.6')
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These sums all converge for pcjkT < 0, but are singular at p,jkT ~ 0. 
The values approached by the sums as // approaches zero from the 
negative side are

lim [;Sr0((«/A:7’)] = w-5/2 = 1.341,
/x-*0 n>l

lim [S^kT]] = J n-3/2 = 2.612, (7.2.7)
0 n>l

lim [^(/z/A’T)] = n~1/2 = oo.

The activity, z, normalized so that z/p — 1 as both approach zero, is

z = (7.2.8)

If one defines a quantity bn of dimension [length]

bx = 1, bn = 3“3z!, (7.2.9)
then

z-’Wv = J V” (7.2.10)
n>l

completely analogously to the sums of Chapter 4. We shall later show 
(section 7.11) that the analogy is not as forced as it appears to be from 
this definition, but that the bn are integrals of cluster functions repre­
senting a statistical attraction in ordinary space.

We use the thermodynamic relations (1.3.18) and (1.3.19) for a one 
component system,

(dPWT = N/V - p, (7.2.11)
(dP/dT^ = S/V...................................(7.2.12)

From (3), which we now write as
p = (7.2.13)

and (11) we integrate p'dpi from // — — oo, where P = 0, top to find 
from (5) that,

p^'T^' = kTX~s S^x)dx
— 00 J — 00

= kTWS0(ju/kT). (7.2.14)

With (10) for the sums (13) and (14) are identical in form to (4.2.12) 
and (4.3.9) for the imperfect gas.

As in Chapter 4, the differentiation of (13) gives an expression for 
the isothermal compressibility, k,

K = p-^8p/dP)T = p-^pid^T(8PMT-\ 
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and with (11), (13), and (5),

1 z3 6;
=______ ; -3 ,q = ~ _

p2kT 2 kT Sf (7.2.15)

The energy is found by using (12), (14) and (6) with (13), remembering 
that d In k/d In T — —One has

T^P/ST). = TS/V = fP - pp.

Since V /up = G = PV P E — TS one finds the general relationship,

E = fPF, (7.2.16)

valid for Boltzmann, Bose-Einstein, and Fermi-Dirac perfect gases, 
as was proved in section 1.7. For the average energy, e, per molecule, 
one then has

3 P 3 Po

and the heat content per molecule is

P 5 6\+ ° (7.2.18)
p 2

If we use (5) with (13) or (14), remembering that <Zln kjd In T — —|, 
we can write

of,

from which

dp = In T + BMcT)],

d.P = kTX-^S^d In T + S^/ftP)],

In r]„

[dfjLt/kTyd In T]P

3 6\
2^’

5P0
2 6/

(7.2.19)

(7.2.20)

If now these are used in (17) and (IS) one has for the heat capacities
per molecule,

3 R= (ae/ap), = -
3^
2 62

15 r6’0 3^d
— fc — —----4 5 S2

(7.2.21)
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Cp = ^T)P = -k
5 £0
2 6\

25 $o2$2 *o
T k ~S^ ~ 5 Sy (7.2.22)

Differentiation of (21) with respect to In T gives
15

(dCv/d kiT)p = --k
3SX
2^

^2 ^£3-
^22

45 r^0 3^3 2 Sy
~8k Sy ~ 5 ~S^~ ~ 5 S2 (7.2.23)

Finally the entropy per molecule is S = (h — p/T) which, from (18) is,

S = o
2 Sy kT

(7.2.24)

Equations (13) to (24) then give expressions for the various thermo­
dynamic functions in terms of the variables /i, T, or with (10) in terms 
of z, T. To go to the more convenient variables p, T one could, in 
principle, use the /?v’s defined by (4.4.9) in terms of the 6„’s, and copy 
the pertinent equations of Chapter 4. However, the cluster functions 
(section 7.11) that make up the 6„’s of eq. (9) are utterly different from 
those due to a sum of pair potentials in the classical case, and the /?v’s 
are not integrals of any simple functions of v-molecules. Correspondingly 
they do not have simple numerical coefficients (although is always 
proportional to A-3"). We can, nevertheless, use the numerical method 
of eq. (4.3.10) with (4.3.11) to find the activity z as a power series in p 
up to any given power, say p4. One can then substitute this in (10) to 
evaluate the sums. The method is tedious, but straightforward. The 
results are

z = p{l - 2~3/2(A3p) + [4-1 - 3-3'2](A3p)2
—[5 x 2~9/2 - 5 x 2~3/2 x 3-3/2 — 2”3](23p)3 +

z = p[l - 0.353 56(A3p) + 0.057 55(A3p)2
- 0.005 763(A3p)3 + . .

P/kT = p[l - 0.176 78(x3p) — 0.003 30(A3p)2
— 0.000 110(;3p)3 — 

pKkT = [1 — 0.353 56(23p) — 0.009 9(A3p)2
- 0.000 44(A3p)3 - . .

£ — IP/p, h = iP/p,

(7.2.25)

(7.2.26)

(7.2.27)
(7.2.28)
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8 = fc[f - In (z3p) - 9.088 4 (Up) - 0.003 33(A3p)2
- 0.000 13(z3p)3 -...], (7.2.29)

and
f A?[l + 0.088 39(Up) + 0.006 6(Up)2

+ 0.000 385(A3p)3 + (7.2.30)
All of the sums, Sv, of (4) approach the value pz3 for very low den­

sities and high temperatures, pz3 <C < 1. Using this, and the equations 
(13) to (24), or alternatively with the developments (25) to (30) we see 
that all thermodynamic functions approach their classical monatomic 
perfect gas values in this limit, z = p, P{kT — p, pxkT = 1, e — IkT, 
8 = —In (A3p)] and Cv = ?>k. As Up grows the activity z, the pressure 
P, the entropy 8, and the average e are all lower, for fixed p,T than the 
classical values. There are more than the Boltzmann fraction of 
molecules in the states of zero or near zero kinetic energy, and these, 
of course, have less energy and exert less pressure than the average. 
This is the physical reason for the reduced values of P and e and hence 
also of z and 8. Conversely the heat capacities and compressibility are 
greater than their classical values.

As temperatures decreases or density increases we approach the 
singularity in the sums at p — 0. For larger values of pU, then, p stays 
constant at zero (p — —kTjN<i with a < 1 but of order unity) and a 
non-negligible fraction of the molecules “condense” into the single 
quantum state of zero energy. The fact that the equations predict this 
to hold up to infinite density is, of course, a consequence of our treat­
ment of a perfect gas with no forces between molecules, and hence of 
no repulsion, even at zero distance apart.

This condensation occurs in a line in the plane of T and any one of 
the variables, p, z, p or P that may be used. The values at the singularity 
follows from the use of the limiting values of the sums given in (7) used 
in the equations (13) to (24). The numerical values follow from the 
numbers in (1.5.22) and (1.5.24). These values are, with M the mole­
cular weight,

= 0 (independent of jT0),
p0 = 2.612A-3 = 4.907 X 102<W3/2T03/2 cm"3 
z0 = Z-8 = 1.878 x 1020Af3/2T03/2 cm-3
z0p0 = (2.612)-1 = 0.383 2
Po = 1.34UTA-3 = 0.034 32 JF/27T05/2 atm 
PJpokT = 1.341/2.612 = 0.513 4.
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The expression for Po is that of the vapor pressure above the con­
densate in the zero energy state. For He, M — 4 the value at the 
normal boiling point of helium, T = 4.2°K is ten atmospheres. The 
temperatures at which Po — 1 atm for a perfect gas of molecular weight 
4 is To — 1.32. Were there no forces between the molecules helium 
would have these vapor pressures. At the density p = 2.18 x 1022 cm-3 
of liquid helium the value of T(i computed from (31) is 3.18°K, approxi­
mately 50% higher than lambda transition -which occurs at 2.19°K.

From (15) that k is proportional to S2, and the limit in (7) that 
S2 —> oo as the singularity is approached one sees that in the con­
densation of the Bose-Einstein perfect gas, unlike the condensation of 
a normal classical gas due to molecular forces, the compressibility 
approaches infinity continuously as the condensation point is 
approached. This means that there is no break in the slope of the 
P-V curve, the pressure curve becomes gradually horizontal as V is 
decreased. Correspondingly the value of CP from (24) approaches 
infinity as condensation is reached.

Below the condensation temperature we still retain the relation 
g = (3/2)F/p. From (32) one sees, then, that for (pA3) > 2.612 we have 

e = t 1.34U77(pA3)-1 = 2.01UT(pA3)-1 £ | (7.2.32)
I I= 1/1.341fc(p23)-1 = S.OSl^pA3)-1 (7.2.33)

8 = (£ + Pfp)T^ = f 1.34H(p23)-1 = 3.3525&(pA3)_1,J [ (7.2.34)

where the last expression T8 = s + P)p == A follows from /z — 0. 
Since 2 is proportional to 7r_1/2 the energy is proportional to 7'5/2 and 
the other two functions, 8 and Cv, to T3/2. Below the condensation, 
since the pressure is determined by T alone, no meaning can be assigned 
to CP.

The values of these equations may be obtained from (17), (21), and 
(24) respectively by the following intuitive argument. As the singularity 
is approached the sums approach the values 8$ = 1.341, = 2.612
and S2 —>oo, and pA3 = = 2.612. Were the sums extended to
N 1023 instead of to infinity, as would be appropriate for a finite 
system, then an extremely small increase in e'"!KT permits Sr to keep 
equal to pA3 as this quantity increases. Since the high terms of are 
AT_1 times those in £4, it follows that remains constant at So = 1.341, 
whereas 82 is infinite. If, then, we substitute 80 — 1.341, = (pA3) and
S2 = oo in (17), (21), and (24) we do indeed obtain (32), (33) and (34) 
respectively.
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We see from the equations that e, Cv. 8, h as well, of course, as fi and 
P approach the same values at the condensation from above as from 
below. There is no discontinuity in these functions. In particular,

15 1.341
Cr = T oWi o k = 2-381& fat 2-612l4 2.612 (7.2.35)

instead of the classical Cv = 1.5k. However, the value of (8Cv/cT)p 
can be shown to have a discontinuity at the transition, as we shall 
proceed to demonstrate.

Since Cv is proportional to T3/2 below condensation, we have, 
from (33),

(dCy/8 In T)o = 1.34U’(pZ3)-1, [pz3 > 2.612], (7.2.36)

This is the same value as we would obtain from our intuitive argument 
based on sums to finite limits from (23). Since has finite values for 
the Wth term, and those of S2 are W-fold larger whereas those of $3 are 
jV2-fold larger, we expect S2 to be of order N and S3 of order N2, so 
that S3IS23 will be of order W-1 or effectively zero beyond condensation. 
Only the term SqS-l in (23) survives, and with So — 1.341, — p7? this
gives (36).

However, as the singularity is approached from above the limit o of 
the ratio,

will be shown to have the finite value

o = 3/2tt. (7.2.38)
From (23) we then have

45 1.341 3 (2.612)3
lim (dCvld In T) lo)3 =----------k------- ---------g7c
a=o F/ Mp/3-2.012-a] 8 2.612 5 1.341

45 1.341 (2.612)3 9 45 1.341
8 2.612 1.341 IOtt 8 2.612 L J

= -8.1&, (7.2.39)

whereas, from (36) the limit approached from the two phase region is 
(45/8)(l.341/2.612)/; = 2.9/;. The heat capacity, Cr, rises to the cusped 
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3
2

VO

or = S3IS23, is

lim a_3/2 3a/^2 - —
“,3 277

(7.2.41)
—1/2

maximum of 2.38Ik given by (35) at the transition, and decreases 
rapidly towards the classical 1.5Z; value above the transition.

The proof of (38) is as follows. Write the sums, with An — 1, as

'£n±ll2e~an ~ ^n±ll2e~m^n 
n > 1 n > 1

= a*1'2’’1 (an)±1/2e-“'lA(an) (7.2.40)
«>1

where A(an) —> 0 in the limit a —> 0. The sums can then be replaced by 
the integrals, x = an,

’oo
x1/2e-a: dx = 

Jo

so that the limit, a of (37),

a —

Were we to treat a perfect Bose-Einstein gas with internal degrees 
of freedom it would, in principle, be necessary to sum (2) independently 
for each internal state. The only case of some possible practical interest 
is that of a monatomic gas with spin, having a lowest internal level of 
zero energy but degeneracy, g, that is consisting of g states. The sum (2) 
is then the same for each state, and instead of (13) one has p — gA~3Slt 
and the other equations (14) to (24) follow with gSv replacing Sv. The 
developments (25) to (30) then have (A3p/g) replacing 23p in all terms.

7.3. Black body radiation
The so-called black body radiation consists of the equilibrium photon 

gas, which is an example of a degenerate Bose-Einstein gas for which 
u = 0, differing from that of section (2) only in the differing relation 
between energy and momentum and in the fact that there are two 
states of differing polarization for each set kx, kv, k*.

The classical theory of the thermodynamics of black body radiation 
was of such importance in the development of the quantum theory 
that at least a brief outline of its salient arguments seems to be in 
order here.

Consider a space, or “Hohlraum” surrounded by mirror walls which 
can neither absorb nor emit radiation. Divide this hohlraum into two 
parts by a partition which reflects, on both sides, all radiation except 
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that between some frequency v and v + Av, but is transparent in 
this range of width Av. At equilibrium the energy density, u(v)Av, of 
radiation between v and v fl- Av will then be equal on both sides of the 
partition. Now suppose two small bodies of different materials, main­
tained at the same temperature T, are placed in the hohlraum on 
opposite sides of the partition. Each will emit and absorb radiation, 
and each will tend to produce some characteristic energy density 
u(y,T) per unit frequency range, such that if «(v) falls below this value 
there would be a net absorption of radiation at v, or if above a net 
emission. Since, however, the second law requires that at the same 
temperature there can be no net flow of energy from one body to the 
other it follows that ic(v,T) is identical for all bodies, and at every 
frequency. This function, u(v,T), of energy per unit volume per unit 
frequency range defines the “Black Body Radiation.”

As a corollary, if one object is black, absorbing all radiation of 
frequency v falling on it, and the other is gray, absorbing only the 
fraction, a(v) < 1, then the emissivity of the gray body at frequency 
v is a(v) times that of the black body. This is one of Kirchoff’s Laws.

Now by purely classical electromagnetic theory it is possible to 
prove that if

* co

U(T)= u(v,T)dv 
Jo

(7.3.1)

is the total energy per unit volume, then the pressure exerted by the 
radiation on the walls is given by

P(T) = $U(T). (7.3.2)

We have already discussed this at the end of section 1.7 for a thermal 
equilibrium gas. We will give here a short general proof based on the 
particle model of photons, each having energy hv, moving with 
velocity c, and carrying momentum hvjc.

A photon striking the mirror wall at angle 0 to the normal, and 
reflected at the same angle, transfers 2 cos 0 times its own momentum 
to the wall, which, in turn, is 2c_1 cos 6 times its energy. In unit time 
the photons moving in this direction that are in a volume c cos 6 strike 
unit of area of wall, so that the momentum per unit time and unit 
area transferred normal to the wall’s surface is 2 cos2# times the 
energy per unit volume at this angle direction, 0. The momentum 
transfer per unit area and per unit time is the pressure exerted on the 
wall by the photons. Since the element of solid angle between 0 and 
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0 + dO is 2tt sill 0 dO, and the fraction of the total solid angle of 4rr is 
| sin 0 dO — Id (cos 0), the ratio of pressure exerted, for each frequency 
v, to the energy density at this frequency is

'.i
P(r)/it(r) — cos20<Z (cos 6) = |

>0

for all frequencies. From this and (1) eq. (2) follows.
The next step is a purely thermodynamic proof that U(T) is pro­

portional to 7’4, namely that with u a universal constant,

U(T) = uT74 (7.3.3)

The argument considers a Carnot Cycle with a radiation hohlraum 
as the heat engine, instead of the usual perfect gas. Step (A) of the 
cycle withdraws the heat Qx reversibly and isothermally from a body 
at Tx, and step (C) returns heat Q2 reversibly and isothermally to a 
body at T2 = (<22/$i)^'i> the intermediate step (B) is the reversible 
adiabatic expansion of the hohlraum which takes it from T\ to T2 < Tx. 
By starting and ending with a zero volume hohlraum the customary 
fourth step of bringing the gas engine adiabatically back to is 
unnecessary, since there is nothing to bring back !

In step (A) we start with a zero volume hohlraum in equilibrium 
at energy density Ux = £7(7\) with an (infinite) reservoir at 7\, the 
pressure being Px — Expand the hohlraum reversibly to doing 
work PjFj = 3^1 Vi — Wi, and storing the energy Px — UjVx in the 
hohlraum, so that the heat withdrawn is

= E1 + IF, = f(7,F,. (A)

Step (B) is the reversible adiabatic expansion of the hohlraum with 
mirror walls and piston to some volume V2 > Fj in which process the 
energy change of the hohlraum is the negative of the work done,

dP = d(UV) = UdV + VdU = -PdV = -^UdV,

$d In V — —d In U,
so that

LT, = (l/,/Ua)«. (B)
In this step we can ensure that the frequency distribution, u2(v) after 
completion of the expansion is that of some temperature T2, u2(y) = 
u(y,T2), by insertion of a microscopic “black body” of negligible heat 
capacity which maintains the equilibrium distribution at all times 
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without affecting the energy balance used in deriving (B). Step (C) is 
now the reverse of step (A), but at this new temperature 7'2, for which

Q2 = $U2V2. (C)
From (B), with (A) and (C)

QilQz = (UJU^
but from the second law, since all steps are reversible,

= (UJUJi/i

and it follows that U ~ 7’4 so that (3) is derived.
We can now go one step further, and prove that,

u(v,T) = T*f(v/T), (7.3.4)

where the function / depends only on the one variable, v/T. Equation 
(4) is in agreement with (3) since, from (1)

* co

U(T) = aT* = T4 f(v/T)d(y/T),
* 0

' co

f(vlT)d(vlT).
0

o — (7.3.5)

The adiabatic expansion of step (B) preceding cannot be affected 
by the absence or presence of the microscopic black body which we 
imagined previously to ensure thermal equilibrium distribution, since, 
if it were affected we would be able to violate the second law by cycles 
utilizing our imaginary reflecting partition that is transparent to a 
particular frequency v. Now consider the expansion of a cubic mirror 
walled hohlraum with each edge length L expanding equally, so that 
d In L — \d In V. From B that F ~ U~3'x and since U ~ 7’4 the expan­
sion is such that L ~ T~r. Now each standing wave of the radiation 
having wavelength zx at edge length Lx is transformed in the expansion 
to L2 to a wave of length z2 — 21(L2/7/1), that is A ~ T~A and the fre­
quency, r ~ c/A is transformed with v ~ T. All the radiation at Tx 
lying between and Ap is transformed to radiation between v2 
and v2 + A2r with both v2 = and A2v = (712/771)A1r.

Since the total energy density varies as 7’4

w(r27’2)A2r = (712/7’1)4u(v1771)Ap

we have eq. (4), which is known as the Wien displacement law.
Returning now to the overall thermodynamic quantity, U(T), the 



166 EQUILIBRIUM STATISTICAL MECHANICS

energy per unit volume, U(T) = aT4 we see that the heat capacity, Cv, 
per unit volume is

Cv = dU/dT = 4<jT3, (7.3.6)
and the entropy density, 8, is

'T

S = Crd\nT = &T3. (7.3.7)
Jo

The Gibbs free energy, G, per unit volume is G = U + P — PS, or, 
from (2), (3) and (7),

G = 0. (7.3.8)
These rather far reaching conclusions, summarized by eqs. (3), 

(2), (6), (7) and (8) for the thermodynamic functions, as well as (4) for 
the frequency distribution of the energy density, had all been arrived at 
in the late nineteenth century. Then came the disaster!

The standing radiation waves of the mirror walled cubic Hohlraum 
of edge L are those of component wavelengths kx — 2L]kx,ky — 2Ljky, 

= ^L!kz with kx, kv, kz positive integers. The frequency, v, is

where

For sufficiently large values of k, between k and k + dk there are 
4ttA:2cZ/c/8 different positive integral values, kx, ky, kz, and since each 
standing wave of given kx, ky, kz can have either of two planes of 
polarization there are

C\V,k)dk — Trktdk — (8ttV/c3)v2dv (7.3.9)

different standing waves of the hohlraum in the frequency interval 
between v and v + dv. Now each standing wave is an oscillator, and the 
classical equilibrium average energy of an oscillator at temperature T 
is kT so that

Vu(v,T)dv = (8irVkT/c3)v2dv,
u(y,T) = (Sirk/c3)T3(vlT)2 (7.3.10)

in agreement with (4). But the disaster is that <j, from (5) has the 
value infinity. The energy density per unit frequency range should 
classically increase without limit as v2 increases.
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Empirically eq. (10), the Rayleigh-Jeans distribution, was found 
to hold for sufficiently small values of v/T. An empirical law, the 
Wien distribution law,

u(v,T) = (87r/cs)hv3e~hvlkT (7.3.10')

(which also agrees with (4)) and which contained a parameter h of 
dimension energy x time, was found to be valid at high hv/kT values. 
Planck interpolated the equation

hv3
u{v,T) = (8^/c3) -- t (7.3.11)

which becomes (10) for hvjkT << 1, and (10') for hvjkT >> 1, and 
which fits the intermediate range. It was then Planck’s genius to recognize 
that the existence of this law required a fundamental alteration in 
our classical laws, and to state the nature of this alteration, namely 
that radiation could only be emitted or absorbed in units of hv.

We may derive the Planck law simply by replacing the classical 
average energy, kT, of an oscillator by its quantum mechanical value 

hvl-T _______^v/kT _ 1

and multiplying by (8tt/c3)v2 for the number of independent oscillators 
per unit volume and frequency range.

A derivation treating the photons as a perfect gas of photons of 
energy hv, and chemical potential — 0 was given by the Indian 
physicist Bose in 1924, and sent to Einstein, who in turn communicated 
it with a foreword emphasizing its importance to the Prussian Academy. 
In this paper Bose first introduced what has been called the Bose- 
Einstein Statistics, namely the correct logical counting of state of a 
system composed of “Bosons,” or particles for which the many body 
eigenfunction is symmetric in permutations.

In our development we obtain the equivalent of the Bose derivation 
by noting that since, from (8) G = 0 we have /z = 0 in the photon gas. 
We then use (7.2.1)

_ 1 
nm — hv/kT __ j

for the number of photons in each quantum state m — kx, ky, kx and 
fixed polarization. Multiply this by hv, the energy of the photon, and 
(8tt/c3)v2 for the number of states per unit volume and frequency range, 
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and one has (11). Thus the black body radiation is merely an example 
of an equilibrium gas of degenerate Bose-Einstein particles with 
p, = 0, and with the number of states per unit energy range given by 
8tt(Ac)_3£2.

If (11) is written as

'ii(r,T)cZr = T4 8ttA4 (hv/kT)z
(he)3 ehvikT — \ d (hv \

kT]

one has, with (1) and (3),

u(v,T)dv = U(T) = u7'4
o

8ttA4
° (Ac)3 -!0

x3dx
ex — 1 (7.3.12)

The definite integral is

x3dx
^’-1 =Z

1
x3e~nxdx = V -I “ ,3e vdy

I 7T4
= 6 y — = 6—. wfi w4 90

From this and (12)
24 

a = — tt5A4(Ac)-3.......................................... 45

7.4. Fermi-Dirac perfect gases
Equation (1.6.3) for a Fermi-Dirac system gives, for the average 

number, nm, of molecules in a state m of energy cOT,
1

= C7-4’1)

instead of (7.2.1) for the Bose-Einstein gas, in which the denominator 
is the exponential minus unity. Since the exponential is always positive 
the value of nm in the Fermi-Dirac system is always less than unity, 
as is required, since for these systems no two molecules are allowed to 
have the same quantum state.

Qualitatively, the behavior of the gas differs from that of a Boltz­
mann gas in the opposite direction from the Bose-Einstein deviations. 
At low temperature and high density, where the deviations are largest
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there are fewer molecules in the low energy states than in the Boltzmann 
case. As a result the energy and pressure are higher than classical, the 
heat capacity lower, since as the temperature rises the difference, 
F-D minus Boltzmann, decreases. There is nothing resembling the 
Bose-Einstein condensation. The molecules behave as if they repelled 
one another.

As long as /z is negative, which we shall see later is not generally the 
case, we could develop the sum as in (7.2.2) and obtain

rV = ^nm = 4­
tn m

= 2 ( —J’1"1 J (7.4.2)
n > 1 ?rt

which differs from (7.2.2) only in the alternation of the sign with 
increasing n. The same series that occur in section 7.2 then appear, 
but with alternating signs. The series diverge at /z = 0, z = A-3, but 
the divergence is due to singularities in the functions they represent at 
imaginary ^-values, fij/cT — iir(2n 1) for which = —I, —
—A-3. These are unallowed values for the physical system, and the 
functions are actually analytic for the physically allowed /z-real, z- 
positive real range, through the divergence of the series. The series can 
be used, and are useful for high temperatures and low densities, but the 
more interesting region where /z is positive needs another mathematical 
technique.

The most interesting physical case which approximates, at least, 
a perfect Fermi-Dirac gas is that of electrons in metals. The valence 
electrons, one, two, or three per atom, depending on the column in the 
periodic system, can be regarded as “free.” This arises from the fact that 
the electrons move throughout the metal in the electric field of the 
residual positive ions, and since the coulombic potential is the long 
range r-1 type it is not very strongly dependent on position, and can, in 
zero’th order approximation, be regarded as constant within the metal, 
but with an abrupt rise at the surface. Thus this approximation leads to 
a perfect gas model, from which one may start various perturbation 
calculations to take into account the periodic nature of the lattice and 
the interactions of the electrons with each other and with the lattice 
vibrations of the ions. We develop here only the perfect gas case.

Electrons have half unit spins, and there are t? = 2 states, ms — i 
for each translational state. The number of states between energy e 
and e + tie is then g times Ctr( 7,e)tie of (1.7.6) or

(7(F,e)<Zs = 27rgF(2m)3/2A“3e1/2tie. (7.4.2')
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Since the mass, m, of the electron is so small this density of states is 
some 10-5 fold less, per unit energy range, than it would be for a gas of 
molecular weight unity. The total number J/(7,e0) of states below an 
energy £0 is

^(F,£o) = (7(F,£)(Z£ = (477^/3) 7(2W£0/A2)^2 (7.4.3)
"0

>(7,£0)/7 = (7.4.3')

At absolute zero the electrons will occupy the lowest allowed states, 
one per state or g = 2 per translational state, up to some energy £0, 
determined by the number density p, as

(2TTmEQlh2) = (3v/7rp/8)2/3
£0/fc = (A.2/2i7mZ;)(3'\/7T/8)2/3p2/3.

In eqs. (1.5.21) and (22) we found h2/2nmk 300/Jf(AU)2 deg. 
or with M 0.5 x 10-3 for electrons (h2/2Trmek) ^6 x 105(AU)2 deg. 
Even for metals such as cesium with high molecular volumes and only 
one valence electron, p is of order 10~2( AU)-3 and E0/k is many thousand 
degrees. At zero temperature, then, the Pauli exclusion principle 
requires that the electrons occupy states up to kinetic energies £0, 
whose energy is that of the classical kT at temperatures of order 104 deg. 
This energy,

................... ......... .............£0 = (6/77^3(A2p2/3/8w),. ................. (7.4.4)

and the corresponding momentum,

pQ = V2mE0 = lfil7rg)1/3hpm, (7.4.5)

are known as the energy and momentum, respectively, of the “Fermi 
surface,” the surface of the spherical “Fermi sea” in momentum space, 
within which all states are occupied by particles and above which 
there are none, at T = 0°K.

One may now anticipate the results shown by the subsequent 
equations. As T increases there appear “holes” or unfilled states to 
a depth of order kT in the Fermi sea, and states in the atmosphere 
above the sea become occupied to a similar height. Since relatively few 
states are in this narrow energy band the heat capacity is low, and the 
thermodynamic functions are relatively little changed with temperature. 

Turning to the number, nm of electrons (or molecules) per state, eq. 
(1), we see that in the limit T —> 0, the exponential in the denominator 
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approaches zero for Em — y. < 0 and infinity for — /z > 0, so that 
nm is unity for em < /.« and zero for em > y. It follows that at T ~ 0,

/Z(T = 0) = s0. (7.4.6)

For any T, using (1) and (2), integrating over e to find N and dividing 
by V,

p = N/V = (Im? V2)(m/A2)3/2
E1,2de 

^-^IkT j (7.4.7)
vo

Multiply both sides by (r03/2/p) with (4) for e0 to find

3
o 3/2------

60 “2
" s1'2*

e(B-v)/kT (7-4.8)
+ 1

as an implicit integral equation for y at any temperature.
The integration of (8) and subsequent solution of the resulting 

implicit numerical equation for /t as e0 times unity plus a power series 
in the small quantity (KT/e0)2 is comparatively long and tricky, but 
not difficult. It is advantageous to simplify the notation by introducing

y = y/kT, yQ = E0/kT (7.4.9)
£ = (e — /u)/kT, e = kT(y + 0

so that, dividing (8) by (kT)3'2 on both sides, one has
’ 00 |

T—7 lt(y + (7.4.10)
tz I J.

v —y

to solve for y as a function of yQ.
Although for the purposes of this section we need only solve (10), 

there arise more general problems in the use of Fermi statistics in 
which one wishes to solve for y a general form of equation,

r co

-F £W = G(y0), (7.4.10')
’ Lf

with y0 >> 1, in which

^(0 = (1 (7.4.11)

n'(0 = dnftt, = -e?(l 4- )-2 = _(e£/2 _p (7.4.1T)
and

GM
J

g(x)dx.
0

(7.4.12)
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We make use of the fact that is nearly a step function, unity for 
£ < < 0 and zero for £ > > 1, so that its derivative, +(£) of (11') is even 
in £ with value — 1/4 at £ = 0, decreasing exponentially to zero on both 
sides of zero. Since G — 0 at one limit of the integration in (10'), 
namely at £ = — y, and n = 0 at the other, £ — co, the product 
Gn — 0 at both limits, and the integrand in (10') can be replaced by 
—Gn . Now n'(£) is of order e~v at the lower limit, with y y0, and 
therefore negligible. With error only of the order e~~y° we can therefore 
extend the lower limit to £ = — oo, and try to solve for y in

' + =0

t?(y+ £>'(£)</£ = (7(y0). (7.4.13)
v — CO

We now assume G to be a slowly varying function of £ at £ ^ 0, so 
that the quantities

+ = yv[<7(y)]-Mv(7/tZyv = yvG-ydv~1g/dyv~1 (7.4.14)

are of the same order of magnitude for successive v-values. For our 
case of eq. (10),

__  3
1 — 2>

G(y) = yi>
^2 = t

ff(y) =
1 — —5Z3 — 8>

(7.4.15)
;____ 9-
'■4 ---  1 8 >

and the Xv's are pure numbers, independent of y, which they would be if
......................G were any power of y..........................................................................

We then use the development

G{y + £) = G(y) (7.4.16)

in (13). The integral of the first term, that of —n'(£)(/£, is unity from 
(11) and (11'). Since n' is even in £ the integrals of the odd powers of £ 
vanish, and only the integrals,

if00 2 r °°= - (W J = - +) „ <7-4-17)

survive. With (16) and (17) in (13) we have

G(y) [1+2 (A2Jn)y-2n] - G(y.) (7.4.18)

which is now an implicit numerical equation for y in terms of y0.
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For sufficiently large y0 values the solution of (18) is y — y0. We try 
in (18) a development up to y0~4 of the form

y = -■■•], (7.4.19)
since evidently only even negative powers appear. With this, using 
y2 = y0~2 + 2a2/o-4 + • • •> we have>

i 4- ^2hy 2 + ^1$ 4 + • • . — i + 2

+ (TJJ 4" 2a^aA)^o 4 + • ■ •

and, developing G(y) about G(y0) with the analogue of (16),

G(y) = G(y0)
jy - y0
\ y0

= ^(?7o)[! — affi?/o_2 + (ia^2 — Wz/o-4 — ■ •

so that (18) becomes

1 + M2A — aA)?/o 2 + (^4^2 d- -^2^1 — OcAjAgZj

+ |a2A2 — /^A)?7o”4 + • • • = 1, 
which is satisfied by

a — (^2/^1)-^!’

= (A4/Ax)I2 + (A2/A1)2J12[2 - (7.4.20)

The next step is to find the values of the ZJs of (17), with n' given by 
(IT)- We write

so that

e = 2K-)-1 >■-
1-3=1

-poo

Jo

(r£)2n 
(2n)!

e-^^)

= 22(”)v_1 v"2n- (7.4.21)

The Bernoulli numbers are

Bn = 2 v“2n
i'> l

B2 ~ 774/90. (7.4.22)

The sums in (21) alternate in sign. They can be written as the sum over 
all v with positive sign minus twice the sum over the even values. But 
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the sums over even v’s are 2-2n times the sums over all v-values. Hence

= 2[I - 2-<2n-1)]Bw

= 7t2/6 /2 = 7tt4/360. (7.4.23)

With these values in (20) for a and /?, in eq. (19),

y = y01 - 71 /I2
6 Uj

2 J

~ 360
A4

7
2/o

+- 10 U2
Ax J

77 4
y0

(7.4.24)
*2

2^

Equation (24) then gives a solution of (10') for (yly0) up to terms 
y0-4 where the yv’s are the quantities defined by (14). For our particular 
case (10) the values of are those listed in (15), and with y and w0 
given by (9) we have 

y = y0
7T2

1 - 12
1Ti _

80 (7.4.25)

as the solution of (10) for y = yjkT in terms of y0 — £q/^T, an expansion 
which is valid for sufficiently high values of y0.

We now seek expressions for the other dimensionless energy quanti­
ties divided by kT, namely for e/kT, P/pkT, and Ts/kT — s/k, where 
e is the average energy per particle and 8 the entropy per particle. We 
may well expect as is actually the case, that these will turn out to be 
functions of y0 alone. We have already proven, section 1.7, that for 
any perfect gas,

e = IP/p (7.4.26)
so that if we define,

x = P/pkT, (7.4.27)
we have

e/kT = (7.4.28)
and

y = pt/kT = [e + (P/p) - Ts][kT = - (s/k). (7.4.29)

The intensive properties of a system are fully determined by p and 
T, but since y0 = e0/kT and e0 varies as p2/3 from (4), we can, instead 
use yn and T, with

(a In p/8 In T)% = f (3 In p/ly„)T = 3/2%, (7.4.30)
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so that, from (27), P — pkTx, we have

1
pkT dP

dx \ 5
d In T.

(7.4.31)
Use this in the familiar

dy = p~*dP — Ts c? In T,

dy = d
1

pkT dP
/z + Ts 

kT
d In T,

with (29) to find,

dy =
fix \ 

a In
cZlnT. (7.4.32)

Since y depends only on y0 we have

(dyft In T)y0 = (tefl In T)y0 = 0, 

and hence x is a function of y0 alone, as expected.
We have from (32)

dx 3 x d
z? +«~ = y°“3/2 xz y°3/2 =

dy{y^

or

Ay0) = y(T3/2
v° dy(z) 

z™ dz dz

with some, as yet unknown, constant of integration. Using (25), which 
is valid for high z values,

z3/idy/dz = z3'2 + (tt2/1 2)s_1/2 + (37r4/80)g-5/2, 

the integration gives

2 r 5tt2 it*
+ - y0 1 + Y2 y°~2 ~ 16 y°~4 (7.4.33)

With eqs. (27) to (29), and (25) we may now list the thermo­
dynamic equations,

y = £o 1 1 1
- . (7.4.34)
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3
e = - en5 0

5 1
1 + 12 ^T/e^ ~ ^kT/e^ + (7.4.35)

P = (2/3)e, (7.4.36)
3 5 1

a = ft — (P/p) = - e0 1 — 19 ^kTje^2 + — (^kT/s^ + . . . (7.4.37)

1-WaT)=-(e0/T) - ± (nkT/e^ + . (7.4.38)s --

7.5. Density matrix formulation
The mechanical state of a single classical system is described by 

giving a point, p(I )<?(I}
p = p<r) =p15p2, . . .,pa, . . .pr

q = = qiiq2i . . ga,. . . qr

(7.5.1)

(7.5.1')

in the T-space of 2T variables, the T coordinates, qa, 1 < a T, and 
their T conjugated momenta, pa. The dimensions of any coordinate 
times that of the conjugated momentum is always q^p^ ~ mPt-1, 
which are the dimensions of Planck’s constant h.

An infinite ensemble of classical systems can then be fully defined 
by giving a probability density function, Hrcl(P<j) in this T-space, 
which function gives the probability density of finding a member 
system of the ensemble at the point p ,q. The function 1TC1 is necessarily 
real and positive everywhere, and normalized so that

= 1. (7.5.2)

The average values, f, of any function /(p(r)q<r)) of the coordinates 
and momenta is then calculable by the equation

/ = Sf(P,Q)W(p,q)dpdq. (7.5.3)

The mechanical state of a single quantum mechanical system may 
be defined by giving a normalized state function, 0,(9) (which may be 
complex) in the coordinate space q, or alternatively, for the same state 
i, the related normalized state function, xdp) in the momentum space 
p. The normalization of these functions requires that, if <bi*(q) is the 
conjugate complex of the integral

$®i(q}®*(q)dq = = h (7.5.4)
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where the dot product notation is a convenient shorthand representation 
of the integral of the product of two functions.

The function must obey certain conditions. It must be single 
valued, differentiable, and square integrable so that (4) can be satisfied. 
It must obey boundary conditions of being zero outside the limits of 
the system. It must be symmetrical in the exchange of pairs of identical 
Bose molecules and antisymmetrical in exchange of identical Fermi 
molecules. It need not be a solution of the time independent Schrodinger 
equation,

= EK^K, (7.5.5)
vdth the Hamiltonian operator. 7/ the state is a solution of (5) it 
is a stationary state, namely such that the properties of the system do 
not change with time. More generally the state, fir, obeys the time 
dependent Schrodinger equation,

= (27Ti/A)^Oi, (7.5.6)
which, in principle, determines the state for future time, just as the 
classical equations of motion determine the future of a classical system 
for which is given at time t.

An ensemble of M quantum mechanical systems, having each the 
same set N = Nv N2, ... of molecules in the same volume V, can 
then be described if the states, $>i(q) or Xi(P)> are known for each system 
i, 1. < f < Af. The mathematical function which is most convenient 
to represent such an ensemble is the density matrix, F, for the ensemble, 
and it is this density matrix which plays the same role in determining 
the average value,/, of any function f(p,q) of momenta and coordinates 
that is played by the probability density function for an ensemble of 
classical systems. The density matrix, T, may be given in a variety of 
representations. Different representations of a matrix correspond 
vaguely to various choices of variable transformations for an ordinary 
function. In the coordinate representation the elements r(q',q") of 
the matrix have continuous row variables q' and continuous column 
variables q", so that the element is a function of 2T single variables, 
just as is the classical probability density function, Wcl(p,q). A par­
ticular representation, the Wigner representation, W(p,q), in coordinate 
and momentum space corresponds most closely to the classical function 
Wa(p,q). ~

We return, first, to the discussion of a single system i in state fi\(g). 
The physical interpretation of the state is that its absolute value square, 
'K.fal'VW = I®, (?) |2 is the probability density that the single 
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system i will be found at the coordinate q, and hence the average value 
fi of any function,/(g), for this system is given by

(7.5.7) 
This average is called the “expectation value” of/(g) in the state i. 
The algorithm for finding the expectation value/* of a function/(p,g) 
of coordinates and momenta is as follows. In f(p,q) replace each 
momentum pa by (h/2Tri)d/dqa. This forms an operator

= /[(^/27rt)V q,g]. (7.5.8)
The expectation value /^ is then

ft = S^(q)^(p,q)<t,(q)dq. (7.5.9)
In particular if f is a product of powers of the momenta (and we note 
that any analytic function /(p) can be expanded as a sum of powers),

/(P) = P" = IW- (7.5.10)
a

then the operator J^(p) is,

js-(p) = £?”■ = ]J(A/2m)"“(8"='M”''), (7.5.11)
a

and
<P“>av = S^tq^Mdq- (7.5.12)

There is one remark to be made about the general operator. If, in 
f(p,q) there occurs a product paga, it makes no difference in the classical 
case whether one writes this as qapa or as paq^. The quantum mechanical 
average is different for the two cases, since the operators are

?apa -> ^2mi)q^ldq^

P«q<r+ (hl^)^l3qa)qK
= h/2^i + (hl2m)qa(d/dqa).

From the normalization (4) the use of these in (9) gives the well-known 
commutation relation,

<P*q* - ^a)>Av = hl2ni-
The expression (9) for finding the expectation value, fi} can be 

written in a shorter notation, and one which is more suitable for use 
with ensembles. For two sets, q' and q" of values of the coordinates 
define a rather trivial product function,

r((9'.<l') = <t-?(9')® («') (7.5.13) 



QUANTUM S T A T IS TI C S 179

which is a function of 2T variables. This function is conjugate sym­
metric in the exchange of q' and q",

= r4*(q\Q'). (7.5.14)

Regard r^q'.q") as the q',q" element, in the coordinate representation 
of a Hermitian matrix, r;, where q' is the continuous row variable and 
q" the column variable. The diagonal elements, rf(q,q) with q' == q" = 
q, are real positive, and are the probability densities in the coordinate 
space. The “trace” of the matrix is the sum of the diagonal elements, or 
in this case where the element variable is continuous it is the integral, 
and is unityf from (4),

[r<L = = i. (7.6.15)

This matrix, I\, is the “density matrix” for the system in the state <I>?.
Let be a matrix of elements F^q^q") which are formed by letting 

the operator A^(p',q') operate on the variable q' only of I\(q',q"),

Fi(q',q") = ^<P'.q'WAq\q"Y (7-5.16)

Equation (9) for finding the expectation valuein state i is now

(7.5.17)

The product AB of two matrices A and B, which is different from 
BA, is a matrix, the x,y element of which is A(x,z)B(z,y) summed or 
integrated over the middle index z depending on whether z is discrete 
or continuous respectively. The product Iblb, then, has, from (13) and 
(4) elements that are

r?(Q',5") = jri(q',q“)ri(qw,qwX
= W).

In matrix notation we have

r.r^iv, (7.5.18)

i.e. the density matrix for a single system is equal to its own 
square. This property is called “itempotent.”

We later have use for another notation for the operations symbolized 
by (16) and (17). We utilize the Dirac delta function, which, for a single 
variable y is defined to be a function, d(y), which is zero everywhere

t Various normalizations other than unity are often used. We use (15) to emphasize 
the analogy to a probability density.
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except at y — 0 and there of such (infinite) magnitude that its integral 
over y is unity,

r + co

%W = 1. (7.5.19)
V — 00

This very singular function has the convenient property that if f(y) 
in any well behaved function of y that

1 + co

/(2/W - = /(«)• (7.5.20)
V — CO

Introducing

= (7.5.21)
a —1

as the product over all coordinates a of their Dirac delta functions, one 
may then write the trace condition, (15), as

[rjlr = W - 9")r,(g',9")dqW9” = 1, (7.5.22)

and the expression for obtaining the expectation value, /,-, as

A = JW - (7.5.23)
The density matrix T of an ensemble may now be defined. The 

ensemble consists of M systems, labeled by the running index i, 
1 < i < M, and the state, O^q) and therefore the density matrix, I\, 
of the system i for every i-value is assumed to be known. The density 
matrix, T, of the ensemble is then defined as the average of all I\,

i=M
(7.5.24) 

i=l

so that, from (13), its elements are
i = M

r(Q’,9") = in-1 2 <W)W)- (7.5.24')
1 = 1

The normalization is that the trace is unity, from (22) and (24),

[IX = W(q’,q”)D(q' - q")dq'dq" = 1. (7.5.25)

The average value, /, of a function f(p,q) is the average of the expec­
tation values/,,

/ = = [F]tr, (7.5.26)

US'.?') = •«r(P',?')r(q',q'). (7.5.26')
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Two explanatory comments are appropriate here. Firstly, had we 
attempted to define an averaged normalized wave function,

O(g) =
i

with A so chosen that th • 0* = 1, and from this <I>(q) construct a 
matrix of elements &(q'Yb*(q") the matrix so defined would be different 
from (24) in that it would contain additive non-zero contributions, 
J.4201(g/)(I>7.*(q"), with i =f j from different systems. These terms, in 
turn, would give improper contributions to f, were this matrix used in 
(26), and f would no longer be the average of the expectation values of 
the independent systems.

The second comment concerns complete “orthonormal” sets of 
functions. Functions, QM{q) are said to be normalized if, for each 
M-value QM • 0M* = I, and to be mutually orthogonal if 0M. ■ =
0 for M' — M". The combined property is written as,

0M, • 0M„* = d(M' - M"), (7.5.27)

with 8(M' — M"), called the Kronecker delta symbol, having values, 

d(M' - M") = 1 if AT = M",

<5(AT - M") = 0 if AT M". (7.5.27')

A set of functions obeying (27) is said to be a set of orthonormal func­
tions. The set is complete if it contains an infinite number of members, 
0 sC M oo, which may all obey certain boundary and symmetry 
conditions, such that any function, Of(q), obeying these conditions 
can be expressed as an (infinite) sum of the set of 0M’s,

«>,(?) = (7.5.28)
M

where, from (27), the coefficients aiM are,

= O. • 0M*. (7.5.28')
The totality of all normalized solutions, VFK, of the time independent 

Schrodinger equation (5) form such a complete orthogonal set, and so 
do the solutions of (5) if some fictitious approximate Hamiltonian 
J^(0) of the same number of coordinates is used. It is often convenient 
to use such a complete set to express arbitrary functions by the relation 
(28), and the state functions Ce of the fth system can then be defined 
by giving the numbers aiM for some arbitrary complete orthonormal 
set 0M.
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The state function 0, is always normalized by (4), so that, from (27), 
using (28),

2».>Am* = 1 (7-5.29)
M

and the positive product aiMaiM* is called the probability or expectation 
value that the system i will, if analysed, be found in the arbitrarily 
defined state 0M. It is not assumed, however, that two different systems 
i and J need be in orthogonal states, that is • 0/ with i 4= j need not 
be zero, so that nee<l not he zero.

M
If (28) is used the density matrix T, of the system i has elements,

W.g") = 2 Z (7-5-30)
M‘ M"

including “off diagonal” terms with M' =f= M", and that of the ensemble 
has also,

r(<i',<r) = 22 (7.5.31)
M' M"

with
i=M

r»r,M- = 2 WM,’. (7.5.32)
i=l

which is not necessarily zero for M' M". The numbers are 
called the M' ,M" elements of the matrix T in the representation of the 
quantum number, M describing the discrete orthonormal complete set 
0M. The diagonal elements, M, which are a sum of absolute values 
squared from (32), are all positive. From (29) and (32) their sum is 
unity. This is a particular example of the general rule that the trace 
formed by summing or integrating the diagonal elements of a matrix 
is invariant under the representation,

[IX = 2 r„.M = 1. (7.5.33)
M

Whereas the diagonal elements, TMM are necessarily positive, the 
product for M’ — M" will generally be complex, and may as
well have negative as positive real or imaginary parts. It is often 
assumed that the element of the ensemble of (32) for M' M", 
is negligible, and that in the limit of an ensemble of an infinite number 
of members, M —> co, these off diagonal terms become zero. This 
assumption is actually made in constructing the density matrix for an 
equilibrium system (section 7.9).
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7.6. The momentum representation
The state of a single system may be defined by a normalized state 

function, d>j(q), expressed as a function of the coordinates Q, or alter­
natively by a normalized function %*(/>) expressed as a function of the 
momenta. Actually one could also prescribe a function of qa for some 
degrees of freedom, and the momenta for others. For the same state, 
the functions anc^ are Fourier transforms of each other.

For a single variable, y, limited to the range —|Z C func­
tions of integer n values, —oo < n < co,

Ml) = (l/VZ)e2"«", 0/ = (7.6.1)
form a complete orthonormal set,

(7.6-1') 
and any function, f(y), defined in this range can be developed as the 
infinite Fourier sum,

n = + co

f(y) = 2 =/•<£/■ (7.6.2)
n = — oo

In the limit that the range, I, goes to infinity, the sum of (2) goes 
over into the Fourier integral. One uses the variable,

k — n/l, n — kl, (7.6.3)
where the allowed values of k become continuous in the limit. The sum 
over n goes over to an integral

2 —* J dn = IJ dk,
n

fW = ^<«>
or with g(k) = we have

f(y) =
* + oo

g(k)e2r,iki'dk,

'+ as
g(k) =

v — co

(7.6.4)

(7.6.4')

The orthonormality condition (F) used for the functions e27T,ky = 
^1/2a(U) now goes over into a Dirac delta function of the variable k — k'. 
This can be seen as follows. Define d(k — k') as the integral

' + 00

= _ k,y
v — 00

7
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From (!') it is seen that when the limits are the finite limits of — 
and |Z the function <3(/v — k') is zero when k — k' 0, and has the 
value I when k — k' — 0. The allowed values of k are k = n/l so that in 
the range dk there are (Z&/Z allowed values, and the integral J<5(A; — k')dk' 
has the value unity in the limit, and when the range of integration 
includes k — k' — 0. Thus the function defined by (5) has the two 
defining properties of the Dirac delta function: it is non-zero only at 
k — k' = 0, and its integral over k' is unity.

The nature of the coordinates, qa) for the various a values has not 
been specified, and any convenient set could be used. Among others, 
angular coordinates limited to ranges such as —tt qa might occur. 
For such coordinates the discrete Fourier transform, (2), rather than the 
integral (4) should be used, and the “allowed” values of the subse­
quently introduced momenta, pa, would be the allowed values for 
angular momenta, pa = n^h/Sir. If, however, the coordinates are 
cartesian their range can be taken as infinite, even though the value of 
Oj(g') is necessarily zero for values outside of the boundaries of the 
system. In this case the Fourier integral form is called for. We will use 
the notation suitable to this. No fundamental difficulty would be 
introduced by using discrete summation for some, and integration for 
other coordinates, and the conclusions would be unaltered, but the 
notation is awkward.

Instead of writing the transforms in terms of the variables ka above 
we introduce, for each coordinate a, a variable pa related to ka by 
pa = hka. The dimensions of Planck’s constant h are which are 
always those of a coordinate multiplied by its conjugate momentum. 
Since ka has the dimension reciprocal to the coordinate qa the quantity 
pa has then always the dimension of the momentum conjugate to the 
coordinate a. As before let p symbolize a set of pa’s for every a and 
define the symbol p • q to mean

P • 9 = (7.6.6)
The function

a=r
e(2m/h)p ■ q _ g 7)

a=l

is now used for the complete transform, where, from (5), since dpa, — 
hdk^,

’ 4- 00 

h-r Pdp = D(q' - q), (7.6.8)
— CD
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and r, the number of degrees of freedom, is the total number of coordi­
nates. The symmetry of p and q also gives,

*4-00

h v e<2«iih)(p'-in qdq (7.6.8')
v — 00

The functions xAP) and ^AQ) are related by the Fourier transforms, 

zdP) = A-1/2r (7.6.9)

(7.6.9')

We shall show that the function xAP) defined by (9) has actually, for 
the momentum variables p, the corresponding interpretation and useful­
ness that <PAQ) has for the coordinate variables.

In the first place we note that Zi is normalized, namely from (9) 
with (8),

Z ■ = h~r '"'-•‘'dpdq'dq-

- q')dq'dq" = I. (7.6.10) 

The interpretation that the absolute value square, xAP)Xt*(P)’ should 
be the p-obability density of finding the system i at the momentum 
value p equires that for any function, JAp), its expectation value, 
for the sate i should be given by the classical integral,

f = SxAP)f(P)X*(P)dp, (7.6.11)

and in ptrticular for a power such as that of (7.5.10)

<P">Av = hAP^nxAWdp. (7.6.11')
Conversey if (IT) is correct for every power n, then (11) holds for 
every analytic function f, and if (11) holds, then xAP)X*(P) fhe 
probabiliy density. But using the method (7,5,11) and (7,5.12) pre­
scribed fir computing <p"\v from O, with (9') we have

<P">A = h-r!j!Xt*(p-)e-'i’lli'p,''xM^’<IMP<'dp'dpdq

= 4 ‘".O'.f ,p~p'dp'dpdg
= SSx*(P')P"Xt<.P') D(P ~ P") dpdp',
= Jz,*(P)P’’z,(P)<«P.

which is he same as (IV).
One miy similarly show that for computing a function of q from Zi 

the rule s to replace qa by the operator ~(h/2Tri)d/Spa.
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The function r(p',p") analogous to T(q',q')
i=M

V(p',p’) = Jf-12 zXP'IZi’fP") (7.6.12)
1=1

is the p',p" element of the density matrix, F in the momentum repre­
sentation. From (7.4.24') and (9) or (9') the two representations are 
related by

F(p',p") = h~r ’«' r(q'q')e(2,TlW<rp'dq'dq" (7.6.13)

F(q',q") = Je(2^/A)9''p' r(p',p")e^^lh)p' q" dp'dp". (7.6.13')

7.7. Matrix transformations
The matrix transform, (7.6.13), and its inverse, (7.6.13'), is a special 

case of a unitary transformation of a Hermitian matrix, and of the 
inverse transform. Hermitian matrices, such as the density matrix F, 
or matrices representing physical entities such as the energy, may be 
represented by elements such as F(q',q"), r(p',p") or of (7.5.32) 
in which the row and column variables may be either continuous, such 
as q^q", or discrete indices, as in the case of Representations
in which both the row and column index have the same physical signi­
ficance, i.e. both are coordinates, or both are momenta, or, both are 
quantum number designations, M', M" of the same complete set of 
orthonormal functions, are most generally used.

The transformation from one representation, say y, to another, x, 
is done by the use of a unitary matrix, U. The matrix U has element 
u(x,y) where, in physical examples, x and y are different in meaning: 
for instance one may be the value of a quantum number, and may only 
take discrete values, whereas the other may be the continuous momen­
tum or coordinate variable, or perhaps the discrete set of quantum 
numbers representing a different complete orthonormal set of functions. 
With the matrix U there is associated another matrix, 17j, called its 
conjugate transpose, which has elements

wf(«/,x) = u*(x,y). (7-7.1)
The matrix U is said to be unitary if, and only if,

fu(y' ,x)u’f(x,y'')dx 
^u(y',x)u-f(xty'’)

X

^(x',y)u(y,x")dy 
%rf(x,y)u(y,x)
y

(x continuous)
(a; discrete)

(y continuous)'
(y discrete)

W - /),

(7.7.2)

<3(x' - x"),
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and the d symbol stands for the Kronecker delta if the variable is dis­
crete, or for the Dirac function if the variable is continuous. The simpler 
matrix notation is,

UU* = 1,
(7.7.2')

. 17* U = 1,

where 1 is the symbol for the “unit matrix,” namely a matrix for which 
all elements are zero except the diagonal elements, and these are 
6-functions: i.e. the Kronecker delta unity, for each diagonal element 
when the rows and columns have discrete indices, or the Dirac delta 
function when the variables are continuous. The rule of summing or 
integrating over the middle index to obtain the elements of the product 
matrix is then such that for any matrix, A, the product with the unit 
matrix is A, i.e.

1A = Al - A. (7.7.3)

The transformation of a matrix A in the y representation, Av, to the 
x representation, Ax is accomplished by

Ax=UA,Ut, (7.7.4)

meaning that the element A(x',x") is

A(x',x") = ^u(x',y,)A(y',y")ut(y",z")dy'dy". (7.7.4')

From (2'), (3) and (4) the inverse transform is

U^AXU = U-\UAVW[U= 1A„1 = Av, (7.7.5)

W,!/') = ShW.x')A(x‘,x")u(x’,y’)dx'dx’. (7.7.5')

If either y or x is a discrete index, rather than a continuous variable, 
the integration operation of (4') or (5') is to be read as a double 
summation.

The functions, 0„(y), of any complete orthonormal set may be 
regarded as the y,n elements of a unitary matrix 0, the conjugate 
transpose of which, 0f, has n,y elements which are 0n*(y) from (1). 
The relation

Of© = 1 (7.7.6)

is then the usual orthonormality condition,

SGn*(y)Om{y)dy = d(n - m), (7.7.6')
whereas the relation

00f = 1 (7.7.7)
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is a less well-known relation that, for the infinite sum of all functions, 

W.V) = M - y”). (7.7.7')
n

For the density matrix, in the representation T\q',q") of the 
T-dimensional coordinate q, the transform to a (T-dimensional) 
quantum number representation of a particular complete ortho­
normal set of functions QM(q) is written as

r?„ = otr.o, (7.7.8)
which means that the elements are

rMM- = jS0M^<l'W(q',q")&M.(q’)dq'dq', (7.7.8')

which, from (7.5.24') and (7.5.28'), is the same as (7.5.32). The inverse 
transformation

r0 = orwot (7 7.9)

has the elements given by eq. (7.5.31).
The matrix Up of elements

u(p,q) = }rl,2r e (2T,il")p ci (7.7.10)

has a conjugate transpose Uqp = Upqf of elements

u^q,p) = h~il2r e(Mlh}q'p, (7.7.10')

and is seen from (7.6.8) and (7.6.8') to be unitary. This is the matrix 
that transforms from the T-dimensional q-space of infinite range to the 
continuous T-dimensional p-space. As mentioned before, if some of the 
coordinates, qa, have finite range, as do angle variables, these pa-values 
are discrete. The transformations (7.6.13) and (7.6.13') are then 
transforms of the type

r, = uPQrQuQV, (7.7.H)

r9 = U^U^. (7.7.11')

One comment about notation may be made here. It is customary to 
refer to the matrix of a physical entity, such as the energy given by 
the Hamiltonian operator, as the Hamiltonian matrix, independently 
of its representation. Similarly, the density matrix T of a particular 
ensemble is regarded as the same matrix whatever the representation. 
In this language a unitary transformation does not change the matrix. 
We have, in this section, written a subscript on the matrix, Ax, Av,Fp, 
rg,Tm, etc., to indicate the representation when writing the matrix
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equations for the unitary transformation, (4), (5), (8), (9), (11), (11'), 
since without some such designation the equation would be meaningless.

A very useful theorem exists which states that any Hermitian 
matrix can always be brought to diagonal form. This means that, for 
the density matrix, If as example, there is always some set QM(q) of 
orthonormal functions in the coordinate space </, such that M~ of 
(8') has only diagonal elements, M' == M", all others being zero. For 
the density matrix these diagonal elements are necessarily all positive.

Another comment may be made here. The relation (7) or (7') for any 
complete orthonormal set of functions means that for an ensemble in 
which every one of the infinite set of functions 0M(<?) that diagonalize 
r were to occur with equal probability, 1AJ M -■= a, the coordinate 
representation, and indeed any representation, would have diagonal 
elements only. Now such a density matrix corresponds to no physically 
realizable ensemble, since it implies equal probabilities of all states of 
all energies up to infinity. However, it is to be expected that if very 
many states are represented with not greatly differing probabilities 
the coordinate and momenta representations will be strongly peaked at 
the diagonal, and will approach zero for values very far from the 
diagonal. The meaning of “very many” depends on T, the dimen­
sionality of the coordinate space. If Q is the total number of states, 
then co = is the geometric mean of the number along each 
dimension. It is in the limit that this number, co, becomes large that the 
density matrix approaches a product of a positive function IF (5') with 
the Dirac delta function product, !){(/' — q"). In section 7.10 we show 
that in this limit the average properties of the ensemble go over into 
those for a classical ensemble.

7.8. The Wigner representation
A somewhat peculiar transform, 1Fq(P,</), of the density matrix, 

first introduced by Wigner, gives a function of p and q which corre­
sponds most closely to the classical probability density, Wci(p,q).

Before displaying this function some comments are necessary. The 
fundamental philosophy of quantum mechanics precludes the possibility 
of defining a probability density function in the combined (p,q)-space. 
The basis of quantum mechanics is that no equations can be given 
which answer questions that no conceivable experiment could verify. 
The uncertainty principle states that no conceivable experiment can 
give meaningful precise simultaneous values to a coordinate qa and to 
its conjugate momentum, pa. At best values within a range Apa and
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where the product /Xq^p^ is of order h can have meaning. Since 
no experiment can ever fix the value of both p and q precisely there is 
no operational meaning to the question of what the probability is that 
a member system of an ensemble would have such precise p,q-values. 
There is therefore no meaning to a probability density function, 
W(p,q), defined at every point p,q, in the T-space.

However, this does not preclude the possibility that a function 
might exist such that its integral

p

WQ(p,q)dpdq
J•>ApAq

over a range Ap/\q for which every &paAqa > h might give the pro­
bability that a member system of the ensemble be found within this 
range. It is in this sense that the Wigner function 1Fq(P,q) ‘‘corresponds” 
to a probability density function.

It is therefore not surprising that the function 11 q(P,</), which we 
shall define, has one property that no true probability density function 
could have. The function WQ is indeed real (not complex), but it is not 
necessarily positive everywhere, and examples can be constructed 
for which it takes negative values at some points. No meaning could be 
given to a probability density which was negative.

The Wigner function is constructed as follows. Start with the 
coordinate representation V(q',q'') of the density matrix. For each 
coordinate, a, transform q„',qa" to qa,q^', by the relations

q* = i(««' + &"), q*' = q*'-q*, (7.8.1)
7/ = ?«+ = q^~~ $q*">

so that
dq^dq^' = dq^dq^". (7.8.1')

As before, use q to symbolize the set qa and q'" for the set qa"'. The 
Wigner function is

WQ(p,q) = A-rJF(Q + - |q"')e-(2^ ^9'". (7.8.2)
The inverse transform is then

T(q + 19"', 9 - 19") = f ' -dp. (7.8.2')
If, similarly to (1), we define for each a,

P. = + P«'), P." = P.' - A', (7-8.3)
Pa' = Pa + iPa"', Pa" = Pa ~ |Pa'">

■ dp^'dp^ = dpatZpa'", (7.8.3') 
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and use p and p" for the sets of momenta we have

q’ p' - p" • q" = (q + 1<T) ’ (P + |p"') - (<7 - |<T) ’ (P - |p"') 
= qp' +p- q", (7.8.3")

so that the transform (7,6.13') becomes

r(<J + W, Q - W)
- h~r$fjr(p' + |p"', p' -|pw)e(2’TWp'‘q''+qp")dp^pw (7.8.4) 

after relabeling p —> p'. Use this in (2), and integrate first over dq’". 
From (7.6.8') the integration gives h?D(p — p'), so that subsequent 
integration over dp' simply sets P' =P in T(p ' + |P'"> P' — jp"')- One 
finds

if0(p,9) = Vrfr(p + 1P”. p - -.!p")e<2"""’-’dp-", (7.8.5)

r(p + |p". p - ip") = A“rjIl-y(p.9)e-(2’""” (7.8.5’)

Now let us examine the properties of this function 11^. In the first 
place we see that IFq is equal to its own conjugate complex, IFq*, 
since, from (2),

WQ* = /rrJT*(g + |q'", q ~ iq'")e(27,il,,)q" p dq'" (7.8.6) 

and from the Hermitian character of T one has that

r* = r(q - Ig'", q + Iq"').

Substituting —q " = q' one obtains

H'y* = A'-fflq + |q', q - jq')e’ dg = WQ, (7.8.6') 

since the limits of integration of q"' = — q' are even in q'", and this 
is also true when the coordinate range is intrinsically bounded. A 
function which is equal to its own conjugate complex is necessarily 
real.

From (2) and (7.6.8) we have

SWQ(p.q)dp = jT(g - tf, q - iq-y^-'" dq’dp
= JU? + i«", q - \q'")D(q'")dq = V(q,q), (7.8.7) 

and similarly from (5)
S^Q(P><l)dq - T(p,p). (7.8.8)

We therefore have that the integral over p of WQ(q,p) gives the 
probability density, F(q,q) in the coordinate space, and the integral 
over q of IVq gives the probability density, f(p,p) in the momentum 
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space. It follows that for any function of/(p) of the coordinates alone, 
or any function <y(q) of the momenta alone, the average values for the 
ensemble are given by the classical prescription using 1FQ as a pro­
bability density,

7 = n/(9)W'O.(P.9)^9. (7.8.9)

<7 = Sfo(.P')WQ(p,q)dpdq. (7.8.10)

It will not be shown here, but it is not difficult to prove that for 
any mixed function F(p,q) which does not contain any product paqa of a 
single coordinate qa with its conjugated momentum, pa, the prescription 
is the same, namely the average value F is the integral over p and q 
of the classical function F times JF0. This, however, is not, and cannot 
be the case for the average value of any product c/apa, for the classical 
integral must necessarily give the same average for q^ as for paga. 
We have seen in section 7.5 that the quantum mechanical averages 
differ by h/2m. It is not difficult to show that the integral of qapa times 
IFq gives the arithmetical mean of the two quantum mechanical 
averages, and since paq(l — qapa — h/Swi it is easy to express either 
of the two quantum mechanical averages in terms of the classical 
integral, similar rules can be found for more complicated products of 
powers.

The fact that the quantum mechanical averages, paqa and qapa differ 
is itself a demonstration that no true probability density function, 
W,q) , can exist for the quantum mechanical ensemble. Were such 
a function to exist the two averages would necessarily be given by the 
classical integral, and would be identical. Nevertheless the Wigner 
function, WQ(p,q), “corresponds” closely to such a probability density, 
and in the classical limit, Planck’s constant h approaching zero, does 
go over into the classical function.

7.9. The equilibrium density matrix
The density matrix has been discussed in the last four sections as a 

mathematical tool for describing any arbitrary ensemble of systems 
for which the quantum mechanical state, O^fq), of each system i is 
assumed to be known. No assumption was made about whether or not 
the ensemble was one of systems at equilibrium. For an equilibrium 
ensemble of systems, each with a fixed number set N of molecules, at 
fixed volume V and temperature T the assertion has previously been 
made that the probability of observing a member system to be in the 
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quantum state T*K, which is a solution of the time independent 
Schrodinger equation,

YK(q) = A’K'FK(q), (7.9.1)
is

TKK = (7.9.2)

with A the Helmholtz free energy.
We need, here, to expand somewhat on the meaning of this assertion. 

We do not presume that if the state of a single member i of the ensemble 
were analysed it would necessarily be purely one of the solutions, 
of (1). Rather, we assume that if its state <h, is expressed as a linear 
sum of these, as discussed at the end of section 7.5,

<f,(g) - 2 aiKYK(q), (7.9.3)
K

then, in the limit of an infinite number, M, of systems,

I\ K = lim [Jf-1 2 Mi/] = e(A~EK)lk'T. (7.9.4) 
.If—i = l

In addition we make the “assumption of random phases,” namely that 
if one writes the generally complex numbers aiK as

= Ax exP (7.9.5)
with AiK real positive, and 0 < cf>iK < 2tt, then the distribution of the 
“phase angles,” is completely random, so that in the limit Al —> oo

rK,K" = lim IX-1 2 AiK'AiK' exp - hr)] = o. (7.9.6) 
M~»oO i

This means that the equilibrium ensemble has a density matrix which 
is diagonal in the representation K',K" of the quantum numbers 
describing the solution T’K to the Schrodinger equation (1). It is in this 
representation that the energy matrix is diagonal.

The great power of the density matrix formulation is that we can 
now evaluate, at least in principle, the elements in any other repre­
sentation such as the coordinate or momentum representation without 
ever actually finding the solutions to (1). Define the operator 
expression e~jr,kT, with <7? the Hamiltonian operator, to mean

= 5
n>0

(7.9.7)

where the power, n, of the operator simply means repetition of the
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operation n times. From (1) that = EKXEK with EK a number, it 
follows that

^nXFK = EKny¥K, (7.9.7')

e-wTK(q) = e~EKllcTxEK{q). (7.9.8)

The Hamilton operator is real, so that VK*, the conjugate complex of 
is also a solution of (1) to the same energy EK, and

e-^rYK*(q) = e-W2’xpK*(q). (7.9.8')

Similarly, since
e-^/2fcTYK(q) = e-E*/2*r*FK(q), (7.9.8")

we have
[e-jr/2iTYK(q')][e_jr/2A:rYK*(q")]

= e-B^rTK(q')TK(q"). (7.9.8'")

Now the coordinate representation, Fo of the density matrix is 
obtained from the K-quantum number representation, I\, by the 
unitary matrix T of q,K elements T*K(q), and its conjugate transpose 
Yf of K,q elements YK*(q)

r. = Tiyrt, (7.9.9)

which, since has only diagonal elements, means that

r(?',9’) = Ewrv'f'M- (7.9.9')
K

Using (4) for TK K, and any of the equations (8), (8') or, (8"), one may 
write

F(q',q") = 2 YK(q')YK*(q") = (7.9.10)
K

where the Hamiltonian operator can be understood to be either

= JT = [(Zt/2m)vg„q'], (7.9.11)

operating only on q', or

= jT' = ^[(A/2«)vQ-,q"], (7.9.11')

operating only on q", or to mean

= |^'+ fJT", (7.9.11")

as the sum of one-half of the operator on q' plus one-half of the 
operator on q". For some purposes the symmetric form (11") is the most 
convenient.
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Now we have already seen that for any complete orthonormal set 
of functions, T*K(q), the matrix T is unitary,

¥Tf=l, (7.9.12)
meaning that

1 - <D> (7-9.12')
K

with D the multi-dimensional Dirac function in the coordinate system 
q. Hence (10) can be written as

r(q',q") = e^-^'^Diq’ - q"), (7.9.13)

where the operator, of (11), (11') or (11") operates on the unit 
matrix, 1, of diagonal elements D(q' — q") in the coordinate repre­
sentation.

Now in order to express D(q' — q") of (13) in terms of analytical 
functions we may choose any other convenient complete orthonormal 
set of functions, 0M(q) as the q,M elements of a unitary matrix 0, 
with Q*M(q) as the M,q elements of its conjugate transpose, 0j,

O0f = 1 (7.9.14)

2 0m(Q')©m(9") = - 9") (7.9.14')
M

to write (13) as

F(q',q") = £ 0M(q')0*M(q") = eu-W)00f. (7.9.15)
M

The above argument may appear too facile, using the very singular 
product of Dirac functions as intermediary, and indeed it is, since it 
disguises one difficulty of maintaining proper symmetry in the func­
tions. We will therefore prove (15) from (10) in a more conventional 
manner. The matrices

A = ©t'T, A = ¥f0, (7.9.16)

are conjugate transposes of each other, since they have elements

aM,K = 0*M ’ ^K> atk,M = ^*K ’ 0JW’ (7.9,16 ) 
respectively, and A is unitary since, from the unitary character of T 
and 0,

AfA = ¥t©0t'I' = = 1, (7.9.17)
AAf = OfTTiO = 1. (7.9.17')
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In terms of the element summation these two equations are

ZatK',MaM,K" ~K ).
M

(7.9.18)

^aM. K,aK M, = d(M' - M"). 
M

(7.9.18')

From (16) we may write

OA = 00fT = = T, (7.9.19a)
and, similarly,

TAf = 0 (7.9.19b)
AJOf = (7.9.19c)
ATf = 0f (7.9.19d)

which give, in matrix notation, the equations for developing one com-
plete set of orthonormal functions in terms of another, namely,

= ZM (7.9.19a')

= Z ’WU*
K

(7.9.19b')

^k*(Q) = Z «©*«(<?)>
M

(7.9.19c')

®*Jtf(?) = ZaK,M^K*(?)’ 
K

(7.9.19d')

Using (19a) and (19c) with (17')

= OAAfOt = = 00t> (7.9.20)

which, in terms of the sums over the elements, is

= Z Z 0M'(g')(Z aM;KatK>M')®*M'(Q'')
M' M" K

= 1 (7.9.20')
M

from (18'). Since the elements, aMK and atx.w °f the matrices A and 
Af are pure numbers they are not affected by the operator^, and (20) 
can be used for TTf behind the operator e(A~^lT of (10), leading to 
(15).

However, certain conditions are imposed on the solutions, TK, of 
the Schrodinger equation, and the members, of the complete 
orthonormal set, which from (19b') contains only linear combinations 
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of the xPK’s will necessarily be limited by these conditions. Most of 
these conditions are fairly trivial and easily satisfied, but one, the 
symmetry condition, causes difficulty.

The functions 0M(g) must be continuous, single valued, and differen­
tiable in the space, q, allowed to the systems. They must form a 
complete orthonormal set in this space, which requires that they be 
square integrable. If cartesian coordinates are used the range minus to 
plus infinity is permissible, even for a bounded system of finite volume, 
but it is then necessary that the Hamiltonian operator contain a 
potential term which becomes positive infinite if any molecule is outside 
the bounds of V. In practice this is awkward, and instead one uses func­
tions which are orthogonal when integrated over the finite volume V. 
Strictly, boundary conditions that the functions are zero at the walls 
should be used, but as long as surface effects are not being investigated 
functions with “periodic boundary conditions” are adequate. An 
example is the functions e~mnxlL for integer n values when the limits 
on x are 0 x L or —x All these conditions are easy 
enough to satisfy.

In addition, the allowed solutions to the Schrodinger equation (1) 
must be symmetric in permutations of the coordinates of identical 
Hose-molecules, and antisymmetric in the exchange of Termi-molecule 
pairs. Now if the coordinate system q' is written in the conventional 
manner, q' = q’i> g'2,• • •> ■ ■ ■> <1n'> with9'« the coordinates of the
molecule a, so that the coordinate q" with q^' — q2, q2 — qx’, . . .,

= <?«"> • ■ ., is different from q' then the purely symmetric functions 
T’k do not form a complete set in this coordinate space, since only com­
pletely symmetric functions can be expressed as a linear combination 
of these. As a result the sum (12') is no longer the function D(q' — q") 
defined by the product (7.5.21) of all Dirac delta functions. A coordinate 
system, Qs (for which there is no simple convenient notation when the 
coordinates arc continuous, and the individual molecular coordinates 
qa are more than one-dimensional) does exist for which the completely 
symmetric functions form a complete set. This is the coordinate system 
Qs = qv . . in which, however, we regard the order of
writing the subscripts as immaterial, that is in which we regard all A71 
permutations of the coordinate positions as identical values of Qs. 
The sum (12') of purely symmetric functions is a function, 
w/ - <?;')> which is non-zero only when Qs" == Qs', and for which 
the integral over dQs" is unity. However, we must interpret Qs = Qs" 
for every one of the N! permutations for which qa' = q^" with some 
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/5(a) for every one of the A values of a. This function, D(QS' — Qa*) 
can be expressed as a function, Ds(q' — q") of the more conventional 
coordinates, q, and is constructed from the product function, D, 
defined by (7.5.21) by taking the average of its value for all N! permu­
tations of either q' or q ",

J p = N\
D.tq’ -</')= 777 S ^'D(q- - q") (7.9.21)

A . p — i

where is the permutation operator that permutes the coordinates 
of the individual molecules in q'.

The coordinate system Qs is the natural one for describing a con­
figuration of identical molecules, the position qx, q2, . . . not meaning 
that molecule number 1 is at q± and number 2 at q2, . . ., but that a 
molecule is at qr> another at q2, etc. For three-dimensional cartesian 
coordinates limited to a volume V, and N molecules, the volume of 
integration within V of dQs is then VN/N ! instead of for the integral 
of dQ. If the coordinates of the single molecules are one-dimensional 
cartesian coordinates limited to the range xa jL, then one
can use the conventional numbered coordinates, Zj, a;2, ..., ra,.. ., xN, and 
the limitation —x2 xN < mean­
ing that is the coordinate of the molecule that has the lowest coordi­
nate value, x2 that of the next, etc. However, even this method of 
designation of Qs would be awkward, since a complete set of ortho­
normal functions is not easy to find in a space with such peculiar 
boundary conditions. In the analogous problem of writing the discrete 
quantum number K describing the symmetric state TK, we found a 
notation in eq. (1.5.5) by specifying n(K), the number of times a mole­
cular quantum number K appeared in the set Klt K2, . . ., Ka, . . 
Kn, thus obviating the necessity of distinguishing the subscripts on a 
given K. A method which resembles this, and can, in principle, be used 
to approach a continuous coordinate system is to divide the volume V 
into a lattice of contiguous cells, numbered by discrete values of a 
vector K, and to specify the number n(K) of molecules in each cell. As 
the cells approach zero volume, and become infinite in number, 
n(K) = 0 or 1 only, the description approaches that of the coordinate 
system Qs. In practice this method, the cell method, has only been 
used for cells of the order of the molecular volume in size.

We therefore resign ourselves to use the more convenient, but not 
entirely natural, coordinate system q, with numbered qv q2, . . ., etc.
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As a result, in equations involving integration over dq the factor N! 
always shows up in the denominator in all final equations.

In practice the “convenient” orthonormal function set 0m(q) is 
chosen as a product of functions, 0ma(qa) of the coordinates of molecule 
a, and indeed 0ma is taken as a product of functions of the single 
coordinates of the molecule a. The quantum number M of 0M is then 
taken as

M — ma, . . ., wv, (7.9.22)
and the sum over all M values in (15) is taken as the independent sum 
over all ma’s. This, then, includes the states of all symmetry character. 
The rough rule that only the fraction 1/jV I of them will have the proper 
symmetry is then used to divide the sum by N!, obtaining an “unsym­
metrized” result,

1 a = A
W.«') = T7-. II 2 (7.9.23)

x ’ • a = 1 ma

This function, Fu(g',q"), is the coordinate representation of the equili­
brium “Boltzmann” density matrix. Setting its trace equal to unity 
gives the Boltzmann value for the Helmholtz free energy A.

To correct TM for Bose-Einstein or Fermi-Dirac systems we can now 
“symmetrize” and find the correct function. Any function of q can 
be written as a sum of functions, one of which is totally symmetric in 
the exchange of all pairs qa,q^, one of which is totally antisymmetric 
in all pair exchanges, and the others are antisymmetric in the pair 
exchanges of a subset {n]A- with n 2, and have no special symmetry 
in exchanges of pairs of the remaining N — n molecular coordinates. 
If the sum of the function for all jV! permutations of the coordinates 
is taken then those component functions which are antisymmetric in 
any pair add to zero, since equal numbers of plus and minus terms 
appear differing only in the exchange of that pair. The sum is then N! 
times the symmetric component. Thus the symmetric component, 
/,(?)« is

1 p = N!

= Z (7-9-24)
xV ! p = 1

where is the operator that permutes the coordinates. Similarly one 
can show that the totally antisymmetric component is

1 p = 2f!
/.(?)= VT, 2 (_W(9), (7.9.24')

XV . p — i
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where p, the index of the permutation, is odd if an odd number of pairs 
are exchanged in the permutation, and even for an even number of 
exchanges.

Now the function Tu(^',q") of (23) is necessarily symmetric in any 
permutation of both q' and q" since the Hamiltonian operator is 
necessarily identical for identical molecules, and hence symmetric in 
the exchange of their positions. A permutation of q', followed by 
another permutation of q" can alway be obtained by first making 
the permutation & , on both q' and q", and then some other per­
mutation 0p, on q' alone. The sums are also equal, namely

1 \2v, 2W)S^-(9"). I p p”

(7,9.25)

Since the permutation of both q' and q" with the same permutation 
leaves ru(q',q") unchanged, the first operation leads to I\, and 1/2V! 
times the sum of permutations on only one of the coordinates, q', (or 
only on q") is then the same as selecting the component function of 
ru(g',g") which is totally symmetric in both q' and q". Since r,t in (23) 
has already been arbitrarily divided by N! one has for the coordinate 
representation of the density matrix for an equilibrium ensemble of 
Bose-Einstein molecules,

rB.E. = 2 (7.9.26)
73 = 1

where the permutation operator acts on q' alone. Similarly for an 
ensemble of Fermi-Dirac molecules at equilibrium

7? = VI

rF.D. = 1 (-mT„(q',q").
7> = 1

(7.9.26')

7.10. The classical limit
In this section we shall show that in the limit of setting Planck’s 

constant, h, equal to zero, the condition that the trace of the density 
matrix, T, is equal to unity leads to the classical equations for an 
ensemble of fixed V, N, T. We also find that in this limit the coordinate 
representation T{q',q") is diagonal and differs from zero only at 
3'= <T
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Neglect possible spin coordinates and use cartesian coordinates 
xai with 1 a TV, and i = 1, 2, 3, for the coordinate of the atoms of 
the systems. If the systems are in cubic boxes of edge length L, V = Ls, 
we can limit the coordinate range to xai and use a
product of plane wave functions,

= (1/VT>) exp {^nik^x^L), (7.10.1)
= N 1 = 3

®m(9) = II TT </’^'ai(^ai)> (7.10.1')
<x = l 1 = 1

Af = &n,&i2> • ■ ^’ai> • • •> ^jV3- (7.10.2)

As before, introduce the momentum pai = hkaijL, and substitute 
integration over pai for summation over kai,

J
’ + 00

dpai. (7.10.2')
- ®

Using the notation p for the set of momenta, and
ct = X 1 = 3

P9 = S (7.10.3)
a = li = l

<KP ' (9' - «')] = e12"'4” (7.10.3')

we may write (7.9.23) as

r(q',q") = N • (q" - q')]dp. (7.10.4)

By definition we mean by the exponent of the operator,
e-.*7A-r = ( — l/kT)nJfn, (7.10.5)

n>0

where means n-fold operation by the Hamiltonian operator. We 
use the symmetric form (7.9.11") for as one-half of the sum of the 
operator on q" plus that on q , so that, for the cartesian coordinates

a = A’ 1 = 3 i
II ----
a=ii=i 4ma

I h vr/5 V 
y2mj y^a//

2“]
+ W) + W)] ■

J
(7.10.6)

The first term of the sum (5), having n = 0, means no operation, 
and

(J^)°<D = o. (7.10.7)
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The next term, for which n = 1 produces

= H<& (7.10.8)

where H is the classical Hamiltonian,

’a = J/i = 3 7} 2 J
H = ~ + v [U(q-) + W)]

a —1 1 = 1
(7.10.9)

in which, however, the potential energy is the mean of the two values 
at q" and q'. Now operate again with on the right hand side of (8) 
and we find

^20 =
a=^i=3

ot —1 i=l 4m/ai

A2 1 imiq") d2U (q')\T\--------- 1--------------- i ----------------- kj> 
16tt2?w 2 y da;a/2 dxai'2 I j (7.10.10)

In the limit A —> 0 the terms involving derivatives of the potential 
energy disappear. Similarly for subsequent operations by Jf,

.3f'"(l> = [Hn +0(A)]0>, (7.10.11)

lim = Hn<&, (7.10.11')
A~*0

and so
lim = eHlkT<by \(7.10.12)

A—*-0

where the Hamiltonian H is the classical symmetric Hamiltonian 
function (9) of the momenta p and two coordinate values, q', q" in the 
matrix. We now have, from (4),

lim [r(g',g")] = i-e[^-tW)-*W)J^j(q,,g") (7.10.13)

with

I(x’,x'') = A-1

a.~N i—3
^ = n

a=l i=i

dp e — (pil2mkT') + (2irilh)p(x' —x')

(7.10.14)

(7.10.15)

Now introduce the de Broglie wavelength, Aa = h(2nmakT)~1/2,
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which depends on the mass, ma, of atom a. With this, and a new dummy 
variable

z = (Xp/h) - [i(z" - z')/A], (7,10.16)

we can write the exponent in the integrand of (15) as

(pzl2mkT) + (2m/A)p(a:" — x')

= -TT^/h2 - 2^plh)[i(x" - x')/X]}

= -7rz2 - tt[(Z - z')/A]2. (7.10.17)

With h_1dp = A-1dz, and integration of z along the line — i[(rr" — a/)/A] 
from minus to plus infinity, = 1, we find that

Aa = V1 exp - 7r(zi0[' — z£a")2/A2. (7.10.18)

In the limit h decreases towards zero, Aa approaches zero, and each 
factor Ifa becomes zero except when x^ — xia*. We then have that 
in the limit h —> 0 the coordinate representation, V(q' ,q"), of the density 
matrix has zero off diagonal elements. Along the diagonal, q' = q" it 
has the value

lim [P(M)] = - U^n/kT. (7.10.19)
h—►O a

With the configuration integral

<2,= (7.10.20)

of (2.4.4) we find from the normalization

fr^,g)^=l (7.10.21)
that

A =23AJ'7TliUo -ZjTln^ (7.10.22)
a

in agreement with the classical formulation of (2.4.5').
Now, of course, strictly, since we have assumed h —► 0 and Aa —> 0 

we have an infinite expression for the Helmholtz free energy A. Forming 
S — —(dAldT)VN and E = A + TS one finds that, since A T_1/2, 
E = INJcT + kT(d In QJS In T)v N which is finite. The entropy is 

a
infinite.

The reason for the infinite entropy is simple. With hft and the 
number of quantum states in any range going as Apai &raf/A the number 
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of states in any fixed classical portion of phase space increases without 
limit. The entropy is 8 = k In Q with Q the number of quantum states 
so that 8 goes logarithmically to infinity as h approaches zero, and with 
the factor ZT equal to k times the number of degrees of freedom, which 
is 3Nk in this case. The expression 8 4- IT In h remains finite.

Finally we also want to point out that for molecules having a finite 
range of repulsion the symmetrization adds only zero terms in the 
classical limit. The density matrix elements F(q'.q") are zero unless 
q' = q" which means that every molecule must be at the same position 
in q' as in qn. But if two molecules are exchanged in q' then q' q" 
unless they were at identical positions originally. The large repulsive 
pair energies makes T(q,q) zero when any two molecules are at the same 
position. Hence in (7.9.26) or (7.9.26') only the first term, p ~ 0 with 
the identical permutation that permutes nothing is non-zero. All 
systems become “Boltzmann.”

7,11. Perfect Bose gas cluster function
In section 7.2 it was shown that the equation of state of the perfect 

Bose gas could be written as

PlkT = 1bnz\ (7.11.1)
n>l

with
...................................... bn = ?^5/2/.(33'!), (7.11.2) 

eqs. (7.2.9), (7.2.10) and (7.2,14). It was promised in that section that 
we should show that the analogy to the cluster integral equation was 
not a pure numerical coincidence. We shall proceed to do this using 
the method of the last section, which is extremely simple for real h- 
values and the perfect gas case that the potential energy is identically 
zero.

In the last section the normalized unsymmetrized density matrix 
element, T(q',q") for an ensemble of systems of fixed N, V. T was given 
by (7.10.13) for the limit h —> 0. The trace of this matrix is unity, and 
this determined the Helmholz free energy, A. If we set Z7 0 the 
expression (7.10.13) is exact for all A-values, but the symmetrization 
sum of eq. (7.9.26) must be applied before the trace is taken. Let us 
first transform the expression of (7.10.13) to make it correspond as 
closely as possible to the form which was used in Chapter 4 for the 
imperfect gas.
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From (1.4.12) that .4(7,7*,A7) = —kT\nQc{V,T,N) and (4.1.1) with
(4.1.2) relating Qc to Qr we have

e~AlkT = (JC(AT,7,T) = (7.11.3)

e 1 lkTd{N}.
u

(7.11.4)

Comparing this with (7.10.13) and the condition that the trace of T is 
unity we see that, for the symmetrized perfect Bose gas,

p = A!

Qr = { I A3A7(g',g")}tr, (7.11.5)

with

= exp -/j [|r/ -
1=1

(7.11.6)

The first unpermuted term p — 0 in the sum is unity on the diagonal 
qr = q ". In a term in which the atom i has replaced j in the permutation 
we will have a factor exp — tt[ |r/ — r/"|/AJ2 in 0>JJ?NJ(q',q") which, 
when q' = q" = q, becomes

/(r„) = exp-4|ri-r,|/A]“. (7.11.7)

Every permutation of the N molecules can be analysed as a product 
of cycle permutations. A cycle permutation of n numbered objects is 
one in which, say, object 1 replaces 2, object 2 replaces 3, . . object 
n — 1 replaces n, and n replaces 1. The factor introduced into the 
diagonal part, q’ = q" = q, of by such a single cycle is

r2, • • •> rn) = f(r12)f(r23) . . (7.11.8)

which is a function that, for finite n, approaches zero unless all n mole­
cules are close together. We define a “cluster” function gn as the sum 
of the (n — 1)! different ways of cycling the same n molecules

9n = 2 . . .).
a = l

(7.11.9)

One now has, from (5), with = 1, that

^t(A,F,T) = (WM.)[ n (7-11.10)
i = lv
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As in section 4.2 we define the cluster integral by

1
bn = w v

1
n! ■ ■ [/(*12) • • -f(rni)Vr2 . . . drn. (7.11.11)2 ■

J

The rest of the procedure of (4.2), using (9) in the Grand Canonical 
partition function equation, (4.1.6) follows and as in eq. (4.2.12) we 
have

(7.11.12)

The integral bn of (11) can be evaluated by folding as in section 4.8, 
eqs. (4,8.10) to (4.8.14) with/given, now, by (7). One has

f , .... sin 2irtr 
gU\ = 4?rr2 --------dr' J 2ttO’

= A”3 (7.11.13)

bn = -j4^a[^(0]n^

= W-5/2/3-3n> (7.11.14)

in agreement with (2).
One sees then that there is actually a statistical attraction in the 

coordinate space for the Bose gas molecules into clusters, and the 
classical treatment can be used, with the somewhat peculiar cluster 
function of eqs. (8), (9).



CHAPTER 8

DERIVATION OF THE PARTITION
FUNCTION EQUATIONS

8.1. Outline of the derivation
We shall here undertake the derivation of the relations between the 

partition functions and the thermodynamic quantities. In so doing the 
laws of thermodynamics will appear as a consequence of the laws of 
mechanics, and not as a separate necessary axiomatic assumption of 
physical science. The derivation follows in successive steps according 
to the following outline.

1. The possibility of a thermodynamic fluctuation, not anticipated 
in the classical thermodynamic laws, is recognized, and the ensembles, 
consisting of the totality of all systems prepared according to specified 
fixed sets of thermodynamic variables are introduced. The average 
properties of the ensemble are then to be computed, not the certain 
property of a single system (section 2).

2. The ensemble corresponding to fixed volume, energy, and numbers 
of molecules of different species, called the microcanonical, is shown to 
be that of equal probability of all quantum states of that energy 
(sections 3, 4).

3. The quantity 8, equal to k times the logarithm of the number of 
states available to the microcanonical ensemble is defined (section 5).

4. The quantity 8 is shown to be extensive, and to increase in all 
natural changes permitted to the ensemble at constant V, E, N 
(section 5).

5. The quantities T — (dS/dE)VN~1 and P — T(dS/dV)E N are shown 
to be temperature and pressure, respectively, which identifies 8 with 
the thermodynamic entropy (section 6).

6. The assumption that only conservative forces between molecules 
exist in nature requires the first law of thermodynamics. Statement (4) 
above, with (5) gives the second law. The fact that $ is proportional 
to the logarithm of an integer, whose lowest possible value is unity, 
fixes a natural zero of 8, which is the third law. The laws of thermo­
dynamics are established, (section 7).

207
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7. By considering an ensemble of supersystems, each of fixed V, E,N, 
each of which consists of a system of large (infinite) size, in equilibrium 
with its subsystems, we compose ensembles of systems in equilibrium 
with a reservoir. The energies of the systems may fluctuate, the average 
values being determined by the temperature, (dS/dE)_1, of the reservoir. 
One may also include cases where the walls of the systems are permeable 
to molecules of some or all species, so that the number set TV in the 
systems may fluctuate. The properties are then determined by the set 
(i of chemical potentials in the reservoir. A variety of ensembles may 
be composed, including the macrocanonical with fixed V, T, N, and 
the grand canonical of fixed T, T, p., as well as one of fixed P, T, N. 
From each of these we derive an equation giving the appropriate 
thermodynamic potential for these variables as —kT times the 
logarithm of a partition function.

8.2. The ensemble concept
Idle thermodynamic state of a system is given by specifying a very 

few variables. For instance the extensive variables, volume, V, energy, 
E, and the number set N — Na,Nb, . . of molecules of species a, 
b, . . ., respectively, are sufficient to describe the thermodynamic state 
at complete equilibrium. Now consistent with this thermodynamic state 
the system may be in any of a tremendously large number, Q, of single 
quantum states, K. In general the specification of K requires the 
specification of as many components as the number, T, of degrees of 
freedom in the system, a number of the order 1020 or greater.

The single quantum states K include those having rather exceptional 
average properties. For instance in a gas they include states in which 
all the molecules move along the z-axis only, and hence exert a positive 
pressure on the walls normal to this axis alone. True, that such a state 
would be expected to have a very evanescent time duration, collisions 
would be expected to produce random directions of motion in a very 
short time, but we cannot exclude the possibility that a single pressure 
measurement would give the “wrong” value. Nor are all possible 
abnormal states such that they would relax in very short time durations. 
For example, consider a system consisting of two equal subvolumes, 
Vx = V2 = 17, connected by a small opening, in which the total 
numbers, Nn = Nb, of components a and b in equal amounts were 
fixed. Some quantum states correspond to a large excess of one com­
ponent in one subvolume, and a corresponding deficit in the other. This 
fluctuation would persist for a considerable time.
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We therefore deny the classical thermodynamic concept that fixing 
intensive variables as P, T, or the set p of chemical potentials, 
/z6, . . should precisely determine such conjugate extensive variables 
such as V, E, or the number set N of molecules, and admit the possi­
bility of fluctuations. We forego the pleasure of attempting to predict 
the properties of a single system, but instead introduce an ensemble, 
for which we attempt to compute the average properties of the members. 
In so doing we find that we can also predict the probability that an 
experimentally detectable deviation from the average property will be 
observed, and in accordance with common experience we find this 
probability, normally, to be vanishingly small.

The ensemble, then, consists of a large number, M, of systems, 
and in the limit we let M approach infinite value. The ensemble is 
intended to represent the totality of all systems prepared in the 
laboratory according to prescribed macroscopic directions. We may, 
for instance, suppose that it represents all systems for which V, E, and 
N are fixed, and no other peculiar conditions that are not explicitly 
specified are imposed. As example, in the case just mentioned let 
V = Ft + V2, and (1) and (2) be two flasks, connected by a small 
opening, and let N — Na,Nb and Na — Nb. If the experimental con­
ditions are that the system is prepared with the Nn molecules of a in 
Fv and the Nb of b in V2, this must be defined in the ensemble. Since 
we limit ourselves to macroscopically stationary ensembles we then 
also impose the condition that a stopcock closes the connection between 
the two flasks in such a case. However, just as in thermodynamic 
considerations, we shall allow the stopcock to be opened, permitting a 
process to occur, but will limit our considerations to the final result of 
such a process. We do not discuss the time required for equilibrium to 
establish itself. In these respects our ensembles are described in exactly 
the same way that thermodynamic^ systems are described, and with 
the same limitations to equilibrium, or to quasi-equilibrium. All pro­
cesses are regarded as either infinitely slow, or as having proceeded to 
equilibrium.

However, in one respect the description of the possible ensembles 
differs from thermodynamic concepts. Since classical thermodynamics 
presupposes that if V, E, N are given, the intensive variables P, T, p are 
determined, the state is the same whether F, E, N are prescribed, or 
P, E, N, or V, T, N, or V, T, p, provided consistent values are chosen.

t We use thermodynamic here in the classical sense, for which the word thermostatic 
might be more appropriate.
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The statistical ensembles are not the same in these different cases, 
although their average properties will be seen to be the same.

For instance the thermodynamic system prescribed by fixed V, T, 
N corresponds to a system of fixed V, N, prepared by bringing it in 
equilibrium with a large heat reservoir whose energy is such that 
(dSjdE)-1 — T has the prescribed value. In such a combined system, 
heat reservoirs plus the system in which we are interested, the allowed 
quantum states include those in which abnormally high, or abnormally 
low energies are in the interesting subsystem. The ensemble of fixed 
V, T, N, then, includes member systems of various energies.

The ensemble for which V, E, N are fixed is called the micro- 
canonical, that for which V, T, N are fixed is known as the petit canon­
ical, or simply canonical, and that of fixed V, U, p is the grand 
canonical. Other ensembles are definable, particularly that of fixed 
P, T, N, but the first three are those most commonly used.

8.3. The microcanonical ensemble, the Liouville theorem
The microcanonical ensemble represents the totality of all thermo­

dynamic systems for which V, N are fixed and the energy lies between 
E and E + t\E. The &E is the experimental uncertainty in the energy. 
We shall now demonstrate that this ensemble is one with equal 
probability of all quantum states, K, with energies EK, for which 
E Ek E + A7£. The corresponding classical statement is that the 
probability density, in the phase space, p(N\ q(N\ of
the momenta and coordinates of the system, is a constant within the 
region for which E q(N)) E + &E.

The demonstration, subject to a certain interpretation of the 
ensemble which we discuss in the next section, is almost trivial for 
the quantum mechanical statement. The transition probability, AKL, 
for a system in the quantum state K, to the state L, due to any pertur­
bation, is positive real, or zero, in value, and equal to ALK, the transition 
probability from L to K. If MK is the number of systems in K, and 
is the rate of change of this number with time, then

— ^AklMk + ^ALKML — ^,Akl{Ml (8.3.1)
L L L

The rates of change, $K, must all be zero in the equilibrium ensemble. 
One solution is obviously that for which MK = ML for all states, K, L. 
The probability WK that a member chosen at random from the ensemble 
is in the state K is IV K = MKjM, and is the same for all states K. If Q 
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is the total number of states between E and E -f- &E, then

— Q_1 (all K for which E < EK sC E -|- AE). (8.3.2)

If all d.K L are non-zero, and hence positive, (2) is the only stationary 
solution for (1), since if the dfK’s are not all equal there must be one 
K = K*, for which

MK> > (all K’s).

Equation (1) has then terms for which are all zero or negative, and 
is negative unless — MK for all K’s.

It may be that the states K fall into two or more subsets, Ka, . . ., in 
subset a of Qa states, Kp, . . ., in subset (3 of states, such that for all 
pairs Ka, Kp,

AKa>Kli = 0 (all Ka,K^ (8.3.3)

In this case any value WKa = xQ.^1 for all Ka, and IKKj3 — (1 — x)^-1 
for all Kp, with 0 x 1 will be stationary. The systems are then said 
to be non-ergodic, and to be ergodic if no separation into blocks 
a,/I, ... of states can be made such that (3) holds. This is discussed 
more fully in the next section.

We have derived the following. The microcanonical ensemble for 
ergodic systems, corresponding to a stationary distribution of systems 
among the Q allowed states, K, of the systems, is that in which there 
is an equal probability, = Q_1, for all quantum states K, that a 
member system of the ensemble, selected at random, will be in that 
state K.

From the fact that quantum states all correspond to the same 
volume, hr, in the classical phase space g(I \ p(r), it follows that the 
classical probability density, JF(ptr)</r)) must also be constant in the 
microcanonical ensemble. The direct demonstration from the classical 
equations of motion is as follows.

The equations of motion in the Hamiltonian form are

= SH/dpt, pi = SH/Sq,, (8.3.4)

for every pair, qit pi} of the T conjugated coordinate and momenta 
components. Now consider all systems which have values Q(r), p(r) of 
coordinates and momenta lying between q^ and qi -j- kq*, p. and pt + 

for every i, that is those which are in the volume
f=r

hFAQ = n (8.3.5)
i=l
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of phase space. At a later time these systems move to new coordinates 
and momenta determined by integrating (4). However, we shall show 
that the volume, AQ, which just includes these systems, does not change•
with time, AQ = 0. This statement is known as the Lionville theorem. 

From (5) we have

AQ = AD y (A^-1 Atp + Ap^1 ApJ, (8.3.6)
i

from (4),
■ •

= qt + Agi -

= + AqJldpi -

= &qi[c)2Hldpl()qi), (8.3.7)
and

Ap. = -bpt^Hldpidqi}, (8.3.8)

so that each member of the sum in (6) is zero,

A? -1 A^ + Apf_1 Ap, = 0, (8.3.9)

and hence the sum itself is zero.
Now it follows that if lF(p(r), q(r),i) is given at time t = 0, its 

numerical value at a certain point p0(r), q0(r), of phase space at t — 0 will
later be found at t at the point p(r)(Po(r)> 9(I \po(r>> Qo(r^) to
which a system originally at p$r\ will have arrived at time t. 
If IF at a fixed point in phase space is not to change with time, the 
density IF must be constant along the path in phase space which the 
systems traverse. The system is said to be ergodic if it traverses all 
phase space before returning to its original position, or more carefully 
stated, if it comes within a distance £ of all points, where £ is infinitesimal 
before returning to within a distance £ of its original position. In this 
case only a uniform density is static in time.

8.4. The ergodic hypothesis
The ensemble representing the totality of all experimental systems 

prepared with fixed V, E, N has equal probability of all states, K, if 
the systems are ergodic.

A truly isolated single system is non-ergodic, indeed this is exactly 
the meaning of the term “stationary state,” namely that the quantum
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state K labels a function TK which is the solution of the time indepen­
dent of Schrodinger equation, aRd properties com­
puted from this function are independent of time. A system once in 
this state will not undergo transitions to other states, except under the 
influence of some perturbation.

However, the systems which one constructs in the laboratory with 
supposedly fixed V, E, N do not correspond to this idealization. Firstly, 
there are at least microscopic differences in the container walls for the 
different systems. Even the single system is actually subject to small 
time dependent fluctuations in the Hamiltonian due to the surround­
ings. The states K that one computes for the members of the ensemble 
are those with the fictitious Hamiltonian of an idealized completely 
isolated system. This Hamiltonian is to be chosen with a potential 
energy term appropriate to a statistical time average of the walls of the 
real systems. The states of the real systems can then always be repre­
sented as linear combinations of the stationary states of this idealiza­
tion, but the coefficients will be time dependent. The differences 
between the container walls of the real systems and that of the 
idealization, and the time dependent fluctuations in the real walls, are 
the perturbations that cause the transition probabilities AKL of (8.3.1) 
to differ from zero.

The question remains as to what transition probabilities are actually 
induced in the real systems.

Actually in one sense no real system is ever ergodic. For any system 
in a chemical laboratory, at the energy corresponding to some tem­
perature encountered in laboratory procedure, there exist conceivable 
quantum states, which would be reached by the same contents of the 
system were it first “heated” by the addition of much more energy 
and then cooled to the original energy, but to which no transitions 
occur at the energy specified. For instance quantum states corres­
ponding to differing numbers of atoms of the atomic elements, which 
could be reached by nuclear transitions, are always excluded. In 
general the specification of the set N = Na,Nb, of chemical com­
ponents of the system is not trivial. In the ensemble corresponding to 
an ordinary laboratory system this set at least specifies the number of 
each isotope of each element present, rather than the total number of 
nucleons, which latter specification might be correct for the same 
matter under the conditions present in the interior of some stars. The 
laboratory system is certainly non-ergodic with respect to nuclear 
reactions.
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In very many, if not most, of the laboratory systems of interest, 
it is necessary to be more specific than this, and to specify the number 
of molecules of each molecular species. Certain chemical reactions must 
be assumed to proceed at zero rate. For instance, a mixture of H2, 02 
and H2O at room temperature in the absence of a catalyst is essentially 
stable. It is a perfectly suitable system for the application of thermo­
dynamic laws, although true equilibrium with respect to the chemical 
reaction H2 + |02 —► H20 is not present. The corresponding ensemble 
would be one constrained to those quantum states having fixed values 
of NH2, NOj and NHsj0. At higher temperatures, or in the presence of a 
catalyst, equilibrium with respect to this reaction would be attained, 
and the restriction should he made only to states of fixed numbers of 
the two kinds of atoms present, 31H and M0, including all stoichiometric 
allowable numbers of molecules. Practically no system containing 
specified numbers of organic molecular species is at equilibrium with 
respect to all reactions.

Now the type of requirement in the specification of the system is 
completely familiar in thermodynamics. The specification of a thermo­
dynamic state is not always trivial. One must specify which of the 
conceivable chemical reactions are assumed to have proceeded to equili­
brium, and which are assumed to be inhibited to zero rates. Exactly 
the same requirement is placed on the specification of the allowed 
quantum states of the ensemble.

One must not assume, however, that only the occurrence or non­
occurrence of chemical reactions need by specified. In many cases two 
or more entirely different thermodynamic phases of the same species 
may be able to exist (at least metastably) at one temperature and 
pressure, and even to coexist in intimate contact. The specification: 
Avogadro’s number of carbon atoms at P = 1 atmosphere, T — 300°K, 
requires the additional information that the phase is pure graphite, 
or if not, what fraction is present as diamond impurity. Similarly a 
sample of H2 gas at 30°K in a non-catalytic container requires the 
specification of the fraction of ortho-hydrogen, namely of the relative 
fraction in even or odd rotational states.

In general the experimentalist in preparing a system in a given 
thermodynamic state, must investigate whether all systems prepared 
in this state have the same properties. If they differ he seeks a new 
thermodynamic variable, x, whose specification now assures repro­
ducibility. In the examples discussed this x may be: the number 
of water molecules if previously only JfH and Mo were specified, the 
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fraction of carbon present in the diamond phase, or the fraction of H2 
molecules present as ortho-hydrogen. The Q quantum mechanical 
states of the ensemble corresponding to the original state prescription 
will fall into differing sets, one set consisting of states corresponding 
to the new thermodynamic variable x having the value x, and Q = 2^-

X
The fact that the new variable x can be experimentally fixed and held 
constant means that the experimental ensemble is non-ergodic unless 
z is specified, and the correct ensemble for fixed x has allowed states.

Obviously no completely general mathematical considerations, 
without detailed knowledge of the system concerned, can inform us 
whether a particular idealized mathematical model, assumed to be 
ergodic within all states corresponding to a fixed set, x^x2, . . xn, of 
n macroscopic variables will be a true representation of the experimental 
systems or not. In certain cases, however, and that of ortho and para­
hydrogen is an example, the detailed examination of the mechanical 
states can make clear the interpretation of what might otherwise be 
a completely mysterious variable x.

The question still remains whether there are non-ergodic systems of 
another class. Assume that there exist sets, Qa, . . ., of states 
between which no transitions occur at the temperature, density, and 
composition for which we calculate. Assume that the properties of 
the overwhelming majority of the states ever occupied by systems of the 
laboratory preparation, even if belonging to differing values of a, have 
indistinguishable properties. We will then not detect a new thermo­
dynamic variable x corresponding to a. The answer is that such cases 
are not uncommon. In such an example we must use for Q the sum 
Q = for all a’s actually reached in the laboratory preparation. The 
known examples of this type are all cases in which a system is “super­
cooled” or “frozen” into a thermodynamically metastable state. It is 
prepared from a state at higher energy in which the system is ergodic 
with respect to transitions between states differing in the physical 
characteristic corresponding to the subscript a. Examples include all 
glasses, many solid solutions, and a few one-component crystals such 
as ice and CO. We shall discuss the example of carbon monoxide.

The molecule CO, which is isoelectronic with N2, is very nearly 
symmetrical with respect to end-to-end exchange. At the melting 
point the various configurations of the crystal which differ in mutual 
orientations “carbon up” or “oxygen up”, have so little difference in 
energy that equilibrium consists of all 2N possible mutual orientations 

8



216 EQUILIBRIUM STATISTICAL MECHANICS

in practically equal amounts. As the crystal is cooled towards 0°K the 
actual configuration in any one crystal becomes frozen, the transitions 
to other configurations become forbidden and the system is non- 
ergodic. This occurs above the temperature at which the presumable 
single triply periodic mutual orientation of minimum energy is 
appreciably weighted at equilibrium. For the overwhelming majority 
of the random configurations the properties are indistinguishable. In 
this case, the ensemble corresponding to the laboratory preparation 
consists of 2a? differing configurations. Each of these 2N configurations 
includes essentially the same states of vibration in the crystal.

Anticipating our later result that the entropy, 8, is given by 
8 = k In Q, the value approached as T —► 0°K is & = kN In 2, instead 
of £ = 0. This is the observed experimental behavior.

In this case, if another method of preparation could be found, 
either by some exotic experimental technique, or by sufficiently long 
annealing at the appropriate temperature, such that the equilibrium 
mutual orientation were actually obtained, the thermodynamic pro­
perties would be different. The ensemble would then be that in which 
one (or a vanishingly small fraction) of the 2‘v mutual orientations, was 
alone present. This single configuration would have a significantly 
lower energy. At fixed total energy more energy would be available for 
the vibrational states of the crystal, and hence more vibrational states 
available to this one configuration than to all the others combined. If 
the annealing were such that only partial equilibrium were attained 
the apparent thermodynamic properties would depend on the length 
of the annealing process. We would have no easy method of assigning 
the correct ensemble, but correspondingly the system would not be 
considered suitably defined in the thermodynamic sense. Many such 
cases exist.

This example emphasizes that the entropy is not only a property 
of the particular system, but also of our knowledge of the system. 
The single non-ergodic crystal at low temperatures has a single, 
although disorderly, array of orientations. It is, however, only a single 
specific member of a class, the ensemble, that includes 2N — 1 other 
members which we are unable to distinguish from it. This indistinguish­
ability increases its entropy, both in our formalism, and in values 
obtained by classical calorimetric methods.

This example may be understood more intuitively by considering 
the hypothetical equilibrium between crystal and vapor. At equilibrium 
the rate of sublimation of surface molecules into the vapor, and the 
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rate of condensation of vapor molecules are equal. Each molecule on 
the surface, having a fixed orientation, has a certain probability of 
vaporization per unit time, and the flow into the vapor is the number 
of surface molecules times this probability per unit time. The return 
flow is equal. Now if a Maxwell Demon has a prearranged table of the 
orientations at each surface site, no matter how disorderly, and returns 
to the vapor the half of the molecules that attempt to condense in the 
orientation contrary to his table, the return flow will be halved at the 
same pressure. The equilibrium vapor pressure must be doubled to 
reattain equality of the two rates. But a change AS = —I? In 2 per mol 
in the entropy of the crystal requires just double the vapor pressure 
at equilibrium. Thus the crystal of single orientation, if this orientation 
is completely defined and prescribed by the Maxwell Demon, has the 
lower entropy by I? In 2 per mole than has the assembly of all disordered 
arrangements.

The example is, of course, unreal, not only because Maxwell Demons 
are rare, but also because an appreciable rate of sublimation and recon­
densation would be a mechanism for making transitions between 
crystals of different orientations. The ensemble would no longer be 
non-ergodic. If one completely regular orientation were more stable 
at the energy described, then this one, with lower configurational 
entropy, but higher entropy in the lattice vibrations (and hence 
corresponding to a higher temperature if the energy were fixed) would 
be formed.

To summarize, then, the microcanonical ensemble is one of equal 
probabilities of those quantum states reached by the experimental 
systems we wish to discuss. Sometimes the systems may be non- 
ergodic under certain conditions, such as that of energies corresponding 
to low temperatures, for which we wish to compute. If, however, the 
experimental systems are prepared under conditions for which they are 
ergodic we include all quantum states reached in their preparation.

8.5. The quantity S = k In Q
The number of quantum states, Q, available to a system of fixed 

V, E, N, and with fixed values of any other thermodynamic variables 
necessary to describe the thermodynamic state uniquely will be pro­
portional to &E if the energy is prescribed to lie between E and E AE. 
We use £l(V,E,N) for the number of states per unit range of energy, so 
that

(8.5.1)
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and define
8 = k In Q. (8.5.2)

From (1), we have

8 — A;lnQ(F,E,N) + k In &E. (8.5.3)

Now actually, for purposes of computation, the last term, k In NE is 
always dropped as numerically negligible, which is equivalent to 
choosing &E = 1 in eq. (1). This choice, of course, means that 12 and 8 
depend on the energy units used.

That this neglect is really justifiable is evident after we have identi­
fied 8 with entropy, and remember that the entropy is of order kN, so 
that the fractional error is of order 2V_1 In &E. For macroscopic 
systems with N of order 1020 or greater, the fractional error is less than 
10“17 unless &E exceeds exp 103 10430, or is less than 10-430. Even if
the quantum mechanical uncertainty limit for a system isolated over 
the lifetime of the universe, 2 = 1010 years = tt x 1017 sec, AE h/t, 
is used, one has &E 10-44 ergs, far closer to unity than our limit. The 
largest uncertainty that we may permit must be sufficiently small to 
identify the thermodynamic state reasonably, and hence less than the 
energy of the system, of order NkT 107 ergs for room temperature 
and N = 1020. We are scarcely likely to use units that bring AE into a 
dangerous range; even megavolts = 1018ergs/mol would be com­
pletely permissible.

We wish to emphasize that eq. (3) which writes 8 as dependent on 
the experimental uncertainty, AE. in the energy of the system is 
logically necessary. As we discussed before in section 8.4 the entropy 
depends on the knowledge that we have of the system. Greater pre­
cision of knowledge always leads to a lower value of 8. For numerical 
purposes the additive k In SE may be neglected, but it logically belongs 
in the definition of 8.

Some authors prefer to define Q as
'E

Q = —Cl(V,E',N)dE’
V — 00

so that Q is the total number of states of energy below E, i.e. EK E. 
For most systems this differs numerically negligibly from (1). However, 
we find this to be illogical. More practically it requires that the 
quantity T~r — (dS/dE)N v, which we show (section 8.6) to be the 
reciprocal temperature is always positive. Normally this is the case with
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the definition (1), since, if all possible degrees of freedom are included 
8£1( V,E,N)/dE > 0. However, at least one case of spin energy has 
Q(jE,2V) increasing to a maximum at a certain energy, and then decreas­
ing as E increases further, so that the reciprocal temperature can take 
negative values for this peculiar degree of freedom. The negative 
reciprocal temperature range has been reached experimentally, f

If two separately isolated systems, a and b, of value 8a = k In 
and Sb = k In are considered as a single system (ah'), the value of 
the quantity S(ab} defined by (2) for the combination is

^(ab) — ln = (8.5.4)
This follows from the fact that the quantum state of the combined 
system (a&) is given by specifying the state in both subsystems, a and b,

K(ab) = Ka)Kb. (8.5.5)
The number of states of the combined system is then the product of 
the number in a and b,

Q(ab} = £la£lb> (8.5.6)

since every state Ka of a is permissible with each of the states of b. 
From this, (4) follows.

The quantity 8 also has the property of increasing, (or remaining 
effectively unchanged) for every process permitted to occur in an 
isolated system of constant total energy E. This follows from the 
interpretation in terms of quantum states of what is meant by per­
mitting a thermodynamic change to occur in a system. Such a change 
always corresponds to permitting the system to occupy new quantum 
states, corresponding to new values of some macroscopic variable, 
hitherto forbidden to the system.

For instance, consider the change represented by the occurrence of a 
chemical reaction such as Ha + jOa^ Ha0. The initial state of the 
system is specified by the numbers, 7VHJ0), ^o/0>» °f the three 
molecular species. The system is non-ergodic with respect to quantum 
states having different numbers of these molecules. Permitting the 
reaction to proceed, say by insertion of a catalyst, permits new quantum 
states to occur: those characterized by any set,

No, = No,"” -N,
. NHj0 = +2N,

f E. M. Purcell and R. V. Pound, Phys. Rev. 81, 279 (1951). 
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as long as all numbers remain positive or zero. Since the number, £1, 
of allowed states increases, its logarithm, and 8, also increase.

Other examples include a combined system (ab) of two parts a and b 
of fixed 7a, Ea, Na, Vb, Eb, Nb, with total V = Va + Vb, E = Ea Eb 
and N _ Na -f- Nb. Any change at fixed V, E, N, such as that of thermal 
contact for which \Ea = — &Eb, or the moving of a wall separating the 
two parts for which AF0 — — AF6, or diffusion between them for 
which ANO = — ANb, allows new quantum states, and (2 and 8 increase.

We now show that at equilibrium the restriction of a system to forbid 
such changes results in only a negligible and non-measurable decrease 
of 8. For instance: removing the catalyst of a chemical reaction; 
removing the thermal contact between two parts, a and b; the stopping 
of motion of a wall separating a and 6; or closing a stopcock which 
prevents further diffusion. If the inhibition is imposed at equilibrium, 
it results in no measurable decrease of 8. In all such cases there is some 
variable, a, which might be the extent of the reaction, N, the changes 
&Ea, A Va, or ANa of the energy, volume, or number set in part a. This 
a measures the distribution in the system, and specifies the particular 
set of quantum states permitted the system.

The total number, Q, of states permitted the uninhibited system is 
a = Af

fl = 2 Qa, (8.5.7)
«=1

where 71/ is the total number of distributions, that is the total number 
of values that a can take. The probability, IT(a), of finding a member 
of the uninhibited ensemble, after equilibrium has been reached, in 
the distribution a is

ll'(a) = Qa/Q. (8.5.8)

There is one value of a, namely a = m for which W(m) is a maximum

IF(m) > IF(a), > £1« (all a). (8.5.9)

We may bracket 5 = k In Q in value between

k In = £ In £1 k In Qm / In M

We again make use of the fact that In is of order N, the number of 
molecules of the system, and M, the total number of distributions is 
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also of this order. The correction term on the right of eq. (10) is then 
of order A’-1 In jV, which, for a macroscopic system of JV IO20 is indeed 
numerically negligible. It follows that the value of the quantity 8 for 
the uninhibited system is numerically equal, with negligible error, to 
that for the inhibited system in the most probable distribution.

Several comments appeal’ to be required. Firstly, we have described 
a as an integer, which it will be for a chemical reaction, or for the case 
of diffusion. In the case of a continuous variable i\Ea or AFa of the 
example given we must assign an experimental uncertainty dEa or 
<5 Va and use a as the number of units of this uncertainty, &Ea = ctdEa, 
or ATza = a<5Fa, to have a denumerable M for the total number of 
distributions in eq. (10). In any case if no uncertainty principle is 
violated in the choice of dEa or dFa the quantity A7-1 In M will indeed 
be negligible for N 1020.

Secondly, we may, on reimposing the inhibition after equilibrium 
has been attained with probability IT(a) < JF(wi) trap a single system 
of the ensemble in a state a different from the most probable one. The 
value of — k In £2a will then be less than & 8m — k In by the 
amount,

A6\ = 8m — = & In (Qw/Q) = k In [lK(m)/PF(a)],
11(a) = IF(w) exp — (AxSa/7c). (8.5.11)

However, if AA’a is numerically measurable, say &8a = 10~6 8m 10~ekN 
for N = IO20, the probability of this happening is of the order exp 
(—1014). This would indeed be an unlikely event.

Thirdly, if an experimenter with the characteristics of a Maxwell 
Demon is able to inhibit the distribution of a system along some 1020 
different components, oq, a2, . . ., ar, . . ., a1020, with a„ taking Mv 
values, then & will be decreased by the amount

p=10®
8 = — & In JI r

>'=i . .

by the inhibition, even at equilibrium. Such an inhibition to a known 
specified distribution along a number of degrees of freedom approaching 
in magnitude the number of microscopic degrees of freedom will indeed 
decrease 8. It is essential to our discussion that we deal with ensembles 
of systems for which the number of macroscopic degrees of freedom, the 
thermodynamic distribution variables, is negligible compared with the 
number of microscopic mechanical degrees of freedom.

Finally, we may note that, in the case of diffusion of a single species 
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of molecule between two parts a and b, the quantum states with fixed 
values of Na indistinguishable identical molecules in part a, and Nb in 
part b, are not different for differing distributions of any artificial 
numbering of the identical molecules. Were the states different depend­
ing on which numbered molecules were in a, so that a distribution were 
determined by giving the location, in part a or part b, for each of the 
N = Na + Nb, numbered molecules, the number, M, of distributions 
would have been M = 2*v, and In M — N In 2 would not be negligible 
compared with N. Since the classical phase space requires identification 
of the coordinates, it is different for positions with molecule i in a and J 
in b, and those in which these positions are exchanged. Before the 
recognition that a quantum mechanical state function must be sym­
metric or antisymmetric in these permutations, and hence not described 
by an artificial numbering of identical particles, it was recognized by 
Gibbs to be necessary to divide the classical phase space by N! This 
was necessary in order to make £ an extensive property.

Since S is not changed by imposing an inhibition at equilibrium it is 
unchanged by separating a system into two unconnected parts, a and 
b, at equilibrium. We have already seen that S(ab) for a combined 
system (a6) of two isolated parts, a, and b, is the sum of Sa and Sb, 
eq. (4). It follows that the quantity 8 for a system of uniform intensive 
properties, P, T, composition, and phase, etc., is proportional to the 
size of the system.

The quantity 8 is extensive. It increases, or does not measurably 
change, for all thermodynamic changes at constant V, E, N.

8.6. The quantities T and P
We define T and P by the equations

(3^)F)N (8.6.1)
P = (8.6.2)

Consider two-part systems, a and &, each of fixed volume, Va and 
Vb, of fixed energies Ea and Eb, respectively, and each with fixed 
content, Na, Nb. Permit thermal contact between a and b, so that 
energy may flow from & to a, but with E = Ea + Eb held constant, so 
that dEa — —dEb. The equilibrium values of Ea, Eb, will be those for 
which the number

&(Va,Ea,Na-, Vb,Eb,Nb) = Qa(Va,Ea,Na)Qb(Vb,Eb>Nb) (8-6.3) 

of quantum states is a maximum, orS — k In Q = Sa + Sb is maximum.
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Writing
as = as. + as, = (asjasjAE. + (bsjbe^e, o, (8.6.4) 

and using $Ea = —dEb, with (1) defining T,

6S = (T^1 - Tb-")dEa 0. (8.6.5)
The change will go in such a direction that energy flows from b to a, 
6Ea > 0, if Ta < Tb, and in the reverse direction if Tb > Ta. Heat 
flows from high T values to low T values, whatever the nature of the 
systems, and equilibrium is established if Tn = Tb. It follows that T 
is some scale of temperature.

The quantity P of eq. (2) is seen, from (1) to have the dimension of 
E/V, which is the dimension of a pressure.

Again consider two-part systems, a and b, at equilibrium with res­
pect to heat flow, so that Ta — Tb — T, and with fixed 7 = Fa -}- Vb, 
but let a wall separating them move so that dV a = — (Z7b. Again 
write, using (1) and (2), that

»S = 68 „ + 68, = (T.-» - Tt_1)AB. + - P,)6V.
= T~'(Pa - P,)6V. > 0. (8.6.6)

The change will go so that the system of higher P value gains in volume 
at the expense of that of the other, and equilibrium is established when 
Pa — Pb. Two systems that are at equilibrium with respect to such a 
volume exchange have equal mechanical pressures. We have established 
that equality of the values of P for two systems in thermal equilibrium 
means that they have equal pressures.

One easy procedure from here would be to compute P from eq. (2) 
for a perfect gas and show that it is equal to the mechanical pressure. 
Since for one system P is actually the pressure it follows from what we 
have proved that it is the pressure for all systems.

Instead we use a more abstract derivation that proceeds directly 
from (2) and (1) without using the demonstration (6). For changes at 
constant N (and any other extensive variables necessary to define the 
system) we have from (1) and (2),

(dS)N = T-i(dE)N + (PjT)(dV)N, (8.6.7)
or

P= — (dE/dV)SN, (8.6.8)

(dE)SN = —PdV. (8.6.9)

The change in energy of a system of fixed S and N is —PdV.
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Now consider the ensemble of systems of fixed V, N consisting of an 
equal number of systems in each of the Q = £l(V,E,N)&E quantum 
states of energy between E and E + AP. The average change of energy 
of the members of this ensemble upon changing V by dl7 is

<ap/ar>Av = q-1 2 (bek/sv), (8.6.10) 
K=1

namely the average of the change in each quantum state K. The average 
mechanical pressure, Pmech, is just Pmech = —<5P/SF>Av, but <3P/37>Av 
of (10) is just the change in energy of the systems in the fixed Q 
quantum states, namely (dE/dV)s A- of (8). Hence P defined by (2) is 
actually the mechanical pressure.

8.7. The thermodynamic laws
It is essential that we make the initial assumption that on the 

microscopic scale in which we identify the mechanical coordinates 
and momenta of all the component parts of the systems there are only 
conservative forces. In other words no frictional forces exist at the 
microscopic level. For an isolated system with conservative forces the 
Hamiltonian is constant in time, energy is conserved. This is the first 
law of thermodynamics.

In the previous two sections a quantity 8 related to the pressure P, 
and a quantity T which has the qualitative characteristics of tempera­
ture, has been defined. The relations are those which define the thermo­
dynamic entropy. The quantity 8 is extensive, and increases for all 
processes that may occur in an isolated system of constant V, E, N. 
This is the second law, the differential relations between 8, P, T being 
such that

dE = TdS - PdV,

where T is the absolute thermodynamic temperature, therefore TdS is 
the heat flow for reversible processes when PdV is the only work done.

The entropy 8 is k times the logarithm of an integer, the lowest 
value of which is unity when the systems are constrained by the 
macroscopic conditions to a single quantum state. For many real 
systems, and indeed for all which are truly ergodic at low enough 
temperatures, the degeneracy of the quantum level of lowest energy is a 
small number independent of the size of the system, and 8 approaches 
zero in numerical value as E approaches its minimum. For these systems 
the zero of entropy is actually approached as T goes to zero. There 
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remain a number of systems which become non-ergodic on cooling 
(such as CO, section 8.4) and do not approach zero entropy at T = 0°K.

These, then establish the thermodynamic laws or equilibrium 
systems, with the third law left in the somewhat ambiguous position of 
being only correct when it is correct, namely for systems which remain 
ergodic down to absolute zero.

However, we have avoided discussing one property of real systems. 
This would require the more complicated discussion of systems in 
which the macroscopic state changes with time. We have shown that 
if a change is permitted in an isolated system the average member of the 
ensemble will, after infinite time, have an increase in& We have not shown 
that this increase proceeds monotonically, and that an examination 
after a finite time interval will never show a decrease in S. This demon­
stration would be necessary to completely derive the laws of thermo­
dynamics. The demonstration is not undertaken in this book, but is 
discussed briefly in section 8.10.

8.8. The canonical ensembles
We now derive the probability expression for quantum states of a 

system whose thermodynamic state is defined by alternative variables 
other than V, E, N. The variables V, E, N are all extensive, and to 
each there is a conjugate intensive variable, — P for V, T for E, and 
/za for any component number, Na, of N. The thermodynamic state may 
equally well be prescribed by replacing any extensive variable with its 
conjugate, providing only that at least one extensive variable remains 
to define the size of the system.

We consider an ensemble of supersystems, but use this ensemble 
only in order to talk about the average properties of parts of the 
supersystem. The supersystem has fixed total Vt, Et, and Nt, but 
consists of M + 1 connected parts. One unique part we call the reser­
voir, the other parts are the M systems in which we are interested. We 
wish, now, to discuss the properties of the ensemble of these systems 
which are in contact with the reservoir, and through the reservoir with 
each other.

In particular consider a distribution for one supersystem charac­
terized by a number, MK, giving the number of the systems in a 
particular quantum state K of fixed V, N, and energy EK. For fixed 
value of Mk the total number of quantum states, Qt(2UK) of the super­
system will depend on It will be the product of the number of ways, 
M— Mk) \Mk 1 that we can pick the particular MK systems out of
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the M different systems, times a number, Q7(MK). This is the number 
of states allowed to the reservoir plus the M — MK systems in states 
other than K. This reservoir plus M — MK systems has volume 
Vt — MKV, energy — MkEk, and a number set Nt — MKN. The
quantity Sr = k In is the entropy of such a complex. Writing

K) = k In Q( we have

Ml
- k In — - — — j

+ Sr(F, - MKV,E, - MKEK,N, -MkN). (8.8.1)

The equilibrium value of MK — MK is such that S(MK) is a maximum

_ M — JL. _
dSt/dMK = 0 = A;In- ■ ------- 1- (dSTfdMK). (8.8.2)

.u K

We can truly neglect MK compared with M in the numerator of the 
logarithm term. Write WK = MK/M at equilibrium, for the probability 
that a system of the ensemble will be in state K. Use

mBE)r:N = T-\ (8SriaV)e,N = P/T, and = - ffJT

to find
1 dSr 1

q^^exp---^ = exp —[-PF + N-p. - EK]. (8.8.3)

The use of the differential expressions such as (dS/dE)v NEK for the 
change in Sr due to the energy removed per unit increase of MK is valid 
only if Ek is negligible compared with Et. Similarly V and N must be 
negligible compared with Vt and Nt, respectively. Our equation (3) is 
asymptotically correct only in the limit that the supersystem approaches 
infinite size.

Now so far we have been intentionally vague about what charac­
terized the ensemble of M systems in each supersystem. It is this 
difference of characterization that leads us to different ensembles.

The first case we may choose is a trivial one in which there is, actually, 
no contact between the systems and the reservoir, and the M systems 
are all those having fixed volume V, containing the set N of molecules, 
with energies between E and E -f- AP, With EK — E the quantity in 
brackets in the exponent on the right of (3) is

-PV+N-p. ~ E = -PV + G - E = -TS, (8.8.4) 
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and the probability, JFK, is the same for all states, K,

JbK = e~sik. (8.8.5)

Since is the same for all states it must be the reciprocal of the 
number, Q, allowed, and we recover our old equation, S = k In Q.

The second case we may choose is that in which the walls of the 
systems are rigid and impermeable to molecules, all systems have 
fixed V and N, but the walls conduct heat and all energies EK are per­
mitted. Since — PV + G = A we have

WK = exp (^4 — EK)jkT (8.8.6)

for states K of fixed V, N, but any energy EK. The sum of WK over all 
allowed K values must be unity, so that

A = -kT\nQe(V,T,N), (8.8.7)

Q,(V,T,N)^2^Ek"‘T- (8.8.8)
K

The quantity Qc is the partition function for the petit canonical 
ensemble of fixed V, T, N. Since £l(V,E,N) is defined as the number of 
states per unit energy range at E one may write (8) as

' 00

QC(V,T,N) = Q(V,E,N) e~ElkTdE. (8.8.9)
Jo

The third case is that the systems are confined to the volume V by 
rigid walls, but these are permeable to all the molecular species as well 
as to energy. States K for all values of N as well as all EK occur. Setting 
the sum of WK equal to unity we find

-PV = -kTlnQ0C(V,T,^, (8.8.10)

QO.C(V,T,P) =

^V,E,N)e-ElkTdE, (8.8.11)

The partition function QG ,c is that of the grand canonical ensemble.
Obviously we could consider cases between the second and third 

in which the walls were permeable to heat and to molecular species a, 
(3, y, .. . but not to species a, b, . . , . The number set N(a) — Na, 
Nb, . . .is then fixed in all systems, but the set N(a) = Na, Npt . . ., 

2euN/*r&(7,T,N), -2e^NlkT
N A7
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must be summed over all values. Again setting the sum of WK equal 
to unity we have

N(a)u/a)
[N(a)-p/a) —PF] = -fcTlnJexp —QC(V,T,NW,NW),

nW
(8.8.12) 

which goes over to (7) if there are no species of type a, and to (10) if 
there are none of type a. The thermodynamic function

0a = N(a), _ PF - 0a(F,T,N(a), p.(a)) (8.8.13)

is a “natural” function of F,P,N(0), namely,

0a = N • p. — PF — N(%<a) = A - N(a)-p(a), (8.8.14)

d&a = -PdV -SdT + 2 padNa - 2A\dua. (8.8.15) 
a a

Tn the limit that no species a exist 0O — —PF which is a natural 
function of

Another interesting case is that in which we permit the walls of the 
systems to move, so that the volumes of the systems may fluctuate. 
We keep the walls impermeable to all molecular species, but the walls 
conduct heat. The states K that occur are those of fixed N, but with 
all volumes and energies, and again we set the sum of all WK equal to 
unity.

However, here a caution is necessary. The quantity Q(F,P,N) is the 
number of states per unit of energy range of a system of fixed set N of 
molecules confined by rigid walls of volume F. It sums all states in 
which the molecules are confined within F, including those in which 
the molecules actually occupy only some part of the volume V. This is 
most obvious if we consider the classical limit that Q is given by an 
integral

£2 = Um A A [ f . . f (dqmdpm/hr)

v (8.8.16)

which obviously includes the configurations in which all molecules 
huddle in one part of the volume F.

If the walls of the systems are movable, acting under the pressure, P, 
of the reservoir, they will collapse to the actual volume occupied by the 
molecules. The number of states for volumes between V and F + AF 
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and between E and E + AE will then be [d£l(V,E,N)ldV]&V&E. The 
requirement that S WK = 1 then gives

G = —kT In
CO /

[2Q(F3P,A')/aF] exp - 
o I

4= (PF-)-P) <WP. 
kT

By a partial integration, since fl for V —> 0 approaches zero for finite 
E, we may also write this as,

G = -kT In
'co

Q(F,P,N) exp --^-(PF + P)
J Jo wdrdE-

(8.8.18)

We may extend the cases to include movable walls permeable to 
subsets of molecules. The last, and amusing, but unreal case that we 
consider movable w alls permeable to all the molecules present, finally 
gets us into trouble. We sum 1FK of (3) over all states of all energies, 
volumes, and number sets N to write

i = 5 n(r,s.N) {exp - T [py + p - n- J EmE.

N J Jo I J
(8.8.19)

The sum of integrals on the right diverges, since for fixed P and p 
there are related values of V,E,N such that PV + E — N • p. — 
TS( V,E,N) are the actual values of TS for the equilibrium system. Since 
Q is exp (S/k) we are summing something of order unity over all N to 
infinity.

The reason for the divergence is not hard to find. In using the differ­
ential expressions to derive (3) we had to assume V,E, and N negligible 
compared with the total values in the supersystem, namely, Vt, Et and 
Nt. In all the other ensembles that were considered at least one of the 
extensive variables, either V, or at least one were held fixed. The 
probability, WK, for states of very large values of the other extensive 
variables goes exponentially to zero. As long as Vt, Et, and Nt are 
sufficiently large w'e are not doing violence to the equations by using 
the differentia] expressions, and the method becomes asymptotically 
exact as Vt, Et, and Nt approach infinity in a fixed ratio, keeping T, P 
and p. constant. For the last ensemble no extensive variable was held 
fixed. We include in our systems those of any size for which the ratios 
of the extensive variables is the equilibrium ratio, and hence states of
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relatively high probabilities (the total number times the probability 
stays constant) even to infinite size. For fixed but large values of Vt, 
Et and N(, the expression (3) would be false for these states as V, E, N 
approached these values, as is obvious by the consideration that adding 
one more member to MK would exceed the total size. The limiting 
process of going to infinity with Vt, Et, Nt does not lead to a correct 
result.

8.9. Methodology of the partition functions
The scheme of ensembles, their partition functions, and the thermo­

dynamic functions which they give is methodical and symmetrical. 
It is, however, clearest in a scheme which is not that usually used in 
thermodynamic nomenclature.

The usual thermodynamic functions and variables may be described 
as follows. The extensive variables are chosen as V, 8, N. The internal 
energy, E, is a natural function of these variables, and it is this function, 
E, which is a minimum at equilibrium when V, 8, N are held fixed. 
The partial derivatives, —P, T, and the chemical potential set /z,

(_P) = (ZE/W)^, (8.9.1)

T = (dE/dS)VN, (8.9.2)

f^a ~ (dEjdE a)v,S,Nb, . . .’ (8.9.3)

are then conjugate intensive variables to V, 8, andN, respectively.
One then constructs functions,

H(—P,S,N) = E -(-P)V, (8.9.4)

A(V,T,N) = E - T8, (8.9.5)

G(~P,T,N) = E - (-P)V - T8, (8.9.6)

0(7,2» = —PV = E — T8—p.-N. (8.9.7)

Each of these functions is a minimum at equilibrium if its “natural” 
variables are held fixed, and the partial derivatives,

= -V, (BHI£S)PiK = +T, . = +ft.,
(8.9.8)

(aAjdV)TN = +(-P), (aAIST)r>N = —8, (aA/8Na)Wir^ . = +//.,
(8.9.9)
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[M/d(-P)]T,N = -V^G/dT}^ = -S,(dGISNa)p/r^ = +Pa,
(8.9.10)

(30/37)^ = +(-P), (80/dT)Vll = —8, (30/^)^,. = -Na,
(8.9.11) 

are all equal to the conjugate variable, with the plus sign for the 
intensive variable and the minus for the extensive.

Now another scheme is equally symmetrical and logical, but less 
convenient for the interpretation of directly measurable experimental 
quantities. Let V, E, N be the extensive variables, in which case the 
natural function S(V,E,N)lk is now a maximum at equilibrium for 
constant V, E, N. The conjugate intensive variables are now

</> = (kT)-ip = kWdS/dV)EN> (8.9.12)

fj = (kT)'1 = k-\dSI8E)VN, (8.9.13)

= -(kT)~\ua = k~l(dSldNa)VENb, (8.9.14)

Following the scheme of eqs. (4) to (7) one may now construct natural 
functions for combinations of the extensive and intensive variables.
The first, corresponding to H in (4), would be

(S/k) - (kT^PV = <$(<}>,E,N), (8.9.15)

(8.9.15')

(S<t>/SE)tN = (kT)^ = p, (8.9.16)

(8.9.17) 

which hardly seems to be a very valuable function. The others, on 
which — (kT)-1 replaces E, are less awkward. They are

(S/k) - (kT) }E = -AjkT = T(F^N), (8.9.18)
Wk) - (kT}~\E + PV) = -G/kT = aW0,N), (8.9.19)

(S/k) - (kT)~l[E + p. -N] = —= PV/kT = 0*(7,/?,v). (8.9.20) 

These functions (as well as <I>) are all maxima at equilibrium for 
changes at constant value of their natural variables. Their partial 
derivatives with respect to any of their variables are the conjugate 
variable, again with the negative sign for the extensive variable.

The ensembles of statistical mechanics are then entirely symmetrical 
and simple when described in terms of these variables and functions. 
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The value of each of these functions is given by the logarithm of the 
partition function for the ensemble of systems with fixed values of the 
natural variables. When one of the natural variables is intensive, 
rather than extensive, the partition function is obtained by summing 
(or integrating) over all values of the extensive variable after multipli­
cation with a weighting factor. The weighting factor is always the 
exponential of the negative intensive times the extensive variable, 
namely

exp (— cf)V) — exp (-PV/kT) or exp (—v -N) = exp + (p- ‘N/kT).

We have not displayed the partition function for <b, since it appears 
to have little practical value, but its formal construction is obvious 
enough.

The partition function, Q, for the entropy, 8 — k In Q, is the simplest 
in appearance, mainly because the variables, V, E, N, have simple 
significance in terms of the mechanical coordinates and momenta. 
Those which are functions of T, p or P appear more complicated in 
form, but are actually often easier to compute than £2.

Now, actually, although the formal description is neatest in terms 
of the functions, 8, T, E, and 0* with paired variables (E,/3), 
and (N,u) it is more conventional to use the functions —kTW = A, 
—kT a = G, —kT&* = —PV, and the variable pairs (F,— P), 
(S,T), and (N,p). The functions A, G, — PV are then —kT times the 
logarithm of the partition function of the ensemble with the appro­
priate variables. These are the functions which are minima for variations 
at constant values of their natural variables.

In this hierarchy the equation 8 = k In Q or — T8 = —kT In Q is 
unique, in that here the variable 8 appears as given in terms of the 
partition function computed for fixed value of the natural function, 
E(V,S,N).

8.10. The general entropy expression, and the increase of 
entropy

For all the equilibrium ensembles the entropy, 8, is given by

8 = —k J WK In WK. (8.10.1)
K

This follows directly from equation (8.8.3), that

—& In WK = (PV -N-p + EK)jT. (8.10.2)
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The ensembles differ only in the limits on the quantum states K which 
are included. In the microcanonical ensemble only states K of fixed 
V,N, and with E EK E j\E are to be summed over. The 
extensive quantities F, AT, E are those of the system, and

(PV+N-p. - E)/T = 8. (8.10.3)

The sum in (1) is just JFK = 8, since the sum over IFK is unity.
In the other ensembles EK, V, or N = Na, Nb, . . ., or any number 

of these quantities except one, may be different for different states K, 
In any case the sum, such as

(8.10.4) 
K

gives the average value of the extensive variable for the system. The 
sum on the right of (1) is always {—PV + N • p — E)/T = 8, when the 
average values V, N or E are identified with the thermodynamic 
variables, V, N, or E.

An ensemble of systems, not necessarily at equilibrium, would 
always be completely defined if IFK were specified for all states K. 
For such an ensemble the average value of any physical property is 
determined (section 1.3). In general WK would then be a function of 
time, a physical property would change with time, and we know 
empirically that it approaches the equilibrium value, and that the 
thermodynamic entropy will increase.

However, the initial thermodynamic entropy of the non-equilibrium 
ensemble can only be defined if one can describe, throughout the 
system, a local value to the intensive variables P, T, p, which means 
that locally there must be equilibrium in the different degrees of free­
dom. We may, indeed, extend this concept to cases where, at one 
position, R, two different degrees of freedom, for instance nuclear spin 
and lattice vibrations, have slow exchange of energy and differing 
temperatures; but thermodynamic entropy could not be defined if the 
distribution of energies within degrees of freedom which exchange 
energy extremely rapidly were far from that of equilibrium. In other 
words we must be able at least to conceive of adiabatic experiments 
measuring the entropy of the parts of the system, either by making the 
experiments more rapidly than the approach to equilibrium, or by 
inserting some sort of insulating walls that freeze the non-equilibrium 
configuration. In all such cases, since the entropy is the sum of the 
entropy of the parts (section 5) equation (1) will give a value consistent 
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with the thermodynamically measurable entropy. We hence may use 
(1) as a general definition of entropy for all systems.

It would take us too far from the field of this volume, equilibrium 
statistical mechanics, to discuss fully the difficulties and answers to 
these difficulties with this definition. A few dogmatic remarks, however, 
appear to be in order. The quantity 8 defined by (1) can readily be 
shown for an ensemble of completely isolated systems to be stationary 
in time, that is not to increase. A common solutionf is to define an 
average WK obtained by averaging 1TK over all quantum states K in 
the “neighborhood” of K, and to define

8 = -k 2 In WK, (8.10.5)
K

which now, with certain assumptions about the nature of the averaging 
process, can be shown to increase with time.

We prefer to use eq. (1) to define the entropy, but to emphasize that 
the change of WK with time should not be computed for a hypothetical 
ideally isolated system, but for a more realistic model in which random 
time dependent fluctuations occur at the walls. If the walls are to 
correspond to a thermodynamically isolated system the fluctuations 
must be such that they do not influence the change with time of measur­
able macroscopic properties of the system. However, they will wipe 
out the long range multiple correlations between large numbers of 
molecules into which the negative entropy of the initial non­
equilibrium macroscopic state flows. There is thus a real smoothing 
produced in the experimental systems by nature, and not introduced 
artificially by an unreal mathematical artifice.

In many or most experimental situations the rate of increase of 8 
as defined by (1) using a realistically evaluated WK would be numerically 
equal to the thermodynamically measured entropy. This is because the 
“negative entropy flow” into terms involving correlations between 
essentially all of the 1020 molecules of the system is rapid, and these 
correlations will certainly be destroyed by random wall events. How­
ever, insofar as true isolation and identity of members of an ensemble 
can be approached the 8 defined by (1) may indeed increase more slowly 
than the value of entropy inferred from the rate of change of the macro­
scopic parameters.

An example of this has been pointed out by John M. Blatt, to be 
given in the spin-echo experiment of Hahn. A simplified caricature

t See for instance R. C. Tolman, The Principles of Statistical Mechanics, Oxford 
University Press (1938).
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of the experiment may be described as follows. Nuclear spins are lined 
up at low temperature in the z-direction so that the total magnetic 
moment is Mo. A weak homogeneous magnetic field in the ^-direction 
imposed at f = 0, then causes the spin axes to precess in the y-z 
plane. Due to imperfections in homogeneity the precession rates are 
not identical, and after many complete revolutions the macroscopic 
magnetic moment, M(t) not only rotates but decreases in magnitude. 
By a clever trick Hahn pulses with a magnetic field along the z-axis at 
time i0 changing the angle, that each spin i makes with the z-axis 
to so that, continuing to precess at the same rate in the weak 
rr-direction field, each spin returns to alignment on the z-axis at time 
2f0, and the total moment to (nearly) its initial value, Mo. Since one 
infers a negative entropy increment proportional to the square of the 
macroscopic magnetic moment, | M(£) 2, there appears to be an entropy 
decrease in the period t to 2t, after which the normal increase again 
begins as the moment magnitude proceeds to the normal decrease.

Now first we must hasten to point out that careful attention to the 
rules of thermodynamic measurement removes any apparent conflict 
with the second law. A thermal measurement of S of the system of 
moment M(t0) at t0 will be irreversible, since the system brought back 
on the supposedly reverse path to M(i0) will no longer have the property 
of increasing its moment to the initial value, Mo, under the z-directed 
magnetic field. A truly reversible thermal measurement of the entropy 
at #0 can be made by “flipping” it to increase the moment to the value 
Mo at 2£0, and then carrying out a reversible thermal measurement of 
the entropy. The measurement will now be reversible, since returning 
the system to the magnetic field with moment Mo it will, after a time 
Zo be at the initial state The entropy will correspond to the 
normal entropy of magnetic moment Mo, which is much less than that 
inferred from the value Af(i0). However, since actually the return is not 
perfect, | M(2i0)| < | Af0|, there is a slow increase in entropy of the 
system, but much slower than that inferred from the decrease between 
t = 0 and t0 from Mo to

The behavior has no mystery, but it does point out the danger of 
assuming an artificial smoothing of WK by mathematical artifice, as 
implied in eq. (5). In the time between t = 0 and t0 the slightly unequal 
precession rates of the different spins causes them to get out of phase, 
and a macroscopic measurement of the total moment M(i) might lead us 
to infer that the rates were purely random, and should be “smoothed.” 
Actually the rates are correlated with the field in homogeneities which 
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stay constant in time, thus making it possible to recover, by the spin 
flip, the original uniformity of alignment.

The system is, however, an unusual one. Nuclear spins at close to 
absolute zero have notoriously small interactions, either with each 
other, or with the surrounding lattice vibrations. The experiment 
itself is also a rapid one, and the times, t0, are far less than the relaxation 
times in, say, a normal macroscopic diffusion experiment at room 
temperature.

Blatt has compared the Hahn spin echo with the paradox proposed 
by Loschmidt (1872), namely that if, in an isolated system proceeding 
toward equilibrium, all momenta were exactly reversed, the system 
would run backward away from equilibrium. In order that all collisions 
should exactly reverse their course for a time t0 requires that the 
correlations between all molecules at tQ which were at the ends of all 
collision chains initiated by a single colliding pair at t — 0 should 
retain their correlation. These comprise most of the molecules within 
a sphere of radius ci0, with c sound velocity in the medium. It seems 
inconceivable that at room temperature a normal system would reverse 
itself for more than a few milliseconds even were the momenta exactly 
reversed. The negative entropy stored in those correlations which have 
not been effectively smoothed by the actual time dependent random 
interactions at the walls would then correspond to the entropy change 
in the system during these few milliseconds. For a great class of cases 
this would be a negligible amount, and for these cases the entropy 
given by eq. (1) will correspond numerically to that inferred from the 
value of the local macroscopic state. For other systems a clever experi­
menter might always be able to show a method, as Hahn has done with 
the nuclear spins, of recovering the stored correlations, and experi­
mentally establishing the lower entropy increase rate given by (1).

8.11. On logic and mathematical rigor

There is probably no other inclusive field of science in which it is 
more tempting to expect complete mathematical rigor from beginning 
to end than in equilibrium statistical mechanics. The axioms are the 
laws of mechanics, which, for molecular systems at least, can be put 
in concise mathematical form. The end product is an equally concise 
set of a very few (2 or 3) mathematically formulated laws, those of 
thermodynamics. It appears to this author, however, that a search for 
complete rigor in the usual mathematical form is illusory, and, 'when 



PARTITION FUNCTION EQUATIONS 237

pursued too industriously, has more often led to obscurantism than to 
clarity.

The first difficulty that arises is that the conciseness and precision 
of mathematical formulation of the laws of thermodynamics are 
actually invalid for real systems of finite size; average values are not 
identical with the most probable, the probability of a spontaneous 
measurable decrease in entropy is infinitesimal but not zero, and phase 
changes are not singularities but merely finite changes in derivatives 
within an inobservably infinitesimal, but non-zero, range of variables. 
The demand that one treats only infinite systems obviates these diffi­
culties, but leaves precious little applicability of thermodynamics to 
the real world. It also makes more awkward the extension to surface 
phenomena, or to edge effects in crystals, which are problems that, 
although not dealt with in this book, are fit subjects for statistical 
treatment.

The point of view adopted in this volume is to treat finite but large 
systems, and to show that the predictions of thermodynamics are, 
within experimental error, justified.

The nineteenth-century European scientists largely assumed that 
the object of a statistical theory would be to make proofs for the time 
average behavior of one isolated system. The ensemble concept of 
Gibbs is logically different. For many years a considerable mathematical 
effort was made to prove the two approaches to lead to identical results, 
an effort that culminated in proofs by von Neumannf and by BirkhoffJ. 
The time average behavior of a truly isolated system is a good classical 
concept, but hardly that which corresponds to actual measurements. 
A real macroscopic measurement disturbs the system, and does so far 
more than the minimum limit required by quantum mechanics. After 
one measurement this system starts afresh on a path in phase space 
having little or no relation to that which preceded the measurement. 
The ensemble of Gibbs appears to correspond much more realistically 
to experimental conditions than the time average behavior of one 
isolated system.

Similar difficulties plague the ergodic hypothesis. It has been 
proved § that a classical hard sphere gas is ergodic, except for states of 
zero weight. The proof is a major mathematical accomplishment.

t J. von Neumann, Proc. Nat. Acad. Set. U.S.A. 18, 70 (1932).
f G. D. Birkhoff, Proc. Nat. Acad. Sei. U.S.A. 17, 656 (1931).
§ See report of the Copenhagen Conference on Statistical Mechanics, July 1966, 

contribution by D. V. Shirkov, to be published by North Holland Press.
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However, on the one hand the model of periodic boundary conditions 
is, just for this problem, unrealistically requiring a more difficult 
proof than that for a real system in which time dependent random 
fluctuations occur at the walls. On the other hand were this the only 
system to which statistical mechanical methods were valid the value 
to science in general would be very limited. A more realistic approach, 
and that adopted in this volume, would appear to be to ask, for each 
individual case, (A) what model must be used, such that if ergodicity 
within the states is assumed, the model does conform to the experi­
mental system, and (B) what consequences an error in the assumption 
would have.

In the absence of extraordinarily detailed knowledge of the mole­
cular mechanics in the system we can hardly expect an a priori answer 
to (A) in systems of any complexity. We do have a simple expedient 
to obviate the difficulty, namely to ask exactly what, and how many, 
macroscopic variables are necessary to define the state of the system. 
If the experimental systems are truly reproducible, then, as in the case 
of the CO crystal discussed in section 8.4, the best model to use is one 
which assumes ergodicity within the quantum states of the fixed 
macroscopic variables, whether or not transitions actually occur 
between all states.

The one exception, in which this procedure would be false, is one in 
which all experimentally prepared systems actually occupy only 
some distinct subset of fraction f (with A-1 In / ~ order unity) of the 
quantum states assumed to be available. It would appear to be unlikely 
that this would happen without a reason that some clever theoretician 
would anticipate. It means, of course, that some hidden unsuspected 
macroscopic variable x exists, for which all known preparations of the 
systems lead to only a single value.
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