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Preface

The scientific literature at large is believed to dou-
ble about every 12 years. Though less than a decade
has elapsed since the initiation of the first edition of
this encyclopedia, it is a fair bet that the microbiology
literature has more than doubled in the interval,
though one might also say it has fissioned in the
interval, with parasilology, virology, infectious dis-
ease, and immunology assuming more and more in-
dependent stature as disciplines.

According Lo the Encyclopaedia Britannica, the en-
cyclopedias of classic and medieval times could be
expected to contain “a compendium of all available
knowledge.” There is still an expectation of the “es-
sence of all that is known.” With the exponential
growth and accumulation of scientific knowledge,
this has become an elusive goal, hardly one that
could be embraced in a mere two or three thousand
pages of text. The encyclopedia’s function has moved
to becoming the first word, the initial introduction
to knowledge of a comprehensive range of subjects,
with pointers on where to find more as may be
needed. One can hardly think of the last word, as
this is an ever-moving target at the cutting edge of
novel discovery, changing literally day by day.

For the renovation of an encyclopedia, these issues
have then entailed a number of pragmatic compro-
mises, designed to maximize its utility to an audience
of initial look-uppers over a range of coherently
linked interests. The core remains the biology of that
group of organisms we think of as microbes. Though
this constitutes a rather disparate set, crossing several
taxonomic kingdoms, the more important principle
is the unifying role of DNA and the genetic code and
the shared ensemble of primary pathways of gene
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expression. Also shared is access to a “world wide
web” of genetic information through the traffic of
plasmids and other genetic elements right across the
taxa. It is pathognomonic that the American Society
for Microbiology has altered the name of Microbiolog-
ical Reviews to Microbiology and Molecular Biology
Reviews. At academic institutions, microbiology will
be practiced in any or all of a dozen different depart-
ments, and these may be located at schools ol arts and
sciences, medicine, agriculture, engineering, marine
sciences, and others.

Much of human physiology, pathology, or genetics
is now practiced with cell culture, which involves a
methodology indistinguishable from microbiology:
it is hard to define a boundary that would demarcate
microbiology from cell biology. Nor do we spend
much energy on these niceties except when we have
the burden of deciding the scope of an enterprise
such as this one.

Probably more important has been the explosion
of the Internet and the online availability of many
sources of information. Whereas we spoke last de-
cade of CDs, now the focus is the Web, and the
anticipation is that we are not many years from the
general availability of the entire scientific literature
via this medium. The utility of the encyclopedia is
no longer so much “how do 1 begin to get information
on Topic X” as how to filter a surfeit of claimed
information with some degree ol dependability. The
intervention of editors and of a peer-review process
(in selection of authors even more important than
in overseeing their papers) is the only foreseeable
solution. We have then sought in each article to
provide a digest of information with perspective and
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provided by responsible authors who can he proud
of, and will then strive to maintain, reputations lor
knowledge and fairmindedness.

The further reach of more detailed information is
endless. When available, many specilic topics are
elaborated in greater depth in the ASM (American
Society of Microbiology) reviews and in Annual Re-
view of Microbiology. These are indexed onfine. Med-
line, Biosis, and the Science Citation Index are fur-
ther online bibliographic resources, which can be
focused for the recovery of review articles.

The reputation of the authors and of the particular
journals can further aid readers” assessments. Cita-
tion searches can be ol further assistancc in locating
critical discussions, the dialectic which is far more
important than “authority” in establishing authentic-
ity in science.

Then there are the open-ended resources ol
the Web itself. 1t is not a fair test for recovery on
a specialized topic, but my favorite browser,
google.com, returned 15,000 hits for “microbiology”;
netscape:.com gave 46,000; excite.com a few score
structured headings. These might be most useful in
identifying other Web sites with specialized re-
sources. Google's 641 hits for “luminescent bacteria”
offer a more proximate indicator of the difficulty of
coping with the massive returns of unfiltered ver-

biage that this wonderful new medium affords: how
to extract the nuggets from the slag.

A great many academic libraries and departments
of microbiology have posted extensive considered
listings of secondary sources. One of my favorites is
maintained at San Diego State University:

http://libweb.sdsu.edu/scidiv/
microbiologyblr.himl

I am sure | have not begun to tap all that would
be available.

The best strategy is a parallel attack: to use the
encyclopedia and the major review journals as a se-
cure starting point and then to try to filter Web-
worked material for the most up-to-date or disparate
detail. In many cases, direct enquiry to the experts,
until they saturate, may be the best (or last) recourse.
E-mail is best, and society or academic institutional
directories can be found online. Some listservers will
entertain questions from outsiders, il the questions
are particularly difficult or challenging.

All publishers, Academic Press included, are up-
dating their policies and practices by the week as o
how they will integrate their traditional book offer-
ings with new media. Updated information on elec-
tronic editions of this and cognate encyclopedias can
be found by consulting www.academicpress.com/.

Joshua Lederberg
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From the Preface to the First Edition

(Excerpted from the 1992 Edition)

For the purposes of this encyclopedia, microbiol-
ogy has been understood to embrace the study of
“microorganisms,” including the basic science and
the roles of these organisms in practical arts (agricul-
ture and technology) and in disease (public health
and medicine). Microorganisms do not constitute a
well-defined taxonomic group; they include the two
kingdoms of Archaebacteria and Eubacteria, as well
as protozoa and those fungi and algae that are pre-
dominantly unicellular in their habit. Viruses are also
an important constituent, albeit they are not quite
“organisms.” Whether to include the mitochondria
and chloroplasts of higher eukaryotes is a matter
ol choice, since these organelles are believed to be
descended from free-living bacteria. Cell biology is
practiced extensively with tissue cells in culture,
where the cclls are manipulated very much as though
they were autonomous microbes; however, we shall
exclude this branch of research. Microbiology also
is enmeshed thoroughly with biotechnology, bio-
chemistry, and genetics, since microbes are the ca-
nonical substrates for many investigations ol genes,
enzymes, and meltabolic pathways, as well as the
technical vehicles for discovery and manufacture of
new biological products, for example, recombinant
human insulin. . . .

The Encyclopedia of Microbiology is intended to
survey the entire field coherently, complementing
material that would be included in an advanced un-
dergraduate and graduate major course of university
study. Particular topics should be accessible to tal-
ented high school and college students, as well as to
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graduates involved in teaching, research, and techni-
cal practice of microbiology.

Even these hefty volumes cannot embrace all cur-
rent knowledge in the field. Each article does provide
key references to the literature available at the time
of writing. Acquisition of more detailed and up-to-
date knowledge depends on (1) exploiting the review
and monographic literature and (2) bibliographic
retrieval of the preceding and current research litera-
tre. . . .

To access bibliographic materials in microbiology,
the main retrieval resources are MEDLINE, spon-
sored by the U.S. National Library of Medicine,
and the Science Citation Index of the ISI. With
governmental subsidy, MEDLINE is widely available
al modest cost: terminals are available at every
medical school and at many other academic centers.
MEDLINE provides searches ol the recent literature
by author, title, and key word and offers online
displays of the relevant bibliographies and abstracts.
Medical aspects of microbiology are covered exhaus-
tively; general microbiology is covered in reasonable
depth. The Science Citation Index must recover
its costs from user fees, but is widely available at
major research centers. [t offers additional search
capabilities, especially by citation linkage. There-
fore, starting with the bibliography of a given
encyclopedia article, one can quickly find (1) all
articles more recently published that have cited
those bibliographic reference starting points and
(2) all other recent articles that share bibliographic
information with the others. With luck, one of these
articles may be identified as another comprehensive



XXViii

review that has digested more recent or broader
primary material.

On a weekly basis, services such as Current Con-
tents on Diskette (1SI) and Reference Update offer
still more timely access to current literature as well
as to abstracts with a variety of useful features. Under
the impetus of intense competition, these services
are evolving rapidly, to the great benefit of a user
community desperate for electronic assistance in
coping with the rapidly growing and intertwined
networks of discovery. The bibliographic services
of Chemical Abstracts and Biological Abstracts would
also be potentially invaluable; however, their cover-
age of microbiology is rather limited.

In addition, major monographs have appeared
from time to time—The Bacteria, The Prokaryotes,
and many others. Your local reference library should
be consulted for these volumes.

Valuable collections of reviews also include Criti-
cal Reviews for Microbiology, Symposia of the Society
for General Microbiology, Monographs of the American
Society for Microbiology, and Proceedings of the Inter-
national Congresses of Microbiology.

The articles in this encyclopedia are intended to

r2m the Preface to ths First Edition

he accessible to a broader audience, not to take the
place of review articles with comprehensive hibliog-
raphies. Citations should be sufficient to give the
reader access to the latter, as may be required. We
do apologize to many individuals whose contribu-
tions to the growth of microbiology could not be
adequately embraced by the secondary bibliogra-
phies included here.

The organization of encyclopedic knowledge is a
daunting task in any discipline; it is all the more
complex in such a diversified and rapidly moving
domain as microbiology. The best way to anticipate
the rapid further growth that we can expect in the
near future is unclear. Perhaps more specialized se-
ries in subfields of microbiology would be more ap-
propriate. The publishers and editors would welcome
readers’ comments on these points, as well as on any
deficiencies that may be perceived in the current
effort.

My personal thanks are extended to my coeditors,
Martin Alexander, David Hopwood, Barbara Iglew-
ski, and Allen Laskin; and above all, to the many
very busy scientists who took time to draftand review
each of these articles.

Joshua Lederberg



Guide to the Encyclopedia

The Encyclopedia of Microbiology, Second Edition
is a scholarly source of information on microorgan-
isms, those life forms that are observable with a mi-
croscope rather than by the naked eye. The work
consists of four volumes and includes 298 separate
articles. Of these 208 articles, 171 are completely
new topics commissioned for this edition, and 63
others are newly written articles on topics appearing
in the first edition. In other words, approximately
80% of the content of the encyclopedia is entirely
new to this edition. (The remaining 20% of the con-
tent has been carefully reviewed and revised to en-
sure currency.)

Each article in the encyclopedia provides a com-
prehensive overview of the selected topic to inform
a broad spectrum of readers, from research profes-
sionals to students to the interested general public.
In order that you, the reader, will derive the greatest
possible benefit from your use of the Encyclopedia
of Microbiology, we have provided this Guide. It ex-
plains how the encyclopedia is organized and how
the information within it can be located.

ORGANIZATION

The Encyclopedia of Microbiology is organized to
provide maximum ease of use. All of the articles are
arranged in a single alphabetical sequence by title.
Articles whose titles begin with the letters A to C
are in Volume 1, articles with titles from D through
K are in Volume 2, then L through P in Volume 3,
and finally Q to Z in Volume 4. This last volume
also includes a complete subject index for the entire
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work, an alphabetical list of the contributors to the
encyclopedia, and a glossary of key terms used in
the articles.

Arucle titles generally begin with the key noun or
noun phrase indicating the topic, with any descrip-
tive terms {ollowing. For example, the article title is
“Bioluminescence, Microbial” rather than “Microbial
Bioluminescence,” and “Foods, Quality Control” is
the title rather than “Quality Control of Foods.”

TABLE OF CONTENTS

A complete table of contents for the Encyclopedia
of Microbiology appears at the {front of each volune.
This list of article titles represents topics that have
been carefully selected by the Editor-in-Chief, Dr.
Joshua Lederberg, and the nine Associate Editors. The
Encyclopedia provides coverage of 20 different sub-
ject areas within the overall field of microbiology.
Please see p. v for the alphabetical table of contents,
and p. xix for a list of topics arranged by subject area.

INDEX

The Subject Index in Volume 4 indicates the vol-
ume and page number where information on a given
topic can be found. In addition, the Table of Contents
by Subject Area also functions as an index, since
it lists all the topics within a given area; e.g.. the
encyclopedia includes eight different articles dealing
with historic aspects of microbiology and nine deal-
ing with techniques of microbiology.
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ARTICLE FORMAT

In order to make information easy to locate. all of
the articles in the Encyclopedia of Microhiology are
arranged in a standard format, as follows:

+ Title of Article

» Author’'s Name and Affiliation

+ Qutline

* Glossary

* Defining Statement

+ Body of the Article

* Cross-References

+ Bibliography

OUTLINE

Each entry in the Encyclopedia begins with a topi-
cal outline that indicates the general content of the
article. This outline serves two functions. First, it
provides a brief preview ol the article. so that the
reader can get a sense of what is contained there
without having to leaf through the pages. Second, it
serves to highlight important subtopics that will be
discussed within the article. For example, the article
“Biopesticides” includes subtopics such as “Selection
of Biopesticides,” “Production of Biopesticides,”
“Biopesticide Stabilization,” and “Commercialization
of Biopesticides.”

The outline is intended as an overview and thus
it lists only the major headings of the article. In
addition, extensive second-level and third-level
headings will be found within the article.

GLOSSARY

The Glossary contains terms that are important
to an understanding of the article and that may be
untamiliar to the reader. Each term is defined in the
context of the article in which it is used. Thus the
same term may appear as a glossary entry in two or
more articles, with the details of the definition vary-
ing slightly from one article to another. The encyclo-
pedia has approximately 2500 giossary entries.

In addition, Volume 4 provides a comprehensive
glossary that collects all the core vocabulary of micro-
biology in one A-Z list. This section can be consulted
for definitions of terms not found in the individual
glossary for a given article.

npedia

DEFINING STATEMENT

The text of each article in the encyclopedia begins
with a single introductory paragraph that defines the
topic under discussion and summarizes the content
of the article. For example, the article “Eyespot” be-
gins with the following statement:

EYESPOT is a damaging stem base disease ol cereal crops
and other grasses caused by fungi of the genus Tapsia. Tt
oceurs in temperate regions world-wide including Europe,
the USSR, Japan, South Africa. North America, and Austral-
asia. In many of these countries eyespot can be found on
the majority of autumn-sown barley and wheat crops and
may cause an average of 5-10% loss in yield, although low
rates of infection do not generally have a significant
etfect. .

CROSS-REFERENCES

Almost all of the articles in the Encyclopedia have
cross-references to other articles. These cross-refer-
ences appear at the conclusion of the article text.
They indicate articles that can be consulted (or fur-
ther information on the same topic or for information
on a related topic. For example, the article “Small-
pox” has references to “Biological Warfare,” “Polio,”
“Surveillance of Infectious Diseases,” and “Vac-
cines, Viral.”

BIBLIOGRAPHY

The Bibliography is the last element in an article.
The reference sources listed there are the author’s
recommendations of the most appropriate materials
for further research on the given topic. The bibliogra-
phy entries are for the benefit of the reader and
do not represent a complete listing of all materials
consulted by the author in preparing the article.

COMPANION WORKS

The Encyclopedia of Microbiology is one of a series
of multivolume reference works in the life sciences
published by Academic Press. Other such titles in-
clude the Encyclopedia of Human Biology. Encyclope-
dia of Reproduction, Encyclopedia of Toxicology, Ency-
clopedia of Immunology, Encyclopedia of Virology,
Encyclopedia of Cancer, and Encyclopedia of Stress.
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Dairy Products

Mary Ellen Sanders

Dairy and Food Culture Technologies

[. Natural Flora of Milk

II. Microbial Spoilage
II. Pathogens of Concern in Dairy Products
IV. Fermentation of Dairy Products

V. Bacteriophages in Dairy Fermentations
V1. Probiotic Bacteria in Dairy Products

GLOSSARY

bacteriophage A virus infecting a bacterium.

commercial sterility The result of processing (usually re-
tort processing) of food to eliminate all pathogenic and
spoilage microorganisms that can contribute to food spoil-
age under normal storage conditions. A commercially ster-
ile product is not necessarily sterile. The only viable mi-
crobes, if any, remaining in a commercially sterile product
are extremely heat resistant bacterial spores, which can
cause spoilage of product stored at unusually high stor-
age temperatures.

fluid milk  Milk that is prepared to be consumed as a natural
liquid product, including raw or pasteurized milks with
different fat contents, or milk solids or vitamin fortifica-
tions.

lactic acid bacteria The name of a group ol bacteria be-
longing to a diversity of genera used to effect food fermenta-
tions. This group is composed chiefly of bacteria whose
primary metabolic end product from carbohydrate metabo-
lism is lacuc acid, although poor lactate producers (such
as leuconostocs and propionibacteria) are sometimes in-
cluded due to their association with food fermentations.

mitk products Products manufactured from fluid milk, in-
cluding natural cheeses. processed cheeses, fermented
milks, yogurts, butter, ice cream, sour cream, whipped
cream, canned milks, and dried milk.

probiotic Living microorganisms, which upon ingestion in
certain numbers exert health benefits beyond inherent ba-
sic nutrition.

starter culture A microbial strain or mixture of strains,

Encyclopedia of Microbiology, Volume 2
SECOND EDITION

species, or genera used o effect a fermentation and bring
about functional changes in milk that lead to desirable
characteristics in the fermented product.

THE MICROBIOLOGY OF DAIRY PRODUCTS is
a field composed of both the positive and negative
effects of microbes on milk and milk-based products.
On the one hand, microbes are responsible for the
transformation of milk into a wide array of fermented
dairy products, such as cheeses, yogurts, and fer-
mented milks produced worldwide. On the other
hand, microbes can also cause food-borne disease and
spoilage of dairy products. These two facets of dairy
microbiology are intricately associated since, undoubt-
edly, the first fermented milk products made approxi-
mately 8000 years ago provided a means for preserving
milk as a sate and wholesome food.

A diversity of microbes is associated with dairy
products, including gram-positive and gram-negative
bacteria, molds, yeasts, and bacteriophages. Spoilage
and pathogenic microorganisms are chiefly con-
trolled by pasteurization, refrigeration, fermentation,
and by limiting post-process contamination. Re-
duced water activity, high salt content, and heat ster-
ilization also contribute to the preservation of some
dairy products. Great effort is expended to control
contaminating microbes responsible for spoilage or
pathogenicity. In contrast, microbes (dairy starter
cultures) are intentional additives to milk destined
for fermentation. These microbes serve to preserve
milk primarily through the production of organic
acids. The dairy microbiologist must balance micro-
bial populations and activities in milk so that positive
effects are enhanced and spoilage and pathogenesis
are discouraged or eliminated.

Copyright © 2000 by Academic Press.
All rights of reproduction in any form reserved.
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|l. NATURAL FLORA OF MILK

Milk, as it is produced by the mammal, is sterile.
Bacteria inhabiting the teat or udder do. however,
migrate up into the interior, causing even aseptically
drawn milk to contain some bacteria. predominantly
micrococci, streptococci, and Corynebacterium bovis.
Milk taken from a mastitic animal (one with a teat
infection) will show high levels of microbes. includ-
ing streptococci, staphylococci, coliforms. Pseudomo-
nas aeruginosa, and Corynebacterium pyogenes. Ani-
mals sick with other infections may also shed
pathogenic microbes, including Mycobacterium spe-
cies, Brucella species, mycoplasma, and Coxiella bur-
netti. Milk from a healthy animal develops a complex
flora upon milking. Since milk is an animal product,
microbes associated with mammals, farms, agricul-
tural feedstuffs, and green plant material are often
present in milk. Bacilli from the soil, clostridia from
silage, coliforms from manure and bedding, and
streptococci, lactococci, and lactobacilli from green
plant material commonly contaminate milk. In addi-
tion, the storage and processing environment and
equipment, including milking machines, farm stor-
age tanks, transportation equipment, cooling tanks,
and milk processing equipment, contribute greatly
to the microbial flora of fluid milk.

Il. MICROBIAL SPOILAGE

A. Psychrotrophs

By far the most significant group of microbes in the
spoilage of high-moisture, refrigerated milk products
(fluid milk, cottage cheese, and cream cheese) is the
psychrotrophs. The term psychrotrophs is defined
as microorganisms that are capable of growing at
refrigeration temperatures, although their optimum
growth temperature may be much higher. Psychro-
trophs include species from at least 27 genera of
bacteria, 4 genera of yeast, and 4 genera of molds.
Proper refrigeration is of the utmost importance to
the control of psychrotroph growth since a small
increase in storage temperature can result in a large
decrease in bacterial generation times. The produc-
tion of lipases, proteases, exopolysaccharides, and

visible colonies of mold seriously affect the quality
of milk products. Some psychrotrophic microbes
produce heat-stable lipases and proteases which if
produced prior to pasteurization can threaten prod-
uct quality after pasteurization.

B. Fluid Milk

The spoilage of fluid milk is dictated by the effects
of pasteurization, post-pasteurization contamina-
tion. and refrigeration. The pasteurization process
for milk was originally designed to kill all pathogenic
microbes. Modern pasteurization practices fre-
quently exceed minimum pasteurization time/tem-
perature requirements to provide extra safety mar-
gins and extended product shelf life. Along with the
pathogens, yeasts, molds, and gram-negative and
many gram-positive microbes are killed. A challenge
to fluid milk processors is to limit the contamination
that occurs after pasteurization during transport and
packaging of pasteurized milk. The extent of this
post-process contamination is directly related to the
level of sanitation in the processing plant and effec-
tive refrigeration. Milk microbiologically stable at
room-temperature is also produced using “ultra-high
temperature” heat treatment and an aseptic packag-
ing process.

C. Cheese

The final composition of cheese relative to mois-
ture content, salt content, fat content, and pH can
vary tremendously among different cheese varieties.
Since all of these factors contribute to the microbial
stability of cheese, the only general statement about
microbial stability that can be made is that cheeses
are more stable than the milk from which they were
made. Moisture content can range from 80% in cot-
tage and cream cheeses to 35% in hard grating
cheeses. Salt ranges from 1.5 to 5%, although a more
significant affect on water activity than might be
expected is seen since the salt is concentrated in
the aqueous phase. Final titratable acidities during
fermentation also vary among different cheeses.

Molds, yeasts, and anaerobic spore-forming bacte-
ria are involved most often in the spoilage of cheese,
although psychrotrophic bacteria and molds spoil
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high-moisture cheeses, such as cottage cheese, and
non-starter lactobacilli can lead to flavor and texture
defects in cheese. Molds cause an unsightly appear-
ance to cheese surfaces and can pose a health threat
(see Section 1I1). Anaerobic spore formers such as
clostridia, coliforms and even unbalanced levels of
gas-producing starter strains can cause abnormal gas
formation. Spoilage during ripening of cheese can be
controlled by maintaining low ripening temperatures
and low humidity, factors that may inhibit microbial
or enzymatic ripening processes. Spore formers have
been successfully controlled using nisin, an antimi-
crobial peptide produced by Lactococcus lactis spp.
lactis, or with the enzyme lysozyme.

D. Fermented Milk and Yogurt

Microbial growth is controlled in fermented milks
by the low pH, high titratable acidity, and dominant
starter culture numbers achieved during fermenta-
tion. The lactic cultures typically lower the pH of
fermented milks to 3.5-4.5, depending on the prod-
uct, and the pH may continue to decrease during
refrigerated storage. At this level of acidity, patho-
gens are inhibited effectively and even killed upon
storage. Spoilage is limited to yeasts and molds,
which may accompany addition of flavorings and
fruits that may be added to the product. As long as
care is taken not to inhibit acid production during
fermentation, a safe and long shelf life product re-
sults. Commercial yogurts frequently have a 5- to 7-
week shelf life.

E. Dried Milk Products

Dried milk, skim milk, whey, buttermilk, cheese,
and cream are popular for use as ingredients in other
foods. The drying process, although conducted at
elevated temperatures, is not a reliable method of
microbial destruction. Proper pasteurization, sanita-
tion and product handling are the only consistent
controls over the safety of these products. Once
dried, these products are microbiologically stable.
However, any remaining pathogens or spoilage mi-
crobes are a threat in food subsequently formulated
with the contaminated ingredient. Heat-resistant

spores can be especially problematic in the dried
milk products.

F. Canned Milks

Canned evaporated milk is heated to achieve com-
mercial sterility. Therefore, all pathogens are de-
stroyed, although some extremely heat-resistant
spores such as Bacillus stearothermophilus might sur-
vive. This product is both shelf stable under normal
storage temperatures and pathogen-free. Sweetened
condensed milks rely on pasteurization, low water
activity and high sugar content for preservation.
These products are not heat processed after canning
and therefore can spoil due to contamination by
molds or yeasts that enter during the fill operation
or through can defects.

lll. PATHOGENS OF CONCERN IN
DAIRY PRODUCTS

Milk was once the vehicle of transmission of ty-
phoid fever, scarlet fever, septic sore throat, diphthe-
ria, tuberculosis, and shigellosis. The frequency and
severity of these diseases prompted large-scale adop-
tion of milk pasteurization by the end of World War
II. This concern about milk-borne disease led the
dairy industry to develop equipment and sanitation
programs, which are still unsurpassed, decades be-
fore programs were implemented by other food in-
dustries. Milk-borne infections include listeriosis,
salmonellosis, campylobacterosis, brucellosis and
yersiniosis, although properly pasteurized milk
which is free from post-process contaminants is not
a vehicle for transmission of these or other diseases.
Table [ summarizes the cases in the United States of
food poisoning associated with dairy products re-
ported to the Center for Disease Control from 1988
to 1992, The pathogens involved in these cases were
Campylobacter, Escherichia coli, and Salmonella.

A pathogen of great concern in recent years, enter-
ohemorrhagic E. coli, including serotype O157:H7,
is associated with cattle and has been isolated in raw
milk. Its documented acid resistance and survival
when inoculated into cottage and cheddar cheeses
reinforces the importance of proper pasteurization
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TABLE |
Cases of Food-Borne Disease Associated with Dairy
Products in the United States from 1988 to 1992°

Other/unknown

Year ~ Milk  Ice cream  Cheese  miscellaneous dairy
1988 120 163

1989 48 16 164 22

1990 68 148 50 -+0

1991 37 62 25 23

1992 79 81 12

“ From “Morbidity and Mortality Weekly Report”™ (1996).

and packaging of milk prior to consumption or use
in the manufacture of other dairy foods. Another
pathogen of concern in dairy products is the ubiqui-
tous Listeria monocytogenes. In addition to milk and
ice cream, cheeses such as Brie and Camembert can
be vehicles for listeriosis transmission. Although fer-
mentation reduces the pH to an inhibitory level, rip-

“ening of these cheeses involves the surface growth

of mold. These molds produce alkaline metabolites
and increase the surface pH of the cheese. The lack
of refrigeration during ripening further encourages
the growth of Listeria, although Listeria can also grow
at refrigeration temperatures. These factors combine
to make listeriosis a significant threat in these raw
milk or contaminated cheeses. These same condi-
tions can also encourage growth of other pathogens,
emphasizing the importance of using pasteurized
milk and eliminating post-process contamination
during the manufacture of these cheeses.

Some microbial toxins can be found in dairy prod-
ucts or milk, including staphylococcal toxin, aflatox-
ins, other mycotoxins, and biogenic amines. Staphy-
lococcus aureus can contaminate milk from mastitic
cows (cows with an udder infection). If improperly
pasteurized or raw, this milk can support the growth
of S. aureus, leading to toxin production. Pasteuriza-
tion will not inactivate this heat-stable toxin. Milk
contaminated with S. aureus is especially dangerous
if involved in a substandard fermentation. S. aureus
can grow and produce toxin during the fermentation
period if acid is not being generated. Some common
Aspergillus spp. produce a family of toxic and carcin-
ogenic aflatoxins during growth on damaged grains

and other substrates. Daily consumption of these
grains by milking cows can lead to one type of afla-
toxin, My, in milk. Aspergillus spp. producing afla-
toxin can also grow on the surface of cheese, provid-
ing another means of contamination. Penicillic acid,
patulin, and ochratoxin A are other mycotoxins that
have been found in moldy cheese trimmings. The
incidence of mycotoxin contamination of cheese is
low; storage temperatures lower than 7°C greatly
discourage toxin formation.

Biogenic amines, including tyramine and hista-
mine, have been found in cheese. These vasoactive
compounds can be toxic at high levels or in people
with compromised metabolic ability to deaminate
these amines. These amines are formed by the decar-
boxylation of tyrosine and histidine catalyzed by de-
carboxylases found in microbes (including non-
starter lactobacilli) commonly associated with
cheese.

~IV. FERMENTATION OF
DAIRY PRODUCTS

A. Microbes Associated with
Dairy Fermentations

Fermented dairy products derive their characteris-
tic tlavor and texture from the microbial action of
starter cultures. There are hundreds of different vari-
eties of cheeses and fermented milks produced
worldwide. Although there is some difference in the
source (cow, sheep, goat, and buffalo) and composi-
tion of the milk used as a raw material (e.g., for
manufacture of reduced-fat cheeses), this great diver-
sity of fermented foods stems primarily from the
microbes used in the fermentation and the physical
treatments of the fermented product.

Fermentation has been used to preserve milk for
millennia. Before a technical understanding of the
fermentation was available, microbes naturally pres-
ent in the milk or in the containers used for milk
storage were the agents of fermentation. In modern
industrial fermenrtations, purified and characterized
starter cultures are scaled-up and intentionally inoc-
ulated into the milk. This enables much more control
over the fermentation and characteristics of the -
nal product.
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The microbes associated with fermented dairy
products are listed in Table II. They are nonpatho-
genic and contribute specific attributes to the final
product. They generally are present at levels of 10°—
10" per gram in freshly fermented products. During
ripening or storage, the types and levels of microbes
change, depending on the product.

B. Function of Microbes in
Dairy Fermentations

The ability to ferment milk sugar, lactose, to lactic
acid and to carry out the proteolytic degradation of
milk protein, casein, to a useable nitrogen source
are the primary requirements of a starter culture.
However, these microbes contribute to flavor and
texture development in many other ways. The pro-
duction and degree of metabolic end products (lactic,

propionic, and acetic acids and ethanol, CO,, diace-
tyl, and dimethyl sulfide), other flavor compounds,
proteases, and lipases all help to determine the
unique attributes of a given fermented milk product.
Lactic acid is important to all fermented dairy prod-
ucts. It provides the acidity necessary for a tart flavor
and for changes in the structure of casein to achieve
syneresis and desired functional characteristics. Pro-
pionic acid gives Swiss cheeses their characteristic
nutty flavor. Acetic acid and ethanol must be bal-
anced in yogurt to promote proper flavor. Ethanol,
carbon dioxide, and lactic acid combine in mixed
lactic bacteria/yeast fermented milks to provide the
desired flavor. Carbon dioxide imparts efferves-
cence to fermented milks, eye formation in some
cheeses, and an open texture in others. Diacetyl pro-
vides the buttery flavor important in buttermilk, soft
cheeses, and cottage cheese dressing. Starters which

TABLE Il

Microbes Associated with Fermented Dairy Products

Microbes

Product association®

Function

Lactococcus lactis subspecies cremoris
and lactis

Lactococcus lactis subspecies lactis var.
diacetylactis

Lactobacillus delbrueckii subspecies
bulgaricus, L. lactis, L. helveticus,
L. casel

Streptococcus thermophilus

Leuconostoc

Propionibacterium

Lactobacillus acidophilus, L. casei, L. reu-
teri, L. rhamnosus, Bifidobacterium

Penicillium

Geotrichum
Lactose-fermenting yeast

American cheeses, buttermilk, cottage
cheese, soft cheese

Buttermilk, soft cheese, sour cream, cot-
tage cheese dressing

Ttalian and Swiss cheeses, yogurt, fer-
mented milks; often paired with S.
thermophilus

Ttalian and Swiss cheeses, yogurt; often
paired with the lactobacilli

Buttermilk, Roquefort cheese, cottage
cheese

Swiss cheeses

Probiotic-containing dairy foods

Soft cheeses, blue-veined cheese

Soft cheeses
Kefir and other mixed fermentation bev-
erages

Lactic acid production at less than
40°C, some strains provide ropiness
in fermented milk

Lactic acid, CO,;, and diacetyl

Lactic acid production at less than
50°C; some ropy strains

Lactic acid production at less than
50°C; some ropy strains
Ethanol, acetic acid, diacetyl. CO,

CO, causing eye formation; propionic
and acetic acids from lactate

Promotion of human health through
modulation of undesirable intestinal
microbiota activily, enhancement of
immune function, or enzyme activity

White surface mold; increased pH; blue
vein production

White surface mold

Ethanol and CO;,

* American cheeses: cheddar. brick, Monterey Jack, Muenster: soft cheeses: Camembert. Brie, Ialian cheeses: parmesan. provolone, ri-

cotta, mozzarella.
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produce extracellular polysaccharides can improve
the mouth-feel of some fermented milks and yogurts
(or may cause a slime defect in products in which
ropiness is not desirable). Starter proteases hydrolyze
milk proteins to peptides, and starter and non-starter
peptidases [urther their degradation. Some flavor de-
fects, such as bitterness and brothiness, stem from
the presence of certain amino acids or peptides. The
action and control of starter proteases and peptidases
are critical to proper ripening of most aged cheeses.
Attempts to accelerate the ripening of aged cheeses
have led to the development of culture and/or en-
zyme additives that promote proteolysis important
in characteristic aged flavor and body. Lipases are
very important to the proper flavor of some ltalian
cheeses. Frequently, starter lipases are not sufhicient,
and animal-derived lipases are added for proper rip-
ening and flavor development. Non-starter bacteria
can also contribute to flavor production during ripen-
ing (providing the justification for using raw milk
in cheese manufacture). In addition to the contribu-
tion of microbial [actors, there are numerous physical
manipulations that help determine characteristics of
the final product. The timing and extent of stirring,
mixing, stretching, cheddaring, temperature and
moisture control, and product formulation are im-
portant to the flavor, texture, and body of fermented
dairy products.

C. Genetics of Dairy Starter Cultures

For years, observant dairy technologists noticed
that lactic acid bacteria often did not retain some
desirable traits when the cultures were held for long
periods of time or sequentially transferred. Lactic
cultures often lost their ability to rapidly ferment
milk, to produce diacetyl, or to resist bacteriophage
infection. Since the mid-1970's, researchers have fo-
cused on the genetic basis for this occurrence. Genes
encoding lactose metabolism, protease production,
diacetyl formation, bacteriophage resistance, and
bacteriocin production have been found to be linked
to plasmid DNA or, in a few cases, are {lanked by
insertion sequences. The linkage of these traits to
naturally occurring unstable elements has provided
a mechanism for rapid evolution and genetic shift in
this group of bacteria.

This knowledge of the genetics of lactic acid bacte-
ria led to efforts to apply directed genetic techniques
to the improvement of these industrially important
bacteria. Extensive worldwide research led to devel-
opment of cloning vectors, integration vectors, gene
sequencing, and genetic transfer systems, including
conjugation, transformation, and transduction. The
directed conjugal transfer of characterized phage-
resistance plasmids into phage-sensitive recipient
strains was the first example of use of this technology
to genetically improve dairy strains. This field of
research will continue to provide the tools for di-
rected genetic improvement of starter cultures.

V. BACTERIOPHAGES IN DAIRY
FERMENTATIONS

The failure of a milk fermentation due to poor
starter culture growth results in significant product
and efficiency loss to the manufacturer. Problems
with starter culture performance can be caused by
antibiotics in milk, natural inhibitors in milk, inac-
tive starter inoculum, environmental conditions
(e.g., temperature) during processing inhibitory to
the culture, and bacteriophage. Bacteriophage. or
phage, is the most significant of these factors.

Morphologically, there are many different types of
lactic phages, and phages have been isolated for all
genera and many species of lactic cultures. They are
parasitic in nature, requiring host cell functions to
replicate, and during a lytic cycle, they will lyse the
host cell to release newly formed phage particles.
The tremendous impact that a lytic phage infection
can have on a fermentation is due to the potential
of phage to rapidly infect, lyse, and release large
numbers of progeny for subsequent infections. It may
take less than 60 min {or a complete replication cycle
(latent period), and up to 200 viable phage progeny
per cell can be released (burst size). This form of
replication allows phage to out-pace the slower bi-
nary fission replication of bacteria.

Phage can exisl in one of two life states: lytic or
lysogenic. The lytic cycle results in rapid production
of progeny phage, whereas the lysogenic cycle results
in a latent infection mediated by incorporation of
phage DNA into host DNA. Not all phages are capable
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of establishing a lysogenic state. Many lactic cultures
have been shown to harbor lysogenic phage. How-
ever, phage species most commonly isolated from
failed dairy fermentations do not appear to be homol-
ogous to lysogenic phage species, suggesting that
lysogenic phage do not contribute greatly to the lytic
phage problem.

Contributing factors to the impact of phage in
dairy fermentations include: the non-aseptic nature
of the fermentations; the desire for end-product con-
sistency; the use of open vats in cheesemaking; the
fluid nature of milk, which allows dissemination of
phage particles; ongoing microbial growth in the fer-
mentation environment providing potential hosts for
the phage; the ability of phages to be transmitted as
an aerosol; and the rapid replication rates of some
lytic phages. Some strains, species, and genera seem
more susceptible to phage infection than others. The
lactococct appear to suffer more serious phage prob-
lems than the lactobacilli or Streptococcus thermophi-
lus, and some strains with enhanced phage-resistance
characteristics have been isolated from nature or de-
veloped in the laboratory.

The influence of phage on dairy fermentations has
led to a variety of measures designed to control the
elfect of phage. The following are some control mea-
sures:

* Sanitation: A program of regular cleaning and
sanitation (e.g., chlorine at 200 ppm) of equip-
ment provides the most important means of re-
ducing phage levels in the dairy plant.

* Effective processing plant design: A separate
starter preparation room, control over air, per-
sonnel, and product flow in the plant to prevent
downstream product from contaminating up-
stream processes, and the use of fermentation
and starter vessels that can be easily and thor-
oughly cleaned all provide a manageable envi-
ronment for effective phage control.

* Use of phage-inhibitory media: These media can
be used during the scale-up of starter prior to
inoculation of the product fermentation. For-
mulations generally involve chelation of Ca**
ions with citrate or phosphate. Calcium ions are
required for phage to infect the host cells. If
phage levels are kept low in the starter tank, the

fermentation may proceed before phage levels
build to a destructive level. The higher cost of
these media, however. prevents their use in
some production facilities.

s Strain selection and systems for use: After fermen-
tative ability, the largest single factor for strain
selection is resistance of strains to bacterio-
phage. Great emphasis by starter culture suppli-
ers is placed on selecting and designing strains
that will resist phage. Once effective strains are
identified, their commercial performance is
monitored through phage testing to determine
the need for strain replacement. Strain replace-
ment strategies vary, but at the heart of all is
the availability for use as back-up of strains ex-
pressing strong phage resistance or at least ex-
pressing sensitivity to different types or ranges
of phages. These phage-unrelated strains will
not serve as hosts for the same phages, and they
can function even in the presence of phages
generated by a different strain.

* Monitoring for phage: Conducting phage tests
on product or by-products (e.g., whey) of the
fermentation informs the manufacturer of devel-
oping phage problems. This information can be
used to make changes in sanitation schedules
or strain usage.

VI. PROBIOTIC BACTERIA
IN DAIRY PRODUCTS

Milk and milk products provide an excellent
source of nutrition (protein, calories, vitamins, cal-
cium, and other minerals). In addition to the nutri-
tional benefits of milk consumption, certain bacteria,
termed probiotic bacteria, associated with dairy
products have been shown to promote health. The
primary means for this health benefit is through the
influence of the gastrointestinal tract physiology and
microbiota. The gastrointestinal tract, composed of
the stomach, small intestine, and colon, is colonized
by populations of a diversity of microbes. The gastro-
intestinal tract is colonized, where physiological con-
ditions permit, by these microbes soon after birth,
and it continues to be exposed to ingested microbes.
These endogenous and external microbes can engage
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in harmful activities, including acute intestinal
pathogenesis, translocation through the gut into the
blood-stream, and production of metabolic end pred-
ucts that can have procarcinogenic effects. The inges-
tion of beneficial bacteria can provide competition
for these harmful bacteria, resulting in a reduction
in their activities. Probiotic bacteria may attain com-
petitive advantage in the gastrointestinal tract
through the production of organic acids or bacterio-
cins or by competitively excluding harmful microbes
from certain attachment sites.

Ingested probiotic bacteria, whether colonizing or
transient, have been shown to mediate some benefi-
cial effects in the gastrointestinal tract, including
reduction of colon cancer-promoting activities (ani-
mal studies), improvement of lactose digestion, im-
provement of immune system function, and reduc-
tion of gastrointestinal infections. Further research
is needed to determine the extent of the effect of
probiotic bacteria in promoting human health. The
most commonly cited cultures used for “therapeutic”

purposeés  are Lactobdcillus and Bifidobacterium

species.
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GLOSSARY

aminoglycosides A class ol antimicrobial agents that in-
hibit protein synthesis; used widely against gram-negative
bacteria.

bacteremia The presence of bacteria in blood.

Ficoll-Hypaque A mixture of Ficoll, a polymer of sucrose,
and Hypaque-M (diatrizoate meglumine), a contrast mate-
rial used in angiography, which is used to separate bacteria
from erythrocytes.

leukocytosis Increase in white blood cells.

septicemia The presence of bacteria in blood along with
signs of clinical infection.

tachycardia Rapid heartbeat.

BACTEREMIA s the presence of bacteria in the
blood. The presence of bacteria in itself is no cause
for alarm because this is a daily occurrence. For in-
stance, each time one brushes one’s teeth or eats,
microscopic abrasions in the gums caused by the
toothbrush or the morning toast allow for the entry
of oral flora. However, these bacteria are rapidly elimi-
nated from the bloodstream via phagocytosis. Septi-
cemia, on the other hand, is the presence of bacteria
in the blood along with signs of clinical infection, such
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as fever, chills, tachycardia, hypotension, shock, or
leukocytosis. In this scenario, the bacteria somehow
evade the body's defense mechanisms and are able to
colonize a normally sterile site. Septicemia is potentially
life threatening. In the United States, approximately
400,000 cases of septicemia occur annually with a
mortality rate of 40-50%.

I. OVERVIEW OF BLOOD CULTURING

A. Background of Blood Culturing

The basic procedure of performing a blood culture
has changed little since its inception as a diagnostic
tool. A blood sample is obtained from the patient via
venipuncture, inoculated to the appropriate broth
medium (a blood culture bottle), incubated, and re-
peatedly checked for growth of the organism(s).
Once the organism is isolated on solid medium, drug
susceptibilities are performed and the proper choice
of antimicrobial agent can be administered to the
patient. Although relatively simple, isolation of the
causative organism can take from 24 hr to several
days. Because of the high mortality rate, rapid detec-
tion and isolation of the infecting microorganism(s)
are paramount for the administration of effective an-
timicrobial therapy and survival of the patient.

B. Current Technology

To better aid in the rapid detection of bacteremia,
several rapid detection blood culturing devices have

Copyright © 2000 by Academic Press.
All rights of reproduction in any form reserved.
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been developed, including the BACTEC 9000 series
of blood culture systems, the Oxoid Signal blood
bottle, the Roche Septi-Chek system, the Isolator,
and other continuous monitoring systems. With the
exception of the Isolator, these methods rely on the
incubation of blood in a liquid medium but differ
in the detection of bacterial growth. The BACTEC
system uses infrared light and a computer to detect
CO, production in the blood bottles. In the Oxoid
bottle, CO, produced by the growing bacteria pushes
the liquid medium containing the bacteria into a
reservoir attached to the top of the bottle. The Septi-
Chek system detects actual colonies on a slide paddle
composed of chocolate, McConkey, and malt agars
attached to the bottle. This paddle is coated with the
blood-broth mixture immediately following inocula-
tion of the bottle. The Isolator uses lysis of red blood
cells and centrifugation for the recovery of bacteria.
After centrifugation, the supernatant that contains
the lysed blood cells is removed and the concentrate
(containing the bacteria) is streaked out on several
-plates of different-media. The plates are incubated
and checked for the growth of isolated colonies. The
continuous monitoring systems, the BacT/Alert, ESP,
and the BACTEC 9240, check for elaboration of CO,
with a colorimetric (BacT/Alert) or a fluorescent
(BACTEC 9240) sensor. The ESP system monitors
changes in gas pressure due to bacterial growth.
However, several days may be required for detec-
tion and isolation of bacteria using these new sys-
tems. In addition, although the BACTEC systems,
Oxoid Signal, Roche Septi-Chek, and Isolator provide
enhanced detection of bacteria, some drawbacks have
been documented (such as contamination and differ-
ent recovery rates for members of the family Entero-
bacteriaceae, staphylococci, vyeasts, streptococci,
and anaerobes).

Il. LYSIS AND FILTRATION
TECHNOLOGY: A BRIEF HISTORY

A. Lysis of Erythrocytes

The use of lysis technology in the detection of
bacteremia is usually associated with the use of fil-
tration technology. The original concept was to de-

vise a detection method for bacteremia that would
not necessarily involve the use of a liquid medium.
Blood bottles, although widely accepted for the detec-
tion of microorganisms in blood, have disadvantages.
The most critical is that blood bottles do not provide
an optimum growth environment {or microorgan-
isms that may be present in the blood. This is because
inhibitory agents, such as complement, antibodies,
sodium polyanethol sulfonate (SPS) (an anticoagu-
lant), and antimicrobial agents that may have been
administered prior to culture, are not removed. This,
in turn, leads to inhibited growth of microorganisms
and hence longer detection times.

The challenge was 1o devise a system in which the
bacteria could be cultured in the absence of these
inhibitory agents. The simplest way to do this was
to pass the blood through a membrane filter in which
the bacteria would be trapped. Prior to this step,
however, the blood cells had to be lysed. This was
accomplished by several investigators through the
use of lysing agents such as Triton X-100 and strepto-
kinase—streptodornase. After filtration, the filters
were either immersed in a broth or, more commonly,
placed on an agar plate with the fltrate side up.
Nutrients would diffuse through the flier, allowing
the bacteria 1o grow as isolated colonies. However,
the procedure has been considered slow, cumber-
some, and impractical for clinical use. Furthermore,
problems such as filter clogging and decreased recov-
ery due to lysis of bacteria in addition to blood cells
were also reported.

One system on the market today uses lysis cen-
trifugation technology, which does not involve any
filtration. This system is the Isolator, developed by
Gordon Dorn. The Isolator uses a chemical cocktail
that lyses blood cells in addition to preventing coagu-
lation of the blood sample. The cocktail consists of
Saponin, which lyses the red and white cells, SPS
and ethylenediaminetetraacetic acid (EDTA), both
of which are anticoagulants, and polypropylene glyc-
erol, which inhibits the natural foaming tendency of
Saponin. Some studies have shown that both EDTA
and Saponin may be toxic toward Streptococcus pneu-
moeniae and Pseudomonas aeruginosa, respectively.
Another disadvantage is that although the Isolator
may inhibit the action of aminoglycosides via SPS,
it does not remove them entirely from the system.
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B. Filtration

The use of membrane filter procedures for the
isolation of microorganisms from blood has long
been established. As already mentioned, these proce-
dures were not very practical for clinical use. The
early trials incorporated lysis technology as a vital
component. However, filtration [or the isolation of
bacteria does not have to involve lysis. In recent
years, a centrifugation—fltration method has been
developed that employs the use of a density mixture
for the separation of red blood cells from the microor-
ganisms.

lll. DETECTION OF BACTERIA BY
CENTRIFUGATION PLUS FILTRATION

A. Background

Currently, the culture of blood in a liquid medium
is the most common means of diagnosing bacteremia.
However, this is a slow process. In addition, growth
conditions in blood bottles are not necessarily con-
ducive to rapid uninhibited growth. Therefore, a de-
tection system is needed that allows the growth of
bacteria on a filter membrane without use of lysing
agents. The potential advantages of such a system
include faster isolation of bacteremic agents, collec-
tion of leukocytes that may harbor phagocytized bac-
teria, no subculturing, removal of inhibitory agents
(antibiotics) from blood, detection and faster identi-
fication of the causative organism, and detection of
mixed infections or contaminants. Antibiotic suscep-
tibility tests can be accelerated due to growth of
distinct isolated colonies that do not need further
purification. In addition, the efficacy of treatment
(via the proper course of antibiotic therapy) can be
determined by quantitation of bacteria on the filters.

B. Centrifugation and
Filtration Procedure

The centrifugation and fltration procedure is
shown in Fig. 1. Fresh human whole blood is first
obtained from a healthy volunteer who has not re-
ceived antibiotics during the preceding 2 weeks. This
blood sample is then seeded with a known quantity of

a single species of bacteria and mixed. Concurrently,
sterile glass tubes are loaded with 8 ml of Ficoll-
Hypaque (density mixture: D = 1.149 £ 0.002 g/
ml). Then, 5-ml aliquots of the seeded blood are
added to the tubes containing the Ficoll-Hypaque.
The tubes are stoppered, inverted five times 1o thor-
oughly mix the Ficoll-Hypaque with the seeded
blood, and centrifuged (386¢) tor 30 min at room
temperature.

During centrifugation, the red blood cells, which
are denser than the bacteria. are driven to the bottom
of the tube. This is further enhanced by the Ficoll,
a polymer of sucrose. Ficoll acts by adhering to the
red blood cells. This facilitates the sedimentation of
the red blood cells during centrifugation. As the red
blood cells are tumbling through the mixture, the
bacteria are “washed free” from the erythrocytes and
are retained throughout the Ficoll-Hypaque because
they are less dense.

Centrifugation of the blood-density mixture re-
sults in the red blood cells being pelleted at the
bottom of the tubes. Mononuclear and polymorpho-
nuclear cells are distributed predominantly in the
upper portion of the Ficoll-Hypaque. After centrifu-
gation, the entire mixture, except for the erythro-
cytes, is removed and filtered through a 0.22-mm
pore size filter under negative pressure with a single-
place sterility test manifold attached to a vacuum
pump.

The filter is then removed from the (iltration appa-
ratus, placed with the filtrate side up on a chocolate
agar plate, and incubated at 35°C in a humidified
atmosphere containing 5% CO,. Isolated colonies of
bacteria are detected within 18 hr.

C. Data

The recovery of bacteria from seeded whole blood
isshown in Table . In general, fewer microorganisms
are recovered by the filters compared with the origi-
nal inoculum. However, when 10 ml of Ficoll-
Hypaque is used, improved recovery is observed (Ta-
ble 11) because the additional 2 ml of Ficoll-Hypaque
provides an additional travel distance for the bacteria
to be separated from the blood cells.

The centrifugation fltration procedure compares
well to current blood culturing systems on the mar-
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Fig. 1. Ficoll-Hypaque centrifugation and fiitration procedure.

TABLE |

Microorganisms (Mean =+ SD) Recovered from Blood by
Centrifugation and Filtration?

Organism Filtration Inoculum % Recovery
Staphylococcus aureus 153 £ 87 375 £ 49 40.8
Enterococcus faccalis 280 £ 45 320 * 84 87.5
Streptococcus mitis 226 * 6.6 650 t 84 34.7
Streptococcus mutans 1413 £10.0 172.6 £ 20.5 81.8
Streplococcus pneumoniae 523 %63 560 £ 1.4 933
Streptococcus salivarius 123 = 80 155 = 2.1 79.3
Streptococcus sanguis 40.0 £ 65 49.0 = 4.2 81.6
Escherichia coli 38.6 £ 3.5 79.0 % 9.8 +8.8
Haemophilus influenzac 19.0 £ 62 163 + 16.6 410
Klebsiella pneumoniac 353 5.1 505+ 77 593
Neisseria meningitidis 93078 131.0 % 13.4 709
Pseudomonas acruginosda 1713 = 12.0 1595 £ 92 107.3

“ Eight milhliters of Ficoll-Hypaque was used.
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TABLE I
Microorganisms (Mean + SD) Recovered from Blood by
Centrifugation and Filtration®

Organism Filtration Inoculum % Recovery
Staphylococcus aureus 455 = 4.0 63.0 £ 6.0 72.0
Escherichia coli 18.0 £ 1.0 20.0 = 2.0 90.0
Haemophilus influenzae 40 1.0 7.0 £ 1.0 57.1
Klebsiella pneumoniae 49.0 = 3.0 542 £ 7.0 90 .4
Proteus mirabilis 50 = 20 7.0 10 714
Listeria monocytogencs 36.0 £ 4.0 47.0 £ 50 76.0

* Ten milliliters of Ficoll-Hypague was used.

ket today. namely, the Isolator and the Septi-Chek.
The centrifugation and filtration system has also
proven to be very effective in the removal of antibiot-
ics when used in conjunction with a nonionic poly-
meric adsorbent resin.

D. Concerns

Overall, the centrifugation and filtration procedure
recovers less microorganisms than are present in the
inoculum (Table 1). Some loss of microorganisms is
expected, mostly due to retention of small quantities
of seeded blood in the pipette used to transfer blood
1o the gradient. In addition, the tubes retain a small
portion of the Ficoll-Hypaque containing seeded
blood. It is also possible that some bacteria adhered
1o the sides of the glass tubes and were missed by
filtration. Some may argue that a 20% or 35% recov-
ery of bacteria is poor; however, the sensitivity of
the conventional blood culturing bottle is less. When
23 blood culture media were inoculated with 7-15
microorganisms per bottle, only 1 of the 23 different
types of blood culture media supported the growth
of all the bacteria tested. Furthermore, and most
important, blood is normally a sterile body fluid. Any
amount of bacteria isolated from blood is significant,
be it 1 colony-forming unit (CFU)/m} or 50 CFU/
ml of blood.

When the centrifugation and filtration system was
used in clinical trials, the rate of isolation of bacter-
emic agents was significantly better than that of the
conventional blood culture system. The main objec-
tion to centrifugation and filtration regards whether
molecular diagnostic approaches will replace blood

culturing, including the improved centrifugation
and filtration system. Therefore, manufacturers have
been reluctant to invest money in a new product
they ultimately believe will be replaced by molecular
detection systems. Culturing of blood is going to be a
primary clinical sample for many years, even though
molecular approaches are being developed. The cen-
trifugation and hltration system offers an immediate
improvement compared to the conventional blood
culture systems.

The drawbacks of this system are minor compared
to the advantages. Also, this system is in its infancy
and has not been refined. Currently, centrilugation
and fltration does not require lysing agents, multiple
filters, dilutions, sophisticated equipment, or exces-
sive centrifugation speeds. Most important, it offers
faster isolation of bacteremic agents, which translates
into better patient care.

IV. FUTURE DIRECTIONS

A. Refinement

The drawbacks mentioned earlier can be elimi-
nated by making the centrifugation and filtration
technique a closed system. This can be accomplished
by manufacturing a double-ended blood collection
tube that contains the Ficoll-Hypaque and an antico-
agulant such as SPS. Blood would be drawn through
one end of the tube. The other end of the tube would
have a small rubber cone protruding into the tube.
During centrifugation, the erythrocytes pellet around
the cone but leave the tip exposed. The cone would
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then be punctured from the bottom of the tube
during the hliration procedure. Ficoll-Hypaque
containing bacteria would be drawn directly onto
the filters. All this could be accomplished with-
out ever opening the tube. Using this approach;
loss of microorganisms should be minimal because
there are no pipetting steps as in the current pro-
cedure.

Should there be any back-flushing of Ficoll-
Hypaque into the vein during blood collection. this
should cause no alarm. Ficoll is a polymer of sucrose
and Hypaque is used commonly as a contrast medium
in procedures such as angiograms.

B. Clinical Trials

Comparing a new technique, such as centrifuga-
tion and filtration, against established blood cultur-
ing devices in a laboratory setting is valuable in de-
termining its usefulness. However, it needs to be
evaluated in a clinical setting to determine its ulti-
mate effectiveness.

See Also the Following Articles
DIAGNOSTIC MICROBIOLOGY *  [DENTIFICATION OF BACTERIA.
COMPUTERIZED
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GLOSSARY

chemotaxis Movement toward or away from a chemical.

hypha (pl. hyphae) A single filament of a mycelium.

mycelium A network of cellular (laments formed by
branching during the growth phase of fungi and actinomy-
cetes.

phosphorelay A signal transcluction pathway in which a
phosphate group is passed along a series of proteins.

regulon A group of genes controlled by the same regula-
tory molecule.

septum A partition that separates a cell into two compart-
ments.

sigma factor The subunit of the RNA polymerase holoen-
zyme that confers promoler specificity.

surfactant A substance that reduces the surface tension of
a liquid.

TCA cycle The cyclic pathway by which the two-carbon
acetyl groups of acetyl-CoA are oxidized to carbon dioxide
and water.

vegetative growth Exponential growth that usually oc-
curs by simple binary cell division and produces two identi-
cal progeny cells.

BACTERIAL DEVELOPMENT generates special-
ized cell types that enhance the ability of bacteria to
survive in their environment. In addition to changes in
gene expression, developmental processes in bacteria
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involve changes in morphology and changes in func-
tion that play an important role in the life cycle of the
organism. Eukaryotic organisms add sexual reproduc-
tion to the functions of development, but bacterial
developmental processes are asexual.

Bacteria use two basic strategies to respond to
changes in their environment. In the first and sim-
plest strategy, they induce the expression of genes
that enable them to deal with the environmental
change. For example, starvation for inorganic phos-
phate, the preflerred source of the essential element
phosphorus, induces the Phosphate (Pho) regulon.
The Pho regulon includes genes for the high-affinity
phosphate-transport proteins that increase the ability
of the bacterium to transport phosphate and genes
that allow the bacterium to metabolize organic forms
of phosphate. These responses are relatively simple
in that they usually involve a two-component regula-
tory system that activates the transcription of a set
of genes required for the response. At the other ex-
treme of complexity are bacteria that undergo com-
plex developmental transformations in response to
stress or as part of their normal life cycle. These
developmental responses involve not only changes
in gene expression, but also changes in cellular
morphology, metabolic chemistry, and association
with cells of other species.

I. FUNCTION OF DEVELOPMENT

Bacterial development produces cells that have
four basic types of functions. Representative exam-
ples of these functions are given in Table 1. The
most common product of bacterial development is

Copyright © 2000 by Academic Press.
All rights of reproduction in any form reserved.
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TABLE |
Examples of Prokaryatic Development:

Resting cells

Resting cell Representative gentes Growup

Endospore Bacillus

Gram positive
Metabacterium Coram positive

Thermodctinomyces Gram positive

Aerial spore Streptomyccs Citaim positive
Zoospore Dermatophilus Gt positive
Cyst Azotobacter Preceobactena
Methylomonas irotcobacieria
Bdellovibrio Proccchacteria
Myxospore Myxococcus 'roreoabacteria
Stigmatella Protechacteria
Exospore Methylosinus Proteobacteria
Small dense cell Coxiella Proteobacicria
Elementary body Chlamydia ¢ hlamydia
Akinete Anabaena Cyanobacteria
Complementary cell types
Representaiive
Cell Function . genus Crroup
Heterocyst  Nitrogen
fixation
Vegetative  Oxygenic Anabaena  vanohacieria
cell photo-
synthesis
Dispersal cells
Cell Representative genus Group
Baeocyte Pleurocapsa ( vanobacteria
Elementary body Chylamidia ¢ hlamydia
Gonidium Leucothrix Protecbacteria
Hormogonium Oscillatoria Cyanobacleria
Swarm cell Proteus Proteobacteria
Swarmer cell Caulobacter Proteobacteria
Zoospore Dermatophilus Gram positive
Symbiotic developmen:t
Representative
Cell interaction Function Group
Bacteroid Rhizobium-legume N, fixation  Proteabacteria

Frankia—alder N, fixatio  Gram positive

“ From Shimkets, L..and Y. V. Brun (1999
ment: strategies 1o enhance survival. In “Prok ar Development.!”
(Y. V. Brun and L. Shimkets. Eds.'. pp. 1-7 = mcican Saciety for
Microbiology. ASM Press.

harvoue develop-

a re-ting cell with relatively low metabolic activity
and a higher resistance to physical and chemical
stress than the vegetative cell; the best-studied exam-
ple is endospore formation in Bacillus subtilis. The
sccond type of function of differentiated cells is dis-
persal. Dispersal can be propelled by flagella or can
simply be aided by wind, water, or animals in the
case ol nonmotile cells; the dispersal swarmer cell
of Cuulobacter crescentus is the product of an asym-
metric division that also produces a sessile stalked
cell. The production of cells whose physiclogy is
complementary represents the third type of function
of bacterial development; this is best exemplified
by formation of heterocysts that are specialized for
nitrogen fixation in the Cyanobacterium Anabaena.
Finally, bacterial development can lead to the estab-
lishment of a symbiotic relationship, as in the case
ol nodulation of legume roots by Rhizobium. Exam-
ples of the various developmental functions are pre-
sented here. In order to give a flavor of the research
in this field, one example (Caulobacter) is described
in stightly more detail. - '

II. ENDOSPORE FORMATION IN
BACILLUS SUBTILIS

Endospore formation has been found exclusively
in gram-positive bacteria and is best understood in
Bacillus subtilis. The primary signal for the initiaton
of sporulation is nutrient starvation. Cell density is
also important for efficient sporulation, presumably
to ensure that cells are sufficiently abundant. Tt may
be that if starving cells are at a high density, it is
better to sporulate rather than compete for nutrients.
However, if cells are at a low density, the chances of
finding additional nutrients is higher and sporulation
less desirable. Before initiating sporulation, cells
monitor many intracellular factors, such as DNA rep-
licarion and the TCA cycle. The integration of the
extracellular and intracellular signals is regulated
through a multicomponent phosphorelay that con-
trols the prosphorylation of the transcriptional regu-
lator SpoOA. The initiation of sporulation by the
formation of a polar septum instead of the vegetative
midcell septum requires the accumulation of a suffi-
cierit concentration of SpoOA~P. The subsequent
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engulfment of the prespore by the mother cell com-
partmentalizes the prespore inside the mother cell
(Fig. 1). The genome of the mother cell provides the
components for constructing the spore exterior and
the genome of the forespore provides the compo-
nents for constructing the spore interior. The fore-
spore ultimately becomes a metabolically quiescent
and stress-resistant spore that can give rise to future
progeny by germination when conditions improve.
The mother cell is discarded by lysis after the comple-
tion of sporulation.

The regulation of events in the mother cell and
the [orespore is due to the presence of four different
sigma factors, two in each compartment, which as-
sures that each genome gives rise to a different set
of products (Fig. 2). Activation of ¢" in the forespore
depends on polar septation. ¢ is synthesized as an
inactive precursor whose activation by proteolitic
processing in the mother-cell compartment is depen-
dent on activation of o' in the [orespore. The tran-
scription of the o gene requires ¢ and thus only
occurs in the forespore. o“ activation depends on
proteins made in the mother cell under the control
of o* Finally, ¢* is only synthesized in the mother
cell under the control of o and is activated in a *-
dependent manner.

Vegetative
cycle Sporulation
@ \bl (© (d (@)
4 Prespore
§ Mature
‘ l spore
poOA <P
Lo 1
g ' '5’ Mother
S. i
[a e ) cel!
I, lysis

Mother cell

Fig. 1. Life cycle of Bacillus subtilis. (a) Vegetative growth
occurs by binary fission when nutrients are plentiful. (b)
and (c) When starved, the vegetative midcell division is
replaced by a highly asymmetric polar division that com-
partmentalizes the cell into a prespore and a mother-cell
compartment. (d) The prespore is engulfed by the mother
cell. (e) After formation of the spore cortex (thick circle),
the mother cell lyses and releases the mature spore. [From
J. Errington (1996). Determination of cell fate in bacitlus
subtilis, Trends in Genetics 12: 31-34, Copyright (1996),
with permission from Elsevier Science.]
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Fig. 2. Criss-cross regulation of cell type-specific sigma fac-
tors. [With permission, from P. Stragier and R. Losick (1996).
Molecular genetics of sporulation in bacillus subtilis, An-
nual Review of Genetics 30: 297-341, © 1996 by Annual
Reviews, www.annualreviews.org.]

lll. SPORULATION IN
STREPTOMYCES COELICOLOR

The aerial mycelium of Streptomyces coelicolor
forms by directed cell growth and differentiates into
a series of spores (Fig. 3). The vegetative mycelium
grows in the nutrient substratum by the linear growth
of cell wall close to the hyphal tip (Fig. 4). Branching
of the vegetative mycelium allows close-to-exponen-
tial increase of the mycelial mass. Septation is infre-
quent in the vegetative mycelium and the vegetative
septa do not allow cell separation. With time, the
vegetative mycelium becomes more dense, produc-
ing aerial hyphae that grow quickly. Rapid growth
occurs at the expense of nutrients derived from the
substrate mycelium and aerial hyphae emerge from
the surface of colonies. The formation of the aerial
hyphae requires aset of genes called bld genes because
mutants of these genes fail to develop a hairy surface
layer (bald). Most of these mutants fail to produce
a small extracellular surfactant protein SapB. SapB
coats the surface of the aerial hyphae with a hy-
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Fig. 3. Scanning electron micrographs of spore chain in the aerial myce-
lium of Streptomyces coelicolor. Bar, 1 um. {From K. Chater (1998).
Taking a genetic scalpel to the Streptomyces colony. Microbiology
144: 1465-1478.]

drophobic outer surface. This may permit growth
through the surface tension barrier at the air—colony
interface. Antibiotics are produced, presumably to
protect the nutrients released from lysing substraie
mycelium from other bacteria. All anuhiotic produc
tion. as well as aerial mycelium development. is pre-
vented in bldA mutants. The bldA gene encodes the
only tRNA that efficiently recognizes the rare leucine

codon UUA. Genes required for vegetative growth
do not contain TTA codons. TTA codons are found
in regulatory genes involved in antibiotic production.
Is 1t thought that an increased production of mature
bldA-encoded 1RNA during development allows the
efficient translation of UUA codons in regulators of
antibiotic production and in genes involved in devel-
opment whose identify is still unknown. Growth of
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Fig. 4. Life cycle of Streptomyces coelicolor. Genes important in the different
stages of the life cycle are shown. The phenotypes of various mutants are
shown by arrows diverging from the normal life cycle immediately before the
gene designation. [From K. Chater (1998). Taking a genetic scalpel to the
Streptomyces colony. Microbiology 144: 1465-1478.]

the aerial hyphae eventually stops and regularly
spaced sporulation septa are formed synchronously.
Thus, the cell separation required for dispersal oc-
curs by sporulation at the surface of colonies. Sporu-
lation requires whi genes, identified because muta-
tions in these genes prevent the formation of mature
grey spores and the aerial mycelium remains white.
Most of the early-acting whi genes appear to be regu-
latory. whiG encodes a sigma factor, while whil and
whiH encode transcriptional regulators.

IV. SWARMING BACTERIA

Swarming differentiation produces cells (swarm
cell) capable of a specialized form of translocation

on a surface and occurs in a variety of bacteria, both
gram-positive and gram-negative. These include Pro-
teus, Bacillus, Clostridium, and Vibrio species, Serratia
marcescens, Rhodospirillum centenum, E. coli, and S.
typhimurium. The swarm cell differentiation is trig-
gered by growth on an appropriate solid medium,
for example a petri plate. Initially, cells grow vegeta-
tively as short rods with a small number of flagella.
Differentiated swarm cells are long (20-80 pm),
multinucleate, non-dividing cells with up to 50-fold
more flagella per unit cell-surface area than vegeta-
tive cells. Swarm cells migrate rapidly across the plate
(Fig. 5). Swarming differentiation is not a starvation
response and is not an obligatory stage in the life
cycle of these bacteria. An important signal for swarm
cell differentiation is bacterial contact with a solid
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Fig. 5. Swarming in Proteus mirabilis. (A) Electron micrograph of a swarmer cell. (B)
Movement of a mass of cells at the swarming periphery. (C) Characteristic colony
morphology. The pattern is produced by alternating cycles of differentiation, move-
ment, and consolidation [From BACTERIA AS MULTICELLULAR ORGANISMS, edited
by James A. Shapiro and M. Dworkin. Copyright © 1997 by Oxford University Press,
Inc. Used by perm:ssion of Oxford University Press, Inc.]

surface. In P. mirabilis and V. paiahac ticus, sur- plate 1s covered. Swarming can have a function in
face-sensing is mediated by ¢ 1 °T 4 Cer host—pathogen interactions. For example. Proteus
tain period, the migration ¢ You! ws down mirahbilis mutants that are deficient in swarming are
and the swarm cells divide d revert unable to establish kidney infections.

to the vegetative-swimmer Vegeta- The {IhDC master regulatory operon is critical for
tive growth continues until 1 wse of swarm the control of swarming differentiation. Artificial ov-
cell differentiation is initiate E Liation- erexpression of FIhDC induces swarm cell differenti-

consolidation cycle continu wil tl of the ation without the need for contact with a solid sur-
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Fig. 6. The Proteus mirabilis swarm cell-differentiation cycle. [From BACTERIA

AS MULTICELLULAR ORGANISMS, edited by James A. Shapiro and M. Dworkin.
Copyright © 1997 by Oxford University Press, Inc. Used by permission of Oxford

University Press, Inc.]

face. FIhD and FIhC form a complex that activates
transcription of genes encoding flagellar export,
structural, and regulatory proteins. In addition,
FIhDC represses cell division.

V. DIMORPHIC LIFE CYCLE OF
CAULOBACTER CRESCENTUS

A distinguishing feature of the development of
stalked bacteria is that it is an integral part of the
growth of the cell and not an alternative to it, as
are the other bacterial developmental processes that
occur in response to stress. The molecular mecha-
nisms that control the developmental cycle of stalked
bacteria have been studied most extensively in
Caulobacter crescentus. Each division of Caulobacter
cells gives rise to a swarmer cell and a stalked cell
(Fig. 7). The swarmer cell is dedicated to dispersal
and the stalked cell is dedicated to growth and the
production of new swarmer cells. The obligatory time
spent as a chemotactic swarmer cell presumably en-
sures that progeny cells will colonize a new environ-
mental niche instead of competing with attached
stalked cells. The swarmer cell has a single polar

flagellum and is chemotactically competent. During
this dispersal stage of their life cycle, swarmer cells
do not replicate DNA and do not divide. Alter ap-
proximately one-third of the cell cycle, in response
to an unknown internal signal, the swarmer cell

| \,

L

Swarmer

*

Fig. 7. The Caulobacter crescentus cell cycle. [From cover
of Genes and Development, Vol. 12, No. 6. Kelly, A. J,, M.
Sackett, N. Din, E. Quardokus, and Y. V. Brun, Cell cycle
dependent transcriptional and proteolytic regulation of
FtsZ in Caulobacter. 1998. Genes and Development, 12:
880-893.]
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sheds its flagellum, initiates DNA replication, and
synthesizes a stalk at the pole that previously con-
tained the flagellum. Located at the tip of the stalk
is the holfast, the adhesion organelle that allows
Caulobacter to attach to surfaces. The holdfast ap-
pears at the tip of nascent stalks during swarmer to
stalked cell differentiation. Cell growth is accelerated
at the time of swarmer-to-stalked cell differentiation
and eventually leads to the formation of a predivi-
sional cell in which a flagellum is synthesized de novo
at the pole opposite the stalk. Unlike the swarmer
cell, the progeny stalked cell is capable of initiating
a new round of DNA replication immediately after
cell division.

A. Cell-Cycle Regulation
of Flagellum Synthesis

The best understood event in Caulobacter develop-
ment is the biosynthesis of the flagellum (Fig. 8). A
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new {lagellum is synthesized at every cell cycle and
is localized at the pole opposite the stalk. The tlagel-
lum is, for the most part, similar to that of E. coli
and its synthesis requires more than 50 genes. The
expression of these flagellar genes is temporally or-
dered during the progression through the cell cycle;
their order of transcription approximates the order
of assembly of their protein products in the flagellum.
Most {lagellar genes can be grouped into four classes,
forming a regulatory hierarchy that dictates their
order of expression. First to be transcribed, immedi-
ately after the differenriation of the swarmer cell into
a stalked cell, are the gene [or the MS ring that
anchors the flagellar basal body in the cytoplasmic
membrane, genes that encode the proteins of the
switch complex. and genes for the flagellar export
apparatus. In addition, Class I genes encode the
regulatory proteins FIbD and ¢ that are required
for the transcription of most Class Il and IV genes.
These early-expressed genes make up Class 11 in

Filament (Fiagellins)

L-ring (FigH)
T P<ring
Rod
’ ) E-ring
i e
%, FiG
FliM } C-ring

Fig. 8. Cell cycle-dependent expression of Caulobacter flagellar proteins. (A) The expression
of a representative protein from each class is shown. {B) Diagram of the Caulobacter flagelium.
[From U. Jenal and L. Shapiro (1996) Cell cycle-controlled proteolysis of a flagellar motor
protein that is asymmetrically distributed in the Caulobacter predivisional cell. The EMBO
Journal 15: 2393-2406, by permission of Oxford University Press.]
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the flagellar regulatory hierarchy. The expression of
Class 11 genes is required for the transcription of the
next set of flagellar genes, the Class III genes. Class
[T genes encode proteins that make up the rest of
the basal body (the rings anchored in the peptidogly-
can cell wall and in the outer membrane and the
rod that traverses the rings) and the proteins that
compose the hook structure. The expression of Class
I1I genes is required for the transcription of the last
flagellar genes to be expressed during the cell cycle,
the Class IV genes that encode the flagellins that
make up the helical filament. The flagellar regulatory
cascade is triggered by the response regulator CirA,
which by definition occupies Class I of the regulatory
hierarchy. CtrA activates the transcription of Class
I1 genes by binding to a conserved sequence in their
promoter region. In vitro experiments indicate that
phosphorylated CtrA (CtrA~P) is required for the
transcriptional activation of these genes. The flbD
gene is the last gene of the Class 11 fiF operon whose

transcription depends on CtrA~P. The promoter of
the rpoN gene contains a putative CtrA binding site.
Consequently, the initiation of the transcription of
Class 11 genes of the flagellar regulatory cascade by
CirA~P results in the synthesis of the regulatory
proteins FIbD and ¢, which are required for the
transcription of Class III and IV genes. CtrA also
regulates DNA replication and cell division, provid-
ing a mechanism to coordinate the expression of
flagellar genes with those events (see next sec-
tion).

B. Regulation of Cell Division
and DNA Replication

In Caulobacter, different stages of development re-
quire the completion of specific stages of the replica-
tion and division cycles. The inhibition of DNA repli-
cation blocks (lagellum synthesis by preventing the
transcription of early flagellar genes that are at the
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ftsZ transcription
| :
ftsZ and replication ftsZ
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Fig. 9. Model of FtsZ regulation in Caulobacter. CtrA (gray shading inside cells) represses
ftsZ transcription in swarmer cells. During swarm cell differentiation, CtrA is degraded
and allows ftsZ transcription to be turned on. FtsZ concentration increases and FtsZ
polymerizes and forms a ring at the site of cell division. During this time FtsZ is stable.
The reappearance of CtrA inhibits ftsZ transcription. FtsZ depolymerizes as the cell and
the FtsZ ring constrict. FtsZ is rapidly degraded, especially in the swarmer pole. [From
Kelly, A. J., M. Sackett, N. Din, E. Quardokus, and Y.V. Brun. (1998). Cell cycle dependent
transcriptional and proteolytic regulation of FtsZ in Caulobacter. Genes and Develop-

ment 12: 880-893.]
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10um
Fig. 16. Scanning electron micrographs showing different stages of fruiting-body development in Myxococcus
xanthus. The lower right panel shows spores from an open fruiting body. [From Kaiser, D., L. Kroos, and
A. Kuspa (1985). Cell interactions govern the temporal pattern of Myxococcus development. Cold Spring
Harbor Symposia on Quantitative Biology 50: 823-830.]
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top of the flagellar regulatory hierarchy. Cells inhib-
ited for DNA replication are also blocked for cell
division and form long smooth filamentous cells with
a stalk at one pole and flagella at the opposite pole.
Cells that can replicate DNA, but that are blocked
in cell division, are also affected in their progression
through development. The initiation of cell division
plays an essential role in the establishment of differ-
ential programs of gene expression that set up the
fates of the progeny cells.

In all bacteria examined, the abundance and sub-
cellular location of the tubulin-like GTPase, FisZ,
are critical factors in the initiation of cell division.
FtsZ is a highly conserved protein that polymerizes
into a ring structure associated with the cytoplasmic
membrane at the site of cell division. FtsZ recruits
other cell-division proteins to the site of cell division
and may constrict, providing mechanical force for
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division. In Caulobacter, FtsZ is subject 10 a tight
developmental control. After cell division, only the
stalked cell contains FtsZ. Transcriptional and pro-
teolytic controls contribute 1o the cell cycle and de-
velopmental regulation of FisZ (see Fig. 9).

The initiation of DNA replication and ftsZ tran-
scription are controlled by the cell-cycle-response
regulator CtrA. CurA directly binds to five sites in
the origin of replication and prevents the initiation
of DNA replication. CtrA is present in swarmer
cells, where it blocks DNA replication and represses
ftsZ transcription. CtrA is degraded during swarmer
cell differentiation, thus coordinating the onset of
the replication and division cycles. The degradation
of CtrA depends on the ClpXP protease. Late in the
cell cycle, when DNA replication is complete and
cell division has been initiated, CtrA is synthesized
and represses ftsZ transcription and initiation of DNA

My xospors
/G

4]
)
=
] 4 EY
)
%
[=]
2

W CYCLE @
i

\
S

Fig. 11. Life cycle of Myxococcus xanthus. [From Dworkin, M. (1985). Developmental Biol-
ogy of the Bacteria. Benjamin/Cummings, Menlo Park, CA.]
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replication. Just before cell separation. Ctra is de-
graded in the stalked compartment. The absence of
CtrA from stalked cells after cell division allows ftsZ
transcription to resume and DNA replication to be in-
inated.

Proteolytic control of FtsZ is superimposed on the
transcriptional control. FisZ molecules are siable as
they assemble into the FtsZ ring and are degraded
rapidly once cells have begun to consirict. FisZ is
particularly unstable in the swarmer compartment
of the predivisional cell, leading to its disappearance
from swarmer cells after cell division. This two-
tiered level of regulation ensures that FisZ is only
present in the cell that will initiate a new cell cycle
immediately after cell division.

VI. FRUITING-BODY FORMATION
IN MYXOBACTERIA

Fruiting-body formation in myxobacteria is only
one example of bacterial social behavior. The entire
tife cycle of myxobacteria is pervaded by social be-
havior. Myxobacterial cells move together and feed
cooperatively to maximize the efficiency of exiracel-
tular degradation. The enclosure of myxospores in
the fruiting body allows then to be dispersed together
and ensures that a sufficiently large population of
cells will be present after germination to facilitate
social interactions. The best-studied example of fruit-
ing-body formation in myxobacteria is in Myxococcus
xanthus (Fig. 10). When cells perceive a nutritional
down shiflt, they enter the developmental pathway
that leads to fruiting-body formation (Fig. 11). Fruit-
ing-body formation can only occur if cells are on a
solid surface, to allow gliding motility and if the cell
density is high. When these three conditions are met.
cells move into aggregation centers and eventually
form mounds containing approximately 10.000 cells.
As many as 90% of cells lyse during aggregation.
The surviving cells differentiate into resistant and
metabolically quiescent myxospores during the last
stages of fruiting-body formation. t ruiting-bodyv de-
velopment is regulated by a series ol intercellular
signals. Five categories of signals are mvolved:
(1) the A signal is a mixture of amino acids and
peptides that serves to monitor cell densitv: (2) the

Processes in Bacteria

Fig. 12. Anabaena sp. strain PCC-7120 filaments grown in
nitrate medium (A) Filaments were subjected to nitrogen
step-down for 18 hr (B), and 24 hr (C) to induce heterocysts.
Developing proheterocysts are indicated on one filament
with arrowheads in (B), and mature heterocysts are indi-
cated with triangles in (C). The strain used in these figures
contains a reporter plasmid that does not affect wild-type
development of heterocysts. Scale bar, 10 um. Photo by
Ho-Sung Yoon.

B signal acts early in development and its production
depends on the Lon protease, but the nature of the
signal has not been identified; (3) the C signal is
associated with the cell surface and is the last of the
five signals to act, controlling both aggregation and
sporulation (the chemical nature of C signal is not
known; all mutations that prevent C-signal formation
map to the c¢sgA gene and the CsgA protein itself
could be the signal or it could produce the signal
through an enzymatic activity); (4) the D signal re-
quires the normal function of the dsgA gene that
encodes the translation initiation {actor 3 (IF3) but
neither the manner by which dsgA functions in the
production of the signal nor the identity of the signal
are known: and (5) the E signal is thought to consist
of branched-chatin fatty acids liberated by a phospho-
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lipasc and passed between cells to function as short-
range signals.

VIl. HETEROCYST DIFFERENTIATION
IN CYANOBACTERIA

The purpose of heterocyst formation in cyanobac-
teria such as Anabaena is the production of a cell
specialized for nitrogen fixation in order to separate
two incompatible processes. The oxygen generated
by the photosynthetic activity of vegetative cells is
sufficient 1o inactivate the nitrogenase that is re-
quired to convert atmospheric N, to ammonium.
When nitrogen fixation is required, the detrimental
effect of oxygen is circumvented by sequestering ni-
trogenase in the anaerobic environment of the heter-
ocyst, in an otherwise aerobic filament of vegetative
cells. In the presence of ammonium or nitrate, cyano-
bacteria grow as undifferentiated vegetative fila-
ments. When these cells are starved for nitrogen,
heterocyst formation is induced (Fig. 12). The heter-
ocyst is a terminally differentiated cell, but the differ-
entiating cell passes through a proheterocyst stage
that can go back to vegetative growth under appro-
priate conditions. Single heterocysts form at approxi-
mately every 10 cells in a filament. Heterocyst-
pattern formation is controlled in part by a diffusable
signal encoded by the PatS gene. The PatS peptide

is produced by proheterocysts and inhibits develop-
ment of neighboring cells by creating a gradient of
inhibitory signal.

VIIl. THE PREDATORY LIFESTYLE
OF BDELLOVIBRIO

The predation of gram-negative bacteria by Bdel-
lovibrio includes a dimorphic life cycle (Fig. 13).
During the obligatory intraperiplasmic growth phase,
Bdellovibrio use their prey’s cytoplasmic contents as
their growth substrate. During the attack phase, they
search for a new prey but do not grow. No DNA
replication occurs during the attack phase; however,
RNA and protein are synthesized. Thus, in addition
to their dispersal function, the attack cells have the
ability to attach to and enter bacterial prey. The
function of the intraperiplasmic cells is to grow and
to produce more attack phase cells. Attack cells are
highly motile (100 wm/s) by virtue of a single polar
flagellum. The attack phase continues until a suitable
prey is encountered or until energy is exhausted.
The attack phase has been described as a “race against
starvation to find a susceptible prey” (Diedrich,
1988). Bdellovibrio attack cells attach to prey cells
and enter the prey 5-10 min after attachment. The
flagellum is shed during the entry process. The prey
cell is transformed into a bdelloplast by the action of

Fig. 13. Life cycle of Bdellovibrio. [From Thomashow, M. F. and
T. W. Cotter. (1992). Bdellovibrio host dependence: the search
for signal molecules and genes that regulate the intraperiplas-
mic growth cycle. J. Bacteriol. 174: 5767-5771]; originally from
Thomashow and Rittenberg (1979). In Developmental Biology
of Prokaryotes, Blackwell Science Ltd.



28 Developmental Processes in Bacteria

a glycanase that solubilizes part of the peptidoglycan.
The biochemical modification of the prey’s peptidog-
lycan and lipopolysaccharide make the prey inacces-
sible to other Bdellovibrio cells. The Bdellovibrio cell
then begins the systematic degradation of host mac-
romolecules, which is complete in about 60 min.
DNA replication begins during the intraperiplasmic
growth phase and occurs without cell division to
produce a multinucleate filament whose size is deter-
mined by the size of the prey, ranging from 4 to
100 times the length of an attack-phase cell. The
inhibition of cell division during intraperiplasmic
growth while DNA replication is occurring presents
an interesting contrast to the usual coupling of repli-
cation and division in many bacteria. Swarming bac-
teria like Proteus vulgaris also inhibit cell division
during growth as part of swarm cell differentiation.
As part of the growth phase, Bdellovibrio incorporates
some of the outer-mbrane proteins of the prey di-
rectly into its own membrane. Once growth becomes
limited by the depletion of nutrients, elongation

ceases and cell division is initiated simultaneously

between the nucleoids. Flagella are synthesized de
novo and the bdelloplast is lysed, releasing the attack-
phase cells.

IX. CONCLUSION

The study of bacterial development has had a ma-
jor impact on our understanding of the bacterial cell.
In particular, it is now clear that bacterial cells, even
those that do not differentiate, are not simply bags
of enzymes. Bacterial cells are highly organized at the
level of protein localization. The spatial constraints
of differentiating cells are combined with temporal

constraints that control the ordered progression
through the developmental program. A major chal-
lenge will be to determine how temporal and spatial
control are integrated during bacterial development.
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. Development of Diagnostic Microbiology
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Assessing the Performance of Diagnostic Tests
Concluding Remarks

GLOSSARY

colony-forming unit Visible units counted in an agar plate
which may be formed {rom a group of microorganisms
rather than from one.

cytopathic effects (CPE) Tissue delerioration caused by
viruses. CPE is widely used for the identification of virus
isolates in the diagnostic virology laboratory.

dark-field microscope A microscope that has a device to
scatter light from the illuminator so that the specimen
appears white against a black background. [t is widely used
for direct examination of spirochete microorganisms.

fluorescent microscope A microscope that uses an ultra-
violet light source to illuminate specimens that will fluo-
resce.

gold standard The best available approximation of the
truth. It is a commonly used term, generally indicating
a test method currently accepted as reasonably, but not
necessarily 100%, accurate.

indigenous flora Microorganisms that colonize animals,
humans, or plants without causing known disease.

nucleic acid probe
cleotide used to detect complementary DNA in clinical

A piece of labeled single-stranded nu-

specimens or a culture and thus to specifically identify the
presence of an organism identical to that used to make
the probe.

probe amplification A nucleic acid amplification proce-
dure in which many copies of the probe that hybridizes
the target nucleic acid are made.
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rapid plasma reagin (RPR) test Reagin is a substance
made in response to a treponemal infection characterized
by its ability o combine with lipids. The RPR test is a
simple, rapid, non-treponemal card test for the diagnosis
of syphilis.

serodiagnosis A high or rising titer of organism-specific
1gG antibodies or the presence of organism-specific 1gM
antibodies may suggest or confirm a diagnosis.

shell vial culture A technique that combines cell culture
and immunofluorescence assay for rapid detection of vi-
rus organisms.

signal amplification A nucleic acid amplification proce-
dure in which a signal or reporter molecule attached to the
probe is detected, and the signal is amplified enormously.

solid phase immunoassay Animmunoassay in which the
caplure antigen or antibody is attached to the inside of a
plastic tube, microwell, or the oulside ol a plastic bead, in
a filter matrix, or some other solid support.

target amplification A nucleic acid amplification proce-
dure in which many copies of the nucleic acid target are
made.

Western blotting An immunologic technique for identifi-
cation and characterization of protein antigen or antibody.

MICROBIOLOGISTS IN THE FIELD OF DIAGNOS-
TIC MICROBIOLOGY determine whether suspected
pathogenic microorganisms are present in test speci-
mens collected from human beings, animals, and the
environment and, if they are present, identify them. In
medical practice, a fundamental principle of diagnostic
microbiology is to define infectious processes and elu-
cidate treatment options through rapid detection and
characterization of specific pathogens. Thus, beyond
detection and identification of microorganisms in clini-
cal specimens, diagnostic microbiology also provides
physicians with antimicrobial susceptibility profiles of

Copyright : 2000 by Academic Press.
All rights of reproduction in any form reserved.
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the identified microorganism. This article will provide
a brief review of the fundamental principles of diag-
nostic microbiology. For greater detail, the reader is
referred to several excellent textbooks listed in the bib-
liography.

|. DEVELOPMENT OF
DIAGNOSTIC MICROBIOLOGY

The roots of diagnostic microbiology trace back
more than three centuries when van Leeuwenhoek
first observed bacteria and protozoa with his primi-
tive microscope. However, it was not until the late
1800s that the work of Pasteur, Koch, and others
ushered in the modern era of germ theory, as well
as the use of isolation techniques. Since then, the
capabilities of modern diagnostic microbiology have
expanded and improved rapidly as a result of techno-
logical revolutions in microbiology, immunology,
and molecular biology. A microorganism from a test
sample can be detected and identified in any of four
possible ways: (i) cultivation of microorganisms us-

ing artificial media or living hosts, (ii) direct micro-
scopic examination, (ili) measurement of a micro-
organism-specific immune responses, and (iv)
detection of microorganism-specific macromole-
cules, especially nucleic acids. These techniques are
summarized in Table I. and the following scctions
will discuss them separately.

Significant changes have occurred in the field of
diagnostic microbiology during the past 20 years.
Until the early 1970s, definitive laboratory diagnoses
of inlectious diseases had been largely accomplished
through the use of cumbersome, costly, time-con-
suming, and often subjective techniques. However,
in the 1980s and 1990s, diagnostic technology
evolved rapidly. For example, immunoassays came
into wider usage with the development of radioim-
munoassay and immunofluorescence and then en-
zyme immunoassay (EIA) and immunoblotting for
routine diagnostic microbiology applications. These
techniques, especially EIA, in many cases have sup-
planted labor-intensive and relatively insensitive and
nonspecific procedures such as complement fixation
and hemagglutination inhibition assays for viral se-

TABLE |
Methods Used for Microorganism Diagnosis

Turnaround Result
Test Ease of performance time interpretation Advantages Disadvantages
Direct examination  Could be performed 1-3 hr Direct if correlated  Rapid Poor sensitivity and
in routine clinical with symptoms specificity; special
lab and in nurse skills are needed for
station interpretation
Culture Could be performed 2-14 days Definite For phenotypic Time-consuming; poor
in sophisticated drug susceptibil- sensitivity; limited
clinical lab and in ity testing microorganisms are
research lab culturable
Serology Could be performed 4-6 hr Indirect Automation Results are generally
in larger and so- retrospective: immu-
phisticated clinical nosuppressed host
lab may be unable to
mount a response
Molecular diag- Could be performed  1--2 days Direct without High sensitivity Facility requirement;

nostics in only a few very
sophisticated
research and clini-

cal labs

knowing micro-
bial viability

and specihcity false positive due to
carryover conlami-
nation and false nega-
tive due to inhibitors

in specimen
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rology. Dependable commercially available direct im-
munoassay kits make dctection of certain important
groups of viruses economical, such as respiratory
syncytial virus and rotavirus. Direct microorganism
identification based on antigen or nucleic acid detec-
tion through immunologic and molecular techniques
has significantly shortened the test turnaround time.
Oligonucleotide probes have played a significant role
in culture confirmation and differentiation of slowly
growing microorganisms such as mycobacteria. At
the same lime, improvements in conventional
methods have also kept pace, automated or semi-
automated computerized commercial systems are
available for microorganism identification and anti-
microbial susceptibility determination. Bacteremia
and fungemia are often detected by an automated
instrument-assisted blood culture system, which has
significantly improved the sensitivity and specificity
for detecting all pathogens and, by virtue of automa-

tion, eliminated the hands-on time for detection of

positive cuitures.

Probably the greatest advance in the field of diag-
nostic microbiology has been in the area of nucleic
acid probe detection. The polymerase chain reaction
(PCR) and other recently developed amplification
techniques have simplified and accelerated the in
vitro process of nucleic acid amplification. Rapid
techniques of nucleic acid amplification and charac-
terization, along with the increased use of automa-
tion and user-friendly software, have significantly
broadened microbiologists’ diagnostic arsenal. The
old diagnostic microbiology model, which was either
labor-intensive or required days to months before
test results became available, serviced largely only a
hospitalized patient population. The modern diag-
nostic microbiology has gradually begun servicing
an increasing number of outpatient populations, pro-
viding much more rapid results.

Il. DIRECT IDENTIFICATICN
OF MICROORGANISMS

A. Microscopic Examination

Many test specimens may be examined in their
native state under a microscope. A wet mount can
be prepared by applying specimens directly onto the

surface of a slide, which is often used to detect motile
trophozoites of parasites such as Giardia lamblia in
stools and Trichomonas vaginalis in vaginal dis-
charges. Certain bacteria are so thin that they cannot
be resolved in direct preparations. Their characteris-
tic motility, however, is an important feature of pre-
sumptive identification. Dark-held examination, a
method that allows light to be reflected or refracted
off the surface of the object, is used to identify these
bacteria, primarily spirochetes such as Borrelia burg-
dorferi, the microorganism causing Lyme disease.
This method is also used for the demonstration of
motile treponemes in exudates collected from a pri-
mary chancre of syphilis. Detection of viral inclu-
sions in smears or tissues has been the traditional
means of directly demonstrating virus infections.
Electron microscopy has been used directly on stool
specimens for detection of the viral causes of gastro-
enteritis such as rotaviruses.

Examination of stained material, either direct test
specimens or samples of growth from cultures, is the
most useful method for presumptive identification
of several microorganisms. Microorganisms may be
visualized and assigned to morphologic and func-
tional groups using special stains. There are several
staining methods that have been used in diagnostic
microbiology (Table 11). The most popular is the
Gram stain, which is used to classity bacteria on the
basis of their forms, sizes, cellular morphologies,
and color reactions. Other commonly used staining
methods include the acid-fast stain for mycobacteria,
the acridine orange stain for cell wall-deficient bacte-
ria (e.g., mycoplasma), the Giemsa stain for systemic
protozoa (e.g., malaria), and iodine stains for intesti-
nal helminthes. Calcofluor white, in place of 10%
potassium hydroxide, binds to the cell walls of [ungi,
therefore, it is used for direct fungus detection, in-
cluding detection of Pneumocystis carinii, a common
opportunistic infection in AIDS and other immuno-
compromised hosts.

B. Microbial Antigen Testing

The method of using a specific antibody to detect
microbial antigens is widely used in diagnostic mi-
crobiology. For immunologic detection of microbial
antigens, latex particle agglutination, immunofluo-
rescence assay, and EIA are the techniques most fre-
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TABLE 11

Stains Commonly Used for Detection of Microorganisms

Stain method Organisms detected

Advantages

Disadvantages

Gram stain Bacteria. veasl

Acridine orange Bacteria, mycoplasma

Acid fast (Kinyoun or Ziehl-  Mycohacteria

Neelsen) stain

Auramine-rhodamine Mycehacteria

Modified acid fast stain Nocardia, cryplosporidia,

isospara, cydospora
Calcofluor white with potas-  Prneumocysus, fungi

sium hydroxide

India ink Cryprocacin neoformns

Giemsa Plasmodia. trypanosomes,
leishiania. mxop]asma,

histoplasmia. pneumocystis

Rapid: direct differentiation;
assess specimen for

culture

Good for organisms with
damaged cell walls: back-
ground stain is relatively
weak

Direct diagnosis of infection

i untreated host

Lower power can be used

for examining the slide

Rapid and specific diagnosis

Rapid stain for fungi de-

Lection

Diagnosis of meningitis
when positive in spinal
fuid

Detection of multiple organ-

isms. shows the relation-
ship between organisms

and host cells

Cell wall-deficient bacteria
stain unpredictably; pink
background often masks
gram-negative organisms

Specific light source is
needed; cannot differenti-
ate bacterial gram reaction

Cannot speciate mycobac-
teria; high background in
tissue slide

Fluorescence microscope is
needed; artifact staining in
tissue slide

Tissue homogenates often
mask the presence of the
organism

Fluorescence microscope
with specific Qlter is
neede.d;.sp.ecvievs differentia-
tion requires skills

Low sensitivity; a messy tech-
nique

Not specific for viral inclu-
sions. Cannot determine
bacterial gram reaction

quently used. Antibody to a specific antigen is bound
to latex particles to produce agglutination. This tech-
nique has been extremely useful in the detection of
Cryptococcus neoformans in bodily fluid specimens,
such as plasma and cerebrospinal fluid. Directimmu-
nofluorescence assay has been included in the shell
vial technique for rapid virus culture detection.
There are several approaches (o enzvine antigen
assays; the one most frequently designcd {or the de-
tection of microbial antigens uses an antigen-specific
antibody that is fixed ro a solid phase \ il ina plastic
tray. Antigen present in the specitien hinds to the
antibody. The test is then completed v adding a
second antigen-specific antibodv bouad 10 an en-
zyme that can react with a substrate 10 produce a

colored product. The use of microorganism-specific
monoclonal antibodies has improved the reagent
availability and reproducibility and enhanced test
specificity. Examples include antigen detection Kkits
developed by Abbott Diagnostics which have been
used widely in the clinical virology laboratory for
the rapid detection of respiratory syncytial virus and
rotavirus in clinical specimens.

C. Genetic Probe Hybridization

Nucleic acid probes are based on the detection of
unique nucleotide sequences within the DNA or RNA
of a microorganism; these unique nucleotide “signa-
tures”are surrogates for the presence of the organism.
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This approach is used in diagnostic microbiology
primarily for culture confirmation of organisms after
a brief period of in vitro cultivation. Gen-Probe. Inc.
has several culiure identification nucleic acid probes
available which have been approved by the U.S. Food
and Drug Administration (FDA). Although these
commercial products are more expensive than con-
ventional approaches, the decrease in turnaround
time has the potential to improve patient outcome
and reduce overall health care costs. For example,
thesc probes can be used for mycobacterial culture
differentiation, in which different species are associ-
ated with different outcomes and required different
treatment approaches.

lll. MICROORGANISM CULTURE
AND IDENTIFICATION

Isolation and cultivation of a microorganisim, ei-
ther in an artificial medium or in a living host, is
definitive evidence for the presence of a microbe.
In many cases, culture techniques remain the “gold
standards™ for diagnostic microbiology, even though
lengthy incubation periods preclude the use of the
test results as useful diagnostic procedures. Culture
is usually the most specific method for establishing
the presence of a particular pathogen in a suspected
specimen. In addition. a pure isolation, either a virus
or a bacterium, is essential for performing in vitro
phenotypic antimicrobial susceptibility tests.

A. Culture Using Artificial Media

Bacteria, mycobacteria, mycoplasma, and fungi are
cultured in ¢ither liquid or on a solid artificial media.
Liquid media provide greater sensitivity for the isola-
tion of small numbers of microorganisms; however,
liquid media cannot be used for diagnosis of mixed
infections and they preclude even the most rudimen-
tary attempts at microorganism quantitation. Solid
agar media, on the other hand, although less sensitive
than liquid media, provide isolated colonies that can
sometimes be identified based on their colony mor-
phologies. Bacteria present in specimens can also be
quantified by calculating the colony-forming units
on an agar plate.

Culture media can be made selective by incorpo-
rating compounds such as antimicrobial agents that
inhibit indigenous flora while permitting the growth
of specific microorganisms resistant to these inhibi-
tors. This is extremely important in the isolation
and identification of diarrheaogenic pathogenic mi-
croorganisms in stool specimens. Sometimes, a
growth indicator medium can be developed by
incorporating one or more carbohydrates in the
medium along with a suitable pH indicator. These
differential media can be used to isolate and screen
certain microorganisms.

B. Culture Using Living Cells

Chlamydiae and many viruses can be recovered
and identified in a eukaryotic cell culture system.
The virologic component of diagnostic microbiology
has become increasingly more common with the ad-
vent of effective antiviral approaches as well as the
need to identify and treat viral infections in the hu-
man immunodefliciency virus (HIV)-infected and
other immunocompromised hosts. Isolation is a very
sensitive method because, theoretically, a positive
result can be obtained with a single infectious virion.
However, not all viruses can be recovered in vitro.
Several culture systems have been used for virus
isolation, and their characteristics are listed in 1able
111. After inoculation, a virus can initially be identi-
fied and differentiated by (i) the pauern ol the cyto-
pathic effect (CPE), (ii) the specific cells in which
CPE is induced, and (iii) the rapidity of the appear-
ance of CPE. For example, the majority of enterovi-
ruses cause CPE in rhesus monkey kidney cells. How-
ever, poliovirus-induced CPE appears within 1 day
after inoculation, whereas it takes 4 days for echovi-
rus to induce the same amount of cellular destruc-
tion. Typically, specimens are inoculated into as
many different cell cultures as is reasonable to pro-
vide a susceptible host for each virus that may be
present.

Shell vial isolation. which combines cell culture
and antigen detection, has been adapted for the de-
tection of several viruses as well as chlamydia. This
method represents a relatively rapid means of identi-
fying agents whose identification may ordinarily take
as long as 3 weeks in a traditional tube culture. Vials
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TABLE Il
Cell Cultures Used in Diagnostic Microbiology

Primary usc Remarks

Culture type Characteristic Examples
Primary Diploid Primary monkey kidney
Diploid cell lines Diploid Human diploid fibroblast

MRC-5
Established cell lines  Heteroploid HEp-2. Hela

Influenza, parainfluenza,  Indigenous virus infection.

cnleroviruses €.g.. SV-40; 1 or 2 pas-

sages only

Herpes simplex virus, cy-  Limited passage (50-70)
tomegalovirus, rhino-
virus

Respiratory syncytial vi- Continuous passage; myco-

rus, adenovirus plasma contamination

with coverslips are typically seeded with monolayer
cells in growth medium. When the cells are nearly
confluent, the growth medium is aspirated, and then
a certain amount of specimen is added. The vials are
centrifuged, after which growth medium is added.
The vials are incubated for agent-specific times and
temperatures, and the cells that have been grown
“on a coverslip are then incubated with fluorescein-
conjugated virus-specific antibody directly in the
shell vial. The stained coverslip is removed and
placed on a slide for examination under the fluores-
cence microscope. This technique is used especially
for the detection of cytomegalovirus (CMV) infec-
tions since the appearance of CMV-induced CPE oc-
curs relatively late.

C. Culture Using Other Living Hosts

Microorganism isolation, especially for some vi-
ruses, occasionally requires the inoculation of test
specimens into animals and embryonated eggs. Sev-
eral arboviruses causing encephalitis can be isolated
by inoculating the implicated specimen into suckling
mice. Embryonated eggs are the best culture media
for influenza virus proliferation. Susceptible animal
inoculation, recently into SCID (severe combined
immunodeficiency) mice and other rodents, has been
a powerful tool to hunt for a variety of unknown
pathogens. Legionella pneumophila, the bacterial or-
ganism causing Legionella disease, was first identi-
fied by inoculating the clinical materials into suscep-
tible guinea pigs.

D. Phenotypic Identification
of Microorganisms

After a bacterium or virus is isolated in a culture
medium or a cell culture system, further identifica-
tion of the microorganism is usually needed for clini-
cal intervention and epidemiological investigation.
Currently, identification of a bacterial microorgan-
ism in a clinical microbiology laboratory is mainly
dependent on phenotypic characteristics, such as
growth features, colony and microscopic morphol-
ogy, physiologic composition, biochemical reactions,
and antigenic characteristics. For example, determi-
nation ol cellular fatty acid proliles is very useful
for the identification of mycobacterial isolates. The
identification of gram-negative bacilli is far more
complex and often requires panels of tests for de-
termining the biochemical and physiologic charac-
teristics. Available commercial computer-assistant
systems are very useful in the identification of such
microorganisms. ldentification of viruses, on the
other hand, is usually based on the characteristic
CPE in different cell cultures or on the detection of
virus- or species-specific antigens.

IV. MEASUREMENT OF ANTIBODY
RESPONSES TO INFECTION

Instead of detecting the presence of the microor-
ganism, serologic tests measure the host's humoral
immune response to a microorganism infection. Se-
rologic tests are, in certain circumstances, the main-
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stay for the diagnosis of certain microorganism infec-
tions whenever recovery of those organisms in
culture is difficult or impossible. However, there is
usually a lag between the onset of microorganism
infection and the development of antibody to the
organism. Although 1gM antibody appears relatively
rapidly, IgM testing may be subject to interference
by rheumatoid factors. For IgG testing, it is often
necessary to obtain paired serum specimens, one
taken during the acute phase of the disease and one
taken during convalescence, to search for a rising
titer of IgG antibody. Another limitation on the use
of scrology as a diagnostic tool is that immunosup-
pressed hosts may be unable to mount an antibody re-
sponse.

A. Immunofluorescence Methods

Immunofluorescence techniques have been widely
used in the past for detection of microorganism-
specific antibodies and still have many applications.
The common procedure used in a clinical serology
laboratory is an indirect one. If present, the antibody
in the serum specimen reacts with the microorgan-
ism-specific antigen which was prefixed on a glass
slide. After a wash step, fluorescein-conjugated im-
munoglobulin directed against the test serum species
15 overlaid on the slide. Aflter washing, the slide 1s
examined for specific fluorescence under a fluores-
cence microscope. This technique is still the primary
choice for diagnosis of several virus infections, in-
cluding Epstein—Barr virus and measles virus, in the
majority of clinical virology or serology laboratories.
However, fluorescence techniques are quite labor-
intensive and interpretation of the results is subjec-
tive; these techniques have therefore been gradually
replaced by automatable and more objective sero-
logic techniques such as enzyme immunoassays.

B. Enzyme Immunoassays

Enzyme immunoassays have replaced radioimmu-
noassays in most diagnostic applications and have
become one of the most widely used diagnostic meth-
ods in the clinical serology laboratory. In its most
used format, the solid phase EIA technique uses plas-
tic microtiter plates or beads to which antigens are

passively adsorbed. In a noncompetitive procedure,
a test serum specimen is added. If present, the micro-
organism-specific antibody binds to the antigen.
After washing, an enzyme-labeled immunoglobulin
specific for the test serum species is added. After
another wash step, chromogenic enzyme substrate
is added, and the color that develops is proportional
to the amount of specific antibody present. The appli-
cation of EIA serologic techniques for diagnosis of
viral and ricketsial infections has expanded signifi-
cantly. This assay is most frequently used in screen-
ing for immune status, such as in rubella testing, but
it is also used as a primary screening test for infec-
tions due to HIV, hepatitis C virus (HCV), hepatitis
B virus, and human T cell lymphotrophic virus.

C. Immunoblotting

The specificity of a serologic test is determined
largely by the antigen used to capture the antibody in
the direct test formats. An immunoblot (or Western
blot) is one of the most specific serologic methods
available. The general components of immunoblot-
ting as used for immunodiagnosis with human sera
include (i) electrophoretic separation of protein anti-
gen on sodium dodecyl sulfate polyacrylamide gels,
(i) electrophoretic transfer of the protein bands to
a nitrocellulose or other support membrane, (iii)
blocking of free-protein binding sites on the mem-
brane, (iv) addition of the test serum, and (v) detec-
tion of the specifically bound serum antibodies. It
is then possible to determine whether the patient's
antibodies are directed against pathogen-specific or
cross-reactive antigens. This additional level of analy-
sis allows the discrimination of specific and nonspe-
cific reactions. Immunoblotting has become a main-
stay for confirming infection with HIV, HCV, and B.
burgdorferi after initial positive EIA results.

D. Other Serologic Techniques

Other methods to detect immune humoral re-
sponse to microorganism infections include aggluti-
nation and complement fixation assays. Agglutina-
tion reactions can be defined as the specific
immunochemical aggregation of polystyrene (latex)
particles coated with microorganism antigens that
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can be used 10 detect antigen-specific antibodies.
Agglutination assays are simple to perform and re-
quire only 15-30 min for completion; thus, they are
a useful alternative to EIA. This test has been used
in the clinical serology laboratory for detection of
rubella virus antibodies and quantitation of rapid
plasma reagin, which can be used as an indication
of the therapeutic efficacy of syphilis treatment. In
a complement fixation test, an index system contains
sheep erythrocytes, a hemolysin, and complement.
If a test antibody is absent, an immune complex
forms between erythrocytes and hemolysin and acti-
vates complement, leading to lysis of the erythro-
cytes. If the test serum contains antibody to the mi-
crobial antigen used, the formed antigen—antibody
complex will preconsume (fix) the complement, thus
preventing lysis of the erythrocytes. Although the
complement fixation test is still used in the serodiag-
nosis of several fungal infections, the system is ex-
tremely labor-intensive and relatively insensitive.

V. MOLECULAR DETECTION
AND IDENTIFICATION

Identification methods based on biochemical phe-
notypic parameters can, in some cases, result in con-
fusing or misleading results, especiatly when the
number of features is limited. During the past 10
years, nucleic acid amplification technology has
opened new avenues for the detection. identification,
and characterization of pathogenic organisms in di-
agnostic microbiology. Nucleic acid amplification
techniques are classified into three general amplifi-
cation categories, which all share certain advantages
over traditional methods, particularly for the detec-
tion of fastidious, unculturable, and/or highly conta-
gious organisms (Table VI). Molecular applications
enhance the speed, sensitivity, and sometimes the
specificity of an etiologic diagnosis. The promise of
these techniques is the replacement of hiological am-
plification—growth in culture—Dby enzymatic am-
plification of specific nucleic acid sequences.

A. Target Amplification Systems

Target ampliﬁcation systems use PCR, transcrip-
tion-based technologies, or strand displacement, in

iogy

vwimch many copies of the nucleic acid target are
made. Among these, PCR and PCR-derived tech-
nigues are the best developed and most widely used
methods of nucleic acid amplification, In 1992,
Roche Diagnostics Systems, Inc. purchased the pa-
tent rights to the PCR technique with the goal of
developing PCR-based kits for the diagnosis of ge-
netic and infectious diseases. Semi-automated and
automated systems have been manufactured by
Roche for detection and/or quantitation of several
orgamsms, such as HIV-1, HCV, CMV, and Mycobac-
tcriwm tuberculosis. In addition, numerous user-de-
viloped PCR-based DNA amplification techniques
have been applied to the detection of microbial
pathogens, identification of clinical isolates, and
strain subtyping. PCR-derived techniques, such as
reverse-transcriptase PCR, nested PCR, multiplex
PCR. arbitrary primed PCR, and broad-range PCR,
have collectively expanded the flexibility and power
of these methods in laboratories throughout the
world.

Given the patent restrictions on PCR and the ex-
panding interest in nucleic acid-based diagnosis, al-
ternative amplification methods have been sought.
Another target amplification system, transcription-
mediated amplification (TMA) or nucleic acid se-
quence-based amplification (NASBA), begins with
ihe syithesis of a DNA molecule complementary to
the target nucleic acid (usually RNA). This technique
involves several enzymes and a complex series of
reactions which all occur simultaneously at the same
temperature and in the same buffer. The advantages
include very rapid kinetics and the lack of require-
ment [or a thermocycler. Isothermal conditions in a
single tube with a rapidly degradable product (RNA)
help minimize (but may not eliminate) contamina-
tion risks. Amplification of RNA not only makes it
possible to detect RNA viruses but also increases the
sensitivity of detecting bacterial and fungal patho-
sens by targeting high copy number RNA templates.
A IMA-based system manufactured by GenProbe,
inc has been used to detect M. tuberculosis in smear-
posite sputum specimens and to confirm Chla-

i trachomatis infection. A NASBA system is
comimcercially available from Organon-Teknika Cor-
pecation for the detection and quantitation of HIV-1
nicction. Recently, a TMA-based assay for detection
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of HIV and HHCV RNA in donor blood specimens has
received FDA clearance in the United States.

B. Probe Amplification Systems

In probe amplification systems, many copies of the
probe that detects the target nucleic acid amplified
after target-specific hybridization occurs. The ligase
chain reaction (LCR) is the most successful applica-
tion of probe amplification in diagnostic microbiol-
ogy (Table 1V). When used following a target ampli-
fication method, such as PCR, LCR can be sensitive
and useful for the detection of point mutations. Al-
though convenient and readily automated, a poten-
tial drawback of LCR is the difficult inactivation of
post amplification products. The nature of the tech-
nique does not allow for the most widely used con-
tamination control methods to be applied. The inclu-
sion of a detection system within the same reaction
tube (closed reaction systems) would significantly
decrease the possibility of contamination which is

associated with the opening of reaction wbes. A com-
bination LCR kit for the detection of both C. tracho-
matis and Neisseria gonorrhea is commercially avail-
able from Abbott Laboratories.

C. Signal Amplification Systems

Signal amplification methods are designed to
strengthen a signal by increasing the concentration
of label attached to the target nucleic acid. Unlike
procedures which increase the concentration of the
probe or target, signal amplification increases the
signal generated by a fixed amount of probe hybrid-
ized to a fixed amount of specific target. The fact
that signal amplification procedures do not involve
a nucleic acid target or probe amplification is a theo-
retical advantage, because of lower susceptibility to
contamination problems inherent in enzyme-cata-
lyzed nucleic acid amplification. Sensitivity, how-
ever, compared to that of target nucleic acid amplih-
cation techniques, may be a limiting factor. Another

TABLE IV

Nucleic Acid Amplification Methods

Amplification

Amplification

Temperature

Nucleic acid

method category Manufacturer/license Enzymes used requircment targel
Polymerase chain reac- larget Roche Molecular System, Inc.  lag DNA polymerase  1hermal DNA (RNA)
tion (PCR) (Branchburg, NJ) cycler
Transcription-mediated Target Gen-Probe, Inc. (San Diego, Reverse transcriptase, Isothermal RNA or DNA
amplification (TMA) CA) RNA polymerase,
RNase H
Nucleic acid sequence- Target Organon-Teknika Corporation  Reverse transcriptase, [sothermal ~ RNA or DNA
based amplification (Durham, NC) RNA polymerase,
(NASBA) RNase H
Strand displacement Target Becton-Dickinson & Com- Restrictive endo- Isothermal ~ DNA
amplificaiion (SDA) pany (Rutherford, NJ) nucleonase, DNA
polymerase
QB replicase (QBR) Probe Gene-Trak Systems QB replicase Isothermal DNA or RNA
(Framingham, MA)
Cycling probe technol- Probe [D Biomedical (Vancouver, RNase H [sothermal DNA (RNA)
ogy (CPT) Canada)
Ligase chain reaction Probe Abbott Laboratories DNA ligase Thermal DNA
(LCR) (Abbott Park, IL) cycler
Hybrid capture system Signal DiGene Diagnostics, Inc. (Sil-  None Isothermal ~ DNA
ver Spring, MD)
Branched DNA Signal Chiron Corporation None Isothermal ~ DNA or RNA

(bDNA)

(Emeryville. CA)
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limitation of signal amplification is background noise
due to the nonspecific binding of reporter probes.
Currently, signal amplification products from two
diagnostic companies are available for molecular di-
agnostic purposes. The Digene hybrid capture system
is widely used to determine human papillomavirus
infection and viral types in cervical swabs or fresh
cervical biopsy specimens as well as other diagnostic
targets. Another product is the branched DNA probe
developed and manufactured by Chiron Corporation
which represents an excellent method for quantita-
tion and therapeutic response monitoring of HCV
and HIV.

D. Molecular Identification
of Microorganisms

During the past century, the identification of mi-
croorganisms has relied principally on phenotypic
characteristics such as morphology and bhiochemical
characterization. Genotypic identification is emerg-
ing as an alternative or complement to established
phenotypic methods. Sequence analysis of certain
microbial genes has been used for the identification
of microorganisms. Broad-range PCR primers are de-
signed to recognize conserved sequences in the phy-
logenetically informative gene of a variety of bacteria,
and highly variable regions between the primer bind-
ing sites are amplified by PCR. The amplified segment
is sequenced and compared with known databases
to identify a close relative.

The most successful example is the small-subunit
(16S) rRNA gene sequence-based microbial identifi-
cation system, which includes the extraction of nu-
cleic acids, PCR-mediated gene amplification, se-
quence determination, and computer-aided analysis
(Fig. 1). Currently, the time and effort associated
with data analysis and its cost are major limitations.
The capital investment is high, particularly for auto-
mated analysis. Perkin—Elmer Biosystem has devel-
oped a 165 TRNA gene sequence database from more
than 1200 American Type Culture Collection proto-
type bacterial strains. Their microbial identification
system based on 16S sequence information 1s com-
mercially available. With improved automation and
decreased cost, both of which are likely in the next

few years, such systems may become established in
many diagnostic microbiology laboratories.

VI. ASSESSING THE PERFORMANCE OF
DIAGNOSTIC TESTS

No diagnostic test is perfect. Therefore, several
criteria should be established f{or the test evaluation,
and a decision should be made regarding whether
to do (i) a direct examination of the microorganism,
(ii) a microorganism culture, (iii) a microorganism-
specific antibody detection, or (iv) a microorganism
nucleic acid amplification or a combination of these
procedures for the evaluation. Although not all test-
ing decisions are as complex as this, often a choice
must be made among several methods. The most
important factor is the validity of a test, which is
evaluated by two parameters, i.e., accuracy and preci-
sion. Their relationship is demonstrated in Fig. 2.
After test performance, other factors such as test
turnaround tinte, technologist time, and test cost,
are also important in assessing a diagnostic test for
detection and identification of microorganisms.

A. Accuracy in
Diagnostic Microbiology

The accuracy of a diagnostic test is its correspon-
dence with the true value. In the clinical laboratory,
accuracy of tests could be judged by the test perfor-
mance such as sensitivity and specificity. The sensi-
tivity of the test is the likelihood that it will be
positive when the microorganism is present. The
specificity of the test measures the likelihood that it
will be negative if the microorganism is not present.
To determine test sensitivity and specificity for a
particular microorganism, the test must be compared
against the gold standard, a procedure that defines
the true state of the microorganism. The calculation
of sensitivity and specificity is demonstrated in Ta-
ble V.

Another parameter, the predictive values, can be
calculated if the specimens collected represent the
whole population. However, the predictive value of
a diagnostic test is influenced by the frequency of
infection prevalence in the population being tested.
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Fig. 1. Flowchart of microorganism identification based on 165 rRNA gene sequence
analysis. The total identification time was 15.5-18.5 hr, comprising bacterial DNA extrac-
tion (A), PCR (B), sequencing reaction preparation (C), cycle sequencing (D), and analysis
(E). The time for each step is shown in parentheses (adapted from Tang et al., 1998).
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Fig. 2. Relationship between accuracy and precision in di-
agnostic tests. The center of the target represents the true
value of the substance being tested. (A) A test which is
imprecise and inaccurate. (B) A diagnostictechnique which
is precise but inaccurate. (C) A diagnostic technique which
is accurate but imprecise. (D) An ideal test, one that is
both precise and accurate.

Suppose we assess a population of 10,000 {or a micro-
organism using a test with the 99% sensitivity and
95% specificity. The predictive value varies in pro-
portion to the prevalence rate in the study population
(Table VI). Therefore, the interpretation of a labora-
tory diagnostic result depends not only on the techni-
cal accuracy of the method used but also on the
prevalence of the infection in the population to which
the patient belongs.

B. Precision in Diagnostic Microbiology

Test precision is a measure of a test’s reproducibil-
ity when repeated on the same sample, especially for
quantitative testing. An imprecise test is one that
yields widely varying results on repeated measure-
ments (Fig. 2). The precision of microorganism diag-
nostic tests, which is monitored in clinical labora-
tories by repeatedly using a control material, must
be good enough to distinguish clinically relevant

[y

TABLE VI
Predictive Values Vary in the Test
Population with Different Prevalence?

Diagnostic test result

Positive Negative
When the prevalence rate is 1%”
Microorganism present 99 |
Microorganism absent 495 9405

When the prevalence rate is 10%:*
sicroorganism present 990 10
“icroorganism absent 450 8550

* Assuimie a sensitivity of 99% and a specificity of 95%.

" Positive predictive value = 99/(99 + 495) X 100% =
16.7: negative predictive value = 9405/(1 -+ 9405) X
O = 99.9.

" Positive predictive value = 990/(990 + 450) X
100% == 68.8; negative predictive value = 8550/(10 +
H3501 £ 100% = 99.8.

changes in a patient’s status trom the analytic vari-
ability of the test. Precision can be assessed on both
an miralaboratory (within the same laboratory) and
intcralaboratory  (between different laboratories)

hasis.

C. Other Assessing Factors

I:'ven when a test accurately analyzes a given speci-
men. there are other factors that need to be consid-
eved The speed of microbial identification results,
known as the test turnaround time, can have a major
impact on clinical management. Generally, culture-
based microorganism detection and identification

TABLE V
Calculation of Sensitivity, Specificity, and
Predictive Values

[Pidemostic test result®

Positi Negative
Microerganism present a (rue posicse) b (false negative)
Microorganisiy absent ¢ (false o) d (true negative)
“Sensitivity = af @ + b} X 100%: speats drec £ d) X 100%; positive

predictive value = w/ta + ¢) X TO0% e

XK T00.

cedictive vatue = d/(b + d)
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have historically provided results with a long test
turnaround time. Direct examination can be per-
formed within hours, and microorganism-specific
antibody and nucleic acid detection can be detected
and identified in 1 day. The improved turnaround
time provided by these techniques may translate into
improved clinical outcomes. For example, a PCR test
followed by a colorimetric microtiter plate identifi-
cation for the detection of herpes simplex virus DNA
in cercbrospinal fluids can be completed in 1 day if
the specimen is processed in the morning. If the
test results were positive, unnecessary antibacterial
treatment could be eliminated and appropriate anti-
viral therapy instituted. Conversely, negative PCR
results are being used to justify cessation of unneces-
sary intravenous acyclovir treatment ($180.00/day)
and allow the diagnostic consideration of other etio-
logic causes of central nervous system infection.

Technologist time and cost of the test should also
be considered when a diagnostic test is evaluated.
We are in the middle of a health care revolution.
While keeping in mind the goal of a high-quality
diagnostic microbiology service, we are contempora-
neously pressured to develop and maintain tests that
require less technologist time and cost. Technologist
time is calculated from two efforts: variable allied
health effort, which is “hands-on” time, and fixed
eflort, which includes specimen processing, bulfer
preparation, maintenance, bench cleaning, and data
entry. The hands-on time can be significantly im-
proved by introducing an automatic procedure into
the diagnostic test. One example is the serologic
diagnosis of Epstein-Barr virus (EBV) infection. An
EIA incorporated in an automated processing system
has been replacing the manual immunofluorescence
assay for the detection of EBV-specific antibody pro-
files.

VII. CONCLUDING REMARKS

Diagnostic microbiology rapidly detects and accu-
rately identifies implicated microorganisms in test
specimens through a variety of techniques. Techno-
logic changes have made constant and enormous

progress in various areas, including bacteriology, my-
cology, mycobacteriology, parasitology, and virol-
ogy, during the past two decades in the field of diag-
nostic microbiology. The physical structure of
laboratories, staffing patterns, work flow, and turn-
around time have all been influenced profoundly by
technical advances. These changes will continue and
lead diagnostic microbiology inevitably to a modern
discipline, which can face the challenges of the
furure.
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GLOSSARY

basic nuclear proteins DNA-binding proteins of low mo-
lecular weight present in the chromatin of dinoflagellates
which lacks nucleosomes.

cnidocyst Analogous organelle Lo coelenterate capsule con-
taining a thread-like stinger used for defense or capturing
prey found in some dinoliagellates.

coelome General cavity of coelomate animals (vertebrates
and invertebrates).

cytostome Buccal aperture (mouth) that is permanently
open but able to dilate. 1t allows the preys to be transported
into the cell.

dinoflagellates (phylum Dinoflagellata)
that are essentially biflagellated and are characterized by

Protoctists

a dinokaryon.

dinokaryon The nucleus of dinoflagellates, characterized
by the presence of a permanent nuclear envelope and chro-
mosomes quasi permanently condensed during the whole
cell cycle.

dinomitosis Mitosis of the dinokaryon. characterized by
the presence of an extranuclear mitotic spindle crossing
the nucleus via cytoplasmic channels.

endosymbiosis The condition of one organism living in-
side a member of a different species.

myoneme Fibrillar striated contractile structure located in
the cytoplasm of some protozoa {ciliates. sporozoa, and
dinoflagellates). They are partially responsible for cell con-
traction.
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nucleosomes Subunits present in the eukaryotic genomes
except dinoflagellates; composed of octamers of histones
and DNA.

pelagic
marine domain, either swimming or passive; opposite of
benthic (living on the bottom).

peridinin  Carotenoid pigment specific to most autotro-
phic dinoflagellates.

protoctists Fukaryotic single-celled microorganisms; their

Describing or referring to animals living in the

kingdom is composed of 18 phyla.

taeniocyst Dinoflagellate (Polykrikos)
“sociated with nematocyst and forming a complex struc-
ture.

theca Total cell wall, composed of cellulose plates in dino-
flagellates.

trichocyst Extrusome capable of sudden discharge out-
side of the cell; its exact role in dinoflagellates is not
known.

extrusome, as-

DINOFLAGELLATES are a phylum of unicellular
eukaryotic micro-organisms among the Protoctista.
They show great diversity (Fig. 1), and can be autotro-
phic (Fig. 2B), heterotrophic (Fig. 2A), mixotrophic,
parasitic, or symbiotic and are widely distributed
throughout the seas and fresh waters throughout
the world. They play a prominent role in the trophic
chains. The diversity of this group is also displayed
by their external morphology and by the organiza-
tion of the thecal plates. The latter are the basis for
the classification of the thecate members of approxi-
mately 2000 living species, 161 genera, 48 families,
and 17 orders described to date.

Copyright € 2000 by Academic Press.
All rights of reproduction in any form reserved.
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I. GENERAL CHARACTERISTICS OF
DINOFLAGELLATES AND THEIR
CELL CYCLE

A. Features

In contrast to the great external diversity, several
common features allow investigators to classify
these organisms as a unique and homogeneous
taxonomic group. First, dinoflagellates are typically
biflagellated, with the two flagellae being oriented
perpendicularly to one another: One transverse
flagellum is wrapped around the cell, whereas the
second is located longitudinally and beats pos-
teriorly (Fig. 1A). This gives a characteristic spiral
locomotion to dinoflagellate cells, from which the
name of this group derives (dino in Greek means
to turn). Another characteristic among most auto-
trophic dinoflagellate species is the presence of a
typical carotenoid pigment, the peridine, in asso-
ciation with chlorophyll a and c¢. Several other
accessory pigments are also present in these species:
B carotene, diadinoxanthine, and dinoxanthine.
Dinoflagellates have mitochondria with tubular cris-
tae and possess ejectile proteinaceous organelles
(extrusomes): trichocysts, nematocysts, or taenio-
cysts.

Furthermore, a few species show some unusual
differentiations or adaptations which have been well
described. For instance, Noctiluca scintillans (Macart-
ney) Ehrenberg (Fig. 1B), which is heterotrophic and
bioluminescent, has a cytostome and a tentacle with
well-organized myonemes. It displays vegetative
reproduction by binary fission of the trophonte
(characterized by a nucleus with no condensed
DNA), and it is also able to proliferate in seawater
by fast gametogenesis creating red tides, with pro-
gressive condensation of the genome during the
successive divisions. Polykrikos kofoidii Chatton
possesses two to six nuclei, each being associated
with a cytoplasmic territory and forming a syncy-
tium, with the nuclei behaving in synchrony. Syn-
dinium turbo Chatton, a coelomic plasmodial para-
site of pelagic copepods (Fig. 1C), has free-living
Gymnodinium-like sporocytes. All members of the
genus Blastodinium are mixotrophic (except one,
Blastodinium contortum Chatton var. hyalinum),

combining phagotrophy and phototrophy, and are
located in the digestive tract of copepods. They
reproduce by a complex iterative sporogenesis
(Chatton, 1920) and also have free-living Gymno-
dinium-like sporocytes. Erythropsis pavillardi Hert-
wig possesses a sophisticated eyespot and a specific
locomotor apparatus, the piston.

Generally haploid, cells display vegetative division
and/or sexuality with a postzygotic meiosis, depen-
dent on the prevailing environmental conditions.
The most original and unifying features of dinoflag-
ellates concern their nuclear organization and the
course of their mitosis. Respectively called dinokar-
yon and dinomitosis by E. Chatton (1920), they have
been well documented in several reviews (Raikov,
1982, 1995; Spector, 1984; Taylor, 1987; Margulis
et al., 1990, 1993). The current article will concen-
trate on data from the most recent studies within
this area.

B. Life Cycle of Dinoflagellates

The complete life cycle of dinoflagellates has only
been elucidated in four or five species. The vegetative
cycle in Prorocentrum micans Ehrenberg seems quite
simple, with division of swimming cells and alterna-
tive sexuality. In Crypthecodinium cohnii (Seligo)
Chatton in Grasse, the cycle appears to be more
complicated, with swimming cells corresponding to
G, cells. During S phase, flagella drop off and the
cell encysts, committing itself to one, two, or three
successive mitoses, which give rise to two, four, or
eight cells, respectively. Pfiesteria piscicida Steidinger
and Burkholder, the dangerous “ambush-predator
phantom” dinoflagellate toxic for fishes, displays a
very complex life cycle, with transformations among
an array of flagellated, amoeboid, and encysted
stages—the amoeboid being quite undetectable.
Symbiotic dinoflagellates also present complicated
cycles. Furthermore, under conditions not well un-
derstood some species may proliferate, producing
blooms or red tides, with thousands of cells per liter
of seawater.

Chemical mutagenesis experiments performed in
1974 by Roberts et al. on vegetative cells of C. cohnii
to select for non pigmented (carotenoids) mutants
showed that they are functionally haploid, at least
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Fig. 2. Ultrastructural organization of two dinoflagellate species observed with the transmission electron microscope after
helium fast-freeze preparation and OsO, cryosubstitution. (A) The heterotrophic Crypthecodinium cohnii cell. N, nucleus;
nu, nucleolus; ch, chromosomes; np, nucleoplasm; ne, nuclear envelope; s, starch; m, mitochondria; Th, theca. Scale bar =
2 um. (B) The autotrophic Prorocentrum micans cell. Chl, chloroplast; ft, fibrous trichocyst. Scale bar = 4.5 um.

for this phenotypic trait. Evidence indicates that veg-
etative cells in other species of dinoflagellates are
also haploid. When medium conditions become un-
favorable in culture (sharp decrease in temperature
or a depletion in nitrogen or phosphate), vegetative
cells transform to morphologically identical gametes
and can undergo sexuality to give a diploid zygote.
Sexuality is seen either in the form of a fusion of
cells and nuclei or by transmission of one nucleus

to the other gamete via a conjugation tube as is the
case in P. micans.

Haploidy of the dinoflagellate genome is at odds
with recent molecular genomic daia showing that
several genes (luciferase, luciferin-binding protein,
Rubisco, and HCc) are tandemly repeated. This con-
tradiction can be explained either by the particular
nature of the genes studied (coding for proteins in-
volved in bioluminescence or basic proteins), which

Fig. 1. General organization of dinoflagellates and various species. (A) Schematic of the heterotrophic dinoflagellate
Crypthecodinium cohnii. E, episome; H, hyposome; S, sulcus; T.F, transverse flagellum; L.F., longitudinal flagellum; c,
cingulum (reproduced from Perret et al, 1993, by copyright permission of the Company of Biologists Ltd.). (B) Noctiluca
scintillans, heterotrophic ““‘naked” dinoflagellate provoking red tides. T, tentacle; NR, nuclear region. Scale bar = 240 mm.
(O) Longitudinal section of the copepod Paracalanus parvus with the parasitic plasmodial dinoflagellate Syndinium turbo
inside the coelomic cavity. ac, aorta; dt, digestive tract; n, nuclei of the plasmode; cut, cuticle of the copepod; ns, nervous
system (reproduced from Chatton, 1920). (D) Protoperidinium depressum, an armoured heterotrophic dinoflagellate. a,

apex; an, antapex; ci, cingulum. Scale bar = 25 um.
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are known in other organisms to be repetitive genes,
or by the hypothesis that the dinoflagellate genome
is duplicated with numerous nonexpressed pseu-
dogenes and thus is functionally haploid.

Il. STRUCTURAL ORIGINALITY OF
THE NUCLEUS

The peculiar nature of the dinoflagellate nucleus
has been documented for a long time and is one of
the principal characters defining the group. Sur-
rounded by a persistent nuclear envelope, the chro-
matin is quasi-permanently condensed in well-
defined chromosomes, ranging from 4 to 200 de-
pending on the species. Most of the species show a
high content of DNA, which ranges from 7.0
pg/cell in C. cohnii, whose nucleus is haploid. to 200
pg/cell in Gonyaulax polyedra Stein. This compares
with a range of 0.046-3 pg/nucleus in other uni-
by a high G + C content and the presence of a
rare base hydroxymethyl uracil in a high proportion
(Soyer-Gobillard, 1996). They are devoid of longitu-
dinal differentiation such as Q, G, or C banding, and
all chromosomes in a nucleus appear to be morpho-
logically identical, without any structural differen-
tiation such as centromeric-associated structures
(except for the presence of a kinetochore-like struc-
ture in rare species such as Amphidinium carterae
Hulburt or Syndinium sp.). Dinoflagellates are the
only eukaryotes in which the chromatin is totally
devoid of histones and consequently lacks nucleo-
somes.

A. Chromosomes

At the electron microscopic level, and for most
species, ultrathin sections of dinoflagellate chromo-
somes reveal a characteristic arch-shaped organiza-
tion of the nucleofilaments (Fig. 3). No repeating
subunit structures as nucleosomes could be detected
on dispersed genomic DNA by electron microscopy.
nuclease digestion, or a combination of these tech-
niques. Furthermore, in all dinoflagellate species
tested {except Dinophysis Ehrenberg), basic proteins

associated with genomic DNA represent only 10% of
the chromosome mass, whereas in typical eukaryotes
the histones: DNA ratio is close to 1. This is a unique
characteristic among eukaryotic cells. In addition to
the biochemical demonstration of several specific
DNA-binding nuclear basic proteins (Rizzo, 1987),
two variants of a basic protein (HCc = p14) have been
cloned and sequenced in C. cohnii. Although they
show some biochemical characteristics of histones
(low molecular weight and basic charge), no con-
vincing homology could be found between them and
they did not appear to be quantitatively major nuclear
proteins, as are histones in classical eukaryotes. HCc
antigens were immunolocalized and mainly detected
at the periphery of chromosomes and in the nucleolar
organizing region, the putative function of HCc could
be in the initiation of transcription.

Chromosome spreadings revealed double-twisted
helix organization. The presence of divalent cations
as Ca’* and Mg’* and structural RNAs has been dem-
onstrated to be important for the maintenance of

- the architecture of the dinoflagellate chromosome

(Soyer-Gobillard, 1996). Several models have been
proposed to explain the right-handed superhelical
organization of nucleofilaments and their replication
and segregation processes. However, these models
are speculative, and more data are needed before a
dehnitive hypothesis can be made. Devoid of histones
and nucleosomes, the very large genome of dinoflag-
ellates is almost “naked” with chromosomes con-
sisting of bare DNA. This intriguing characteristic is
unique among eukaryotic cells, and it indicates that
dinoflagellates could be a potentially very interesting
model in cell biology.

Another characteristic of the dinoflagellate chro-
matin is the presence of an unusual base in a high
proportion, the hydroxymethyl uracil, which can
substitute between 10 and 60% of the thymines de-
pending on the species. This unusual base is also
found (albeit at lower proportions) in some bacterio-
phages. The function of this base is unclear, but
it has been hypothesized that in bacteriophages it
introduces a bending of DNA which is necessary for
the recognition of DNA sequences by DNA-
binding proteins.

Chromosomal nucleofilaments of dividing (Fig.
3C  or nondividing chromosomes. as seen in ultra-
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Fig. 3. Organization of dinokaryon and chromosomes in transmission electron micros-
copy. (A) Nucleus of Prorocentrum micans. Surrounded by the permanent nuclear enve-
lope (ne), chromosomes composed of supertwisted nucleofilaments as seen in ultrathin
sections show an arch-shaped organization. Scale bar — 1 um (reproduced from Biology
of the Cell, 1977, Vol. 30, pp. 297-300, by copyright permission of the Societe Francaise
des Microscopies). (B) Schematic interpretation (Bouligand’s plywood model) of dino-
flagellate chromosome ultrastructure as seen in ultrathin section. A, oblique; B, quite
transverse plan section (reproduced from The Journal of Cell Biology, 1990, Vol. 111,
pp. 293-308, by copyright permission of The Rockefeller University Press). (C) High
magnification of an oblique chromosome section in which nucleofilaments (nf) are
labeled with anti-B-DNA antibody. Gold particles are distributed in the whote chromo-
some. Scale bar = 1 um (reproduced from The Journal of Cell Biology, 1990, Vol. 111,
pp. 293-308, by copyright permission of The Rockefeller University Press). (D) Dividing
chromosome of Prorocentrum micans. Observe the axis (ax) of segregation (arrow).
The arch-shaped nucleofilament organization is not very modified. Scale bar = 1 um
(reproduced from Vie et Milieu, 1979, Vol. 28-29, pp. 461-472, by copyright permission
of Laboratoire Arago, Universite P. et M. Curie).

thin sections, can be labeled heavily with anti-B- cations or constraints on DNA, such as superhelicity,
DNA (= anti-right-handed DNA) antibody (Fig. 3C). as is the case in dinoflagellate chromosomes. In this
Stretches of alternating purine—pyrimidine (GC rich) material, Z-DNA was localized in limited areas inside
can form a left-handed helix (Z-DNA) and the B to the chromosomes, often at their periphery (Fig. 4A)

7 transition is facilitated by the presence ol divalent (Soyer-Gobillard. 1996).
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Fig. 4. How does the dinoflagellate chromosome function? (A) Double immuno-
labeling with anti-Z and anti-B DNA antibodies. Clusters of Z (left-handed) DNA
are located in the periphery of the chromosome (black and white arrows). Smaller
gold particles labeling B-DNA are distributed in the whole chromosome and in
their external periphery where opened extrachromosomal loops {el) are present
(black arrows). Scale bar = 0.5 um (reproduced from The Journal of Cell Biology,
1990, Vol. 111, pp. 293-308, by copyright permission of the Rockefeller University
Press). {B) Schematic representation based on TEM observations of nucleolar chro-
mosomes of Prorocentrum micans, showing the unwinding of nucleofilaments
located in either telomeric or lateral regions. Several chromosomes are contributing
to the formation of a new nucleolus. C Ch, condensed chromosome; U Ch,
unwound chromosome region; NOR, nucleolar organizing region; F, fibrillar region;



Dinoflagellates 49

B. Transcription/Replication

The presence of chromosomes in a quasi-perma-
nently condensed state throughout the cell cycle
raises the question of how such a structure can be
transcribed and replicated. We have shown that a
local microscale decondensation and recondensation
occurs  during transcription. Extrachromosomal
loops on chromosomes and in the nucleolus have
been described after in situ pronase treatment, and
models propose that a local untwisting of DNA fila-
ments allows transcription to occur (Figs. 4B and
+C). Extrachromosomal anti-B-DNA-labeling was
also detected on the nucleoplasm that corresponds
to DNA loops (Fig. 4A). The role of the Z-DNA
conformation as a possible site for unwinding and
DNA processing in chromosomes was strongly sug-
gested. It was confirmed by Sigee (1984), using triti-
ated adenine incorporation, that transcription occurs
in the same regions (i.e., in the periphery of chromo-
somes). More direct evidence of a different chromo-
somal localization of coding and noncoding se-
quences has been provided by restriction enzyme
digestions of the genomic DNA. These experiments
showed that bulk chromosomal DNA, which was
inaccessible to these enzymes, contained few, if any,
coding sequences (Soyer-Gobillard, 1996).

Renaturation kinetic studies demonstrated the
presence of 55-60% repeated, interspersed DNA in
the C. cohnii genome. This proportion of repeated
sequences was confirmed later, and their organiza-
tion in the genome was determined. Half of the ge-
nome is composed of unique sequences interspersed
with repeated sequence elements of approximately
600 bp, representing approximately 95% of the total
number of interspersed unique elements. In contrast
to transcription, the process of DNA replication dur-

ing S phase is understood less well, and contradictory
observations have bheen reported.

C. Nucleolus

Observation of several dinoflagellates (P. micans,
C. cohnii, and A. carterae) by light microscopy after
silver staining of the nucleolar argyrophilic proteins
has shown the presence of nucleolar material
throughout the vegetative cell cycle and in particular
during all stages of mitosis. Soyer-Gobillard and Gér-
aud (1992) showed that during early prophase, when
chromosomes begin to split, the nucleoli remain
functional. This contrasts with most higher eukary-
otes, in which nucleoli disappear at the end of the
prophase and are reconstituted in daughter cells dur-
ing the telophase. Three compartments are present in
the dinoflagellate nucleolus: the nucleolar organizing
regions (NORs) and the fibrillo granular and the
(preribosomal) granular compartments. Several
chromosomes can contribute to the formation of a
single nucleolus (Fig. 4B). Coding sequences of ribo-
somal genes have been detected by in situ hybridiza-
tion experiments both at the periphery of the nucleo-
lar organizer region which corresponds to the
unwound part of the nucleolar chromosomes and in
the fibrillo granular region. These results suggest that
rRNA gene transcription occurs predominantly at
the periphery of the NOR where the coding se-
quences are located (Fig. 4C).

D. Nuclear Envelope and Lamins

As seen in ultrathin sections or on freeze-fractured
P. micans cells, the nuclear envelope is similar to
the classical eukaryotic model, and no distinctive

FG, fibrillogranular region; G, granular (preribosomal) region (reproduced from Soyer-Gobillard and Géraud, 1992, by
copyright permission from the Company of Biologists Ltd.). (C) Predicted molecular organization of the dinoflagellate
transcriptionally active nucleolus deduced from TEM observations after in situ hybridization with a ribosomal biotinylated
probe. rDNA loops arerepresented unwound from the telomeric region of the otherwise condensed nucleolar chromosome.
The rDNA transcription is initiated at the periphery of the NOR and carried on in the proximal part of the fibrillo granular
(FG) compartment to generate the rRNA transcripts, whereas the distal FG region is devoted to rRNA processing and
packaging of preribosomes of the granular (G) region (reprinted from BioSystems 26, Géraud et al., Nucleolar localization
of rRNA coding sequences in Prorocentrum micans Ehr. (Dinomastigote, Kingdom Protoctist) by in situ hybridization,

61-74. Copyright 1991, with permission from Elsevier Science).
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features have been observed except for the penetra-
tion of cytoplasmic channels during mitosis and the
profound modifications in the pore distribution be-
tween interphase and mitosis.

The presence of lamin-like proteins, immunologi-
cally related to vertebrate lamins, has been demon-
strated in the nuclear matrix, close to the nuclear
envelope of A. carterae. These lamins probably play
an important role during the chromosome division.
A topoisomerase 11 homolog has also been identified
in the nuclear matrix, suggesting that these enzymes
could play a role in organizing the DNA in loop do-
mains.

lll. MITOTIC APPARATUS

There are several unusual features of mitosis ol
dinoflagellates. Principal among these are the follow-
ing: (i) The nuclear envelope persists throughout
mitosts: (ii) the chromosomes, which remain con-

- densed throughout the cell cycle, attach to the inner

part of the nuclear envelope before their segregation;
and (iii) cytoplasmic channels containing the micro-
tubular spindle traverse the nucleus during the mi-
tosis.

A. Microtubules and Mitotic Spindle

During mitosis, the dinoflagellate nucleus becomes
crossed by cytoplasmic channels made by invagi-
nations of the cytoplasm and nuclear envelope (Fig.
5C). These channels have been described in all dino-
flagellate species tested, and this feature is also a
cellular characteristic of the group. Furthermore,
they are only seen during mitosis, and not in G,,
S, or G, phases. In early and mid prophase, thick
microtubular bundles pass through the nucleus in
cytoplasmic channels and converge towards the two
poles. Asters were never observed at the spindle
poles, where centrosome regions are present but
without the characteristic pair of centrioles. Among
the proteins charactlerized by Perret et al., (1993),
in the centrosome regions are B-tubulin, a-actin, a
homolog of a human protein CTR 210, and HSP 70
protein, which is conserved from dinoflagellates to
humans. The microtubular bundles of the spindle
split in two during late prophase and lengthen in
early anaphase. The spindle bundles diverge in late

anaphase, extend almost to the plasma membrane,
and depolymerize during telophase. The cleavage
furrow, in which tubulin and actin were character-
ized, appears in anaphase and is formed by an invagi-
nation of the plasma membrane in the kinetosome
region. As shown by using anti-B-tubulin antibody
on whole cells and confocal scanning laser micro-
scope observations, the cortical tubular network re-
mains polymerized during mitosis, contrary to what
occurs in other eukaryotic cells (Figs. SA and 5B).

B. Chromosome Segregation

The system of cytoplasmic channels traversing the
intact nucleus indicates that the microtubular mitotic
spindle is not in direct contact with the chromosomes
but is separated from them by the persistent nuclear
envelope. Highly condensed chromosomes do not
form a typical metaphase plate and appear in contact
with the nuclear envelope around the cytoplasmic
channels and/or the surrounding nuclear envelope

depending on species. At the electron microscope

level, no dense material or overt differentiated struc-
tures could be found on the chromosomes or on the
nuclear membranes, except in one species studied
by Oakley and Dodge (1974)—A. carterae Hulburt.
In this species, kinetochore-like structures have been
described, but these are located on the cytoplasmic
side of the channels. Due to the low number of dino-
flagellate species studied regarding this aspect, it is
difficult to determine whether A. carterae is excep-
tional in this regard. In contrast to prokaryotes, the
presence of a microtubular spindle in dinoflagellates
suggests a different segregation mechanism, resem-
bling higher eukaryotes, via the driving force of 8-
tubulin bundles. The possible effects of microtubule
polymerization or depolymerization inhibitors on di-
noflagellates are not known, and it remains to be
determined whether there is a physical link between
the chromosomes and the spindle via the nuclear
envelope.

IV. PHYLOGENY
A. Evolution of Dinoflagellates

The absence of histones and nucleosomes, the per-
manently condensed and highly ordered chromo-
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Fig. 5. Cortical and mitotic spindle microtubular organization as observed with
confocal laser scanning microscope (CLSM) after incorporation of anti-g-tubulin
antibody (A and B). (A) Cortex microtubule organization of Crypthecodinium cohnii.
Note the rows of tubules (cMt) and the particular microtubular organization as a
three-pronged fork (TpF). (B) In this C. cohnii dividing cell, mitotic spindle (Ms)
and two microtubular desmoses (D) binding the kinetosome region to the mitotic
spindle poles coexist with the cortical microtubules (cMt). The cleavage furrow (cF)
is also present and labeled. (A and B) Scale bar = 10 um. (C) Schematic representa-
tion based on CLSM and TEM observations of a dividing cell of C. cohnii showing the
2 X 2 kinetosomes (kt), the split microtubular desmose (D) linking the kinetosomes
region to the centrosome-like zones (Cz), which are closely connected with the
microtubular mitotic spindle (MS) passing through the nucleus by cytoplasmic
channels (Cc). (MtB, microtubular basket; N, nucleus; Th, theca; cMt, cortical micro-
tubules; PM, plasma membrane; Ch, chromosomes (reproduced from Perret et al.,
1993, by copyright permission of the Company of Biologists Ltd.).

somes bound to the nuclear envelope during their
segregation, led to the Dodge mesokaryote concept

presence of intragenic introns). Furthermore, differ-
ent phylogenetic studies based on ribosomal gene

being postulated for dinoflagellates in the 1970s and
1980s. This concept considered dinoflagellates as
having prokaryotic traits conserved along with eu-
karyotic features, the idea being that dinoflagellates
are very primitive eukaryotes, intermediate between
prokaryotes and eukaryotes. However, later studies
showed that dinoflagellates are true eukaryotes, hav-
ing cellular compartments, distinct cell cycle phases,
and a typical eukaryotic genomic organization (high
percentage of noncoding repeated sequences and the

sequences showed that dinoflagellates emerged late
in evolution and have a common ancestor with api-
complexa and ciliates (Cavalier-Smith, 1993; Van
de Peer et al., 1996). These studies suggested that
dinoflagellates were indeed true eukaryotes which
could have lost their histones and consequently their
nucleosomes, leading to the peculiar highly con-
densed DNA structure as hypothesized for the first
time by Cavalier-Smith (1981). According to this
concept, similarities between prokaryotes and dino-
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flagellates reflect convergence rather than a special
evolutionary relationship (Raikov, 1995).

This view is not contradictory with geological anal-
ysis based on the examination of fossilized theca. The
first unambiguous dinoflagellate fossils occurring in
the Triassic belong to Gymnodiniales but biogeo-
chemical analysis of early Cambrian (approximately
520 millions years ago) sediments detected specific
dinosterols. This time period, which corresponds to
the earlier trace of dinoflagellates found, is later than
the time period in which the appearance of the first
photosynthetic eukaryotes occurred (750 millions
years ago). Very old (proterozoic) [ossils (acritarchs)
are ambiguous, and currently there is no unequivocal
fossil data that allows us to identify dinoflagellates
as being more primitive than other protists.

B. Origin of Plastids in Dinoflagellates

The presence of heterotrophic and autotrophic
species within the same phylum has attracted the
attention of botanists and zoologists. Today, the di-
noflagellates are viewed as protoctists (Margulis and
Schwartz, 1998) and their phototrophic members as
having acquired their plastids by cellular secondary
endosymbiosis from eukaryotic microorganisms that
already acquired photosynthesis.

The classical dinoflagellate plastid which contains
peridinin, the specific pigment of autotrophic dino-
flagellates, is surrounded by three membranes. Two
membranes are common around chloroplasts in
green and red algae, but protoctists having acquired
their plastids by endosymbiosis may have more than
two. As models for organelle acquisition by second-
ary endosymbiosis, the dinoflagellates are parti-

cularly well suited since wwo species, Peridinium
foliaceum Peridinium  balticum
Lemmermann, have two nuclei: that of the “host
dinoflagellate™ and that of the endosymbiont (e.g.,
endosymbiont).  Furthermore, authors
showed that they are members of phototrophic dino-
flagellates with various degrees of membrane reduc-
tion around chloroplasts and pigments other than
peridinin, reflecting a different origin of their chloro-
plasts.

Biecheler and

diatom

V. TOXIC DINOFLAGELLATES

Many dinoflagellate species are able to proliferate
and produce blooms (or red tides for species having
red pigments such as peridinin). Among these, ap-
proximately 200 toxic dinoflagellate species have
been described and classified as a function of the
symptoms they produce after ingestion of their toxins
(Table I). Most important toxic species belong to a
few genus and are briefly described as follows
Andersen, 1906)

Several species of the genus Dinophysis can cause
intoxications of the diarrhetic shellfish poisoning
type by production of different chemical forms of
the okadaic acid. This molecule has been shown in
vitro to be a potent protein phosphatase inhibitor
and a skin tumor promoter in mice. Only a few
tens of cells per liter of these species, which only
exceptionally form blooms, can be toxic for humans,
and they exert their damage after consumption of
shellfish.

Alexandrium species (tamarense, fundyense, and mi-
nutum) and Gymnodinium breve produce a family of
toxins causing paralytic shellfish poisoning by selec-

TABLE |
Families of Toxins Invalved in Human Food Paisaning with the Indication of
Syndromes, Solubility of Toxins, and the Target of the Toxins?

Toxin family Syndrome Solubility Action on
Brevetoxin Neurotoxic shelllish poisoning Fat Nerve, muscle, lung, brain
Ciguatoxin Ciguatera fish poisoning FFat Nerve, muscle, heart. brain
Domoic acid Amnesic shellfish poisoning Water Brain

Okadaic acid Diarrhetic shelllish poisoning Fat Enzymes

Saxitoxin Paralyiic shellfish poisoning Warer Nerve, brain

¢ Adapted from Anderson et al. 11993)
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tively blocking the influx of sodium ions through
excitable membranes, thus interrupting the forma-
tion of an action potential. Human intoxication also
occurs by consumption of contaminated shellfish
able to accumulate toxins.

Other intoxications occur via G. breve for neuro-
toxic shellfish poisoning syndromes and Gambierdis-
cus toxicus for ciguatera. This latter intoxication is
endeniic to a few tropical islands, such as Tahiti and
the Gambier Islands, and it occurs after consumption
of contaminated fish.

Pfisteria-like dinoflagellates cause major fish kills
in estuaries and coastal waters of the mid-Atlantic
and southeastern United States and have also been
associated with serious human health impacts. The
substance(s) responsible for this toxicity has not
been ideniified and appears to be linked to
excretions/secretions of contaminated fish.

Species producing harmless proliferations (e.g., N.
scintillans) must also be mentioned for their environ-
mental pollution in tourist areas due to low visibility
in seawaters and/or oxygen depletion, inducing es-
cape and/or kills of local organisms.

Toxic incidents resulting from diflerent dinoflag-
ellate species are reported increasingly more [re-
quently throughout the world near the coasts. This
increase of toxic blooms seems 1o be linked to the
eutrophization of coasts and the spreading of more
or less endemic species due to an increase in commer-
cial exchanges. However, an artificial bias due to
better detection of these blooms for health and eco-
nomic reasons in many countries cannot be ex-
cluded.

VI. CONCLUSIONS

Dinoflagellates present many unusual (and some-
times unique) characteristics among eukaryotic cells.
These characteristics explain the interest in these
organisms as particularly fruitful models in cellular
and molecular biology. The mechanisms which have
been used during adaptive evolution are often more
or less conserved in other eukaryotic cells but used
in other metabolic routes. Knowledge of these mech-
anisms in dinoflagellates could aid in elucidating
poorly understood phenomena in higher eukaryotes.

Furthermore, the global increase of toxic blooms
creates more economic and health problems. Exter-

nal factors controlling these blooms are difficult to
understand, and a better knowledge of the molecular
and cellular characteristics controlling the cell cycle
of dinoflagellates could lead to better prevention of
these problems.
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GLOSSARY

division The largest phylogenetic grouping within a do-
main. This grouping can be considered analogous to the
kingdom and includes one or more phyla.

domain The largest phylogenetically coherent grouping of
organisms. The three domains of living organisms are the
Bacteria, the Archaea, and the Eucarya.

monophyletic A group of organisms descending from a
common ancestor having the significant traits that define
the group.

species (bacterial or archaeal) The smallest functional
unit of organismal diversity consisting ol a lineage evolving
separately from others and with its own specific ecologi-
cal niche.

subdivision The largest phylogenetic grouping within a
division. This grouping can be considered analogous to a
phylum, and includes one or more orders.

THE MICROORGANISMS include all organism
taxa containing a preponderance of species that are
not readily visible to the naked eye. As a consequence
of this anthropocentric definition, the microbiota have
historically included numerous types of organisms dif-
fering from each other at the most fundamental levels
of cellular organization and evolutionary history. We
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typically consider the major groups of microorganisms
to be the bacteria, archaea, fungi, algae, protozoa, and
viruses. This collection spans the breadth of organismal
evolutionary history and ecological function, and rep-
resents the great majority of the major phylogenetic
divisions of living organisms. Although these microbial
groups differ from each other in many important ways,
they have in common enormous diversity and great
importance in the biosphere.

I. THE SIGNIFICANCE OF
MICROBIAL DIVERSITY

We are only beginning to appreciate the true extent
of microbial diversity and have only recently devel-
oped methods suitable for its exploration. Interest
in this area has been spurred by the crucial roles
microorganisms play in global ecology and in numer-
ous human endeavors. Major ecological roles of mi-
croorganisms and applications of microbial products
and processes in human enterprises are still being
uncovered, but what we currently know provides an
imposing picture of the importance of the microbiota
in global and human ecology.

Microorganisms are prime movers in all ecosys-
tems. They mobilize some elements by converting
them from nonvolatile to volatile forms, permitting
large-scale mass transport of these elements among
different geographic locations. They capture carbon
dioxide (and other one-carbon compounds) through
several known fixation pathways, accounting for ap-
proximately 50% of global primary productivity. Mi-
croorganisms participate in and frequently dominate
the interconversions of chemical compounds, pro-

Copyright © 2000 by Academic Press.
All rights of reproduction in any form reserved.
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ducing and regulating the great variety of materials
necessary to the biosphere. Effectively all decomposi-
tion processes, including spoilage of foods. are domi-
nated by the microbiota. Microorganisms are found
in all environments in which liquid water and an
energy source can be found. These include such ex-
treme environments as polar sea ice (in fluid-filled
channels and pockets), hydrothermal vents, hot and
cold deserts, brines approaching salt saturation, ex-
tremely acidic and alkaline waters, and deep (>1 km)
subsurface solid rock formations. It can be accurately
stated that the Earth is a microbial world.

Microorganisms also participate in a plethora of

symbiotic (literally “living together”) interactions
with each other and with higher organisms. Some
are common commensals using the products of their
hosts without causing any discernible harm. Some
form mutualistic interactions in which they and their
hosts both actively benefit from the symbiosis. These
mutualisms range from production of essential vita-
mins and facilitation of digestive processes by the
‘microflora found in the digestive tracts of animals
to the elegant and species- or strain-specific nitrogen-
fixing interactions that occur between many plant
species and bacteria. Finally, microorganisms are in-
famous for their parasitic interactions with higher
organisms. These range from subtle, such as the in-
fluence of Wolbachia infections on sex determination
in arthropods, to catastrophic. The impacts of patho-
genic microorganisms on human populations have
on occasion been devastating and the plagues that
ravaged Europe and Asia throughout the Middle Ages
are no more notable in this regard than the AIDS
pandemic of the present. The impacts of parasites
on the structuring of higher organism communities
can obviously be very significant and, as Dutch elm
disease demonstrates, even a single pathogen can
drive a host species to local extinction.

The exploitation of microorganisms having useful
properties is central to many human enterprises and
has fostered substantial bioprospecting efforts. Nu-
merous microbial products ranging from antibiotics
to foods are important commodities, but perhaps the
most significant impact of beneficial microorganisms
lies in agriculture. Many microorganisms that grow
in mutualistic interactions with plants have been
used to increase crop yields and to control pests.

Nitrogen-fixing mutualisms between plants and bac-
teria form the basis for crop rotation and can facilitate
reclamation of overexploited or marginal lands. The
mycorrhizal fungi, which grow in intimate associa-
tion with plant roots, enhance the ability of plants
to take up mineral nutrients and water. This type of
symbiosis permits plant growth in many marginal
environments and most plants participate in it. Nu-
merous bacteria and non-mycorrhizal fungi colonize
the surfaces of plants and can successfully outcom-
pete potentially pathogenic organisms, preventing
infections. In addition, the highly specific insecticidal
toxins produced by Bacillus thuringiensis have been
harnessed in insect pest control strategies and offer
the major advantage of not harming beneficial insect
species. Agriculture is, and always has been, highly
dependent on microorganisms.

The vast array of microbial activities and their
importance to the biosphere and to human econo-
mies provide strong rationales for examining their
diversity. Loss of biodiversity is an ongoing global
crisis and loss of the microbiota indigenous to hu-
man-impacted environments or associated with
higher organisms facing extinction is a very real con-
cern. As a consequence of the growing recognition
of the importance of species loss, achieving a mean-
ingful assessment of microbial diversity has been the
topic of several major workshops and meetings. This
is a period of very active inquiry into microbial di-
versity.

A. Approaches to the Examination of
Microbial Diversity

Past studies of microbial diversity were highly de-
pendent on our ability to isolate these organisms
into pure (i.e., single species) laboratory cultures
for characterization. However, in most environments
only 1-5% of the microscopically visible Bacteria and
Archaea can be successfully cultivated, and obtaining
pure cultures of many algae, protozoa, and fungi
is problematic. In addition, detailed morphological,
physiological, and behavioral characterization of any
microorganism can be extremely time-consuming.
As a consequence, many pure culture isolates have
only been partially characterized. Recent applications
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of molecular biological tools, chiefly the polymerase
chain reaction (PCR), DNA-DNA hybridization,
DNA cloning and sequencing, and efficient analysis
of DNA sequences, have provided a means to catalog
microorganisms without the necessity for isolation
and olfer useful methods for streamlining the charac-
terization of pure cultures.

Commonly used strategies for assessing microbial
diversity employ PCR to amplify specific bacterial
genes extracted from samples from the environment
of interest. Nucleotide sequences of the genes encod-
ing the small subunit ribosomal RNA (16S rRNA for
Bacteria and Archaea and 18S rRNA for the Eucarya),
when properly aligned, provide substantial informa-
tion on the relatedness of unknown organisms to
known species and support the construction of phy-
logenetic trees for microorganisms (Fig. 1). Other
genes of interest for characterizing microbial diver-
sity encode key enzymes involved in microbially me-
diated processes [i.e., functional group genes; nifH
(nitrogenase iron protein) for nitrogen fixation,
amoA (ammonium monooxygenase) for ammonium
oxidation, rbcL (ribulose bisphosphate carboxylase/
oxygenase) for CO, fixation, etc.]. The amplified
gene sequences can be resolved using various gel
electrophoresis methods to provide a fingerprint of
the microbial community present in the sample, or
they can be cloned into an appropriate vector for
propagation and nucleotide sequence analysis. The

sequences of these genes are then available for phylo-
genetic analysis and species-specific domains within
them can be used in DNA-DNA hybridization stud-
ies to quantify organisms of interest in environmental
samples. Similar phylogenetic analyses of uncharac-
terized pure cultures allow the relatedness of these
organisms to known species to be efficiently deter-
mined. Knowledge of the type of organism studied
greatly facilitates selection of appropriate testing cri-
teria for its complete identification. These technolo-
gies, although not perfect, have opened the door to
the vast unknown world of microorganisms, clarify-
ing the relationships of microorganism groups to
each other and to higher organisms and facilitating
the cataloging of species that have thus far resisted
isolation and cultivation efforts. The picture that has
emerged shows that of the three known domains of
living organisms two, the Bacteria and the Archaea,
consist entirely of microorganisms, and the third, the
Eucarya, contains many major microbial taxonomic
divisions. It is also clear from recent and ongoing
studies that many new taxonomic lineages of micro-
organisms await discovery. The following sections
summarize what is known, or at least widely ac-
cepted, about the diversities of the major groups of
microorganisms and indicate some interesting areas
in which inlormation is mostly lacking. It should be
noted that most current esumates of the diversity
of all major microbial groups (Table I) are quite

Bacteria Archaea Eucarya
Animais
Green Entamoebae Slime
non-sulfur molds
bacteria Euryarchaeota Fungi
Methanosarcina .
Gram Cren- Methano- Halophiles Plants
Purple positives| ar~hasotg bacterium Ciliates
bacteria

Cyanabacteria
Flavobacteria

Thermotogales

Methano-
Thermoproleus coccus

Flagellates

Trichomonads

Microsporidia
Diplomonads

Fig. 1. The universal phylogenetic tree showing the three domains of living organisms—the
Archaea, the Bacteria, and the Eucarya (reproduced with permission from Woese, 1994).
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TABLE |
Estimated Numbers of Described and
Undescribed Species in the Major Groups of
Microorganisms According to Recent Surveys?®

Estimated Estimated
Group described species undescribed species

Bacteria 4,000 >1,000,000
Archaea 175 !

Fungi 72,000 >1,500,000
Algae 40,000 >200,000
Protozoa 40,000 >200,000
Viruses 6.500 >1,000,000

“ See Bibliography for sources.

conservative and may be significant underestimates
of the true numbers.

Il. BACTERIAL DIVERSITY

The Bacteria constitute an extremely diverse do-
main of prokaryotic microorganisms. They have a
very simple cellular architecture, lacking the mem-
brane-bound organelles characteristic of eukaryotic
cells. They reproduce asexually, typically by simple
fission, and are genetically haploid. Bacteria acquire
soluble nutrients by transport across the plasma
membrane but are unable to engulf colloids or parti-
cles through any endocytosis mechanisms. Virtually
all known bacterial taxa have cell walls composed
of an aminosugar polymer called peptidoglycan and
this material is unique to this domain. Numerous
distinctions can also be found between the Bacteria
and other types of organisms in the details of their
information processing machinery (i.e., DNA replica-
tion, RNA synthesis, and protein synthesis systems),
chromosome structure, flagellar structure, and many
physiological features.

Although unified by many features of cell structure
and function and clearly forming a monophyletic
domain, the Bacteria encompass enormous physio-
logical diversity and can be found in almost every
conceivable ecological niche. These organisms are
found in extreme environments ranging from Antarc-
tic sea ice to superheated marine hydrothermal vents,

from extremely dilute aqueous systems to solutions
approaching salt saturation, from highly acidic wa-
ters approaching a pH value of 0 to alkaline waters
with pHs in excess of 12, and from the near vacuum
of the upper atmosphere to the crushing pressures
of the Challenger Deep. Bacteria can even be found in
the highly radioactive environment of nuclear power
plant reactor chambers. Although a few very hot
environments appear to be dominated by the Arch-
aea, the bacteria are ubiquitous inhabitants of all
other environments and are important (and some-
times the only) participants in numerous ecological
processes. Bacteria dominate mineral cycling and de-
gradalive processes in most environments, are impor-
tant primary producers, and participate in all known
types of symbiotic interactions, including parasitism
on higher organisms, mutualistic interactions with
other microorganisms and with higher organisms,
and even active predation by some bacteria (such as
Bdellovibrio species) on other bacterial species. The
Bacteria dominate the biosphere like no other type
of organism on Earth.- S
The bacterial domain encompasses an imposing
diversity of physiological properties and ecological
functions. The bacteria also clearly exemplify many
of the major problems frequently encountered in
assessing microbial diversity. Simply stated, nothing
concerning the proper identification, classihcation,
or phylogenetic analysis of bacteria is simple. De-
tailed observation of natural bacteria is complicated
by their small size and their frequent growth on
surfaces and in multispecies associations (biofilms,
microcolonies, etc.). Even when they can be observed
with a suitable degree of precision, bacteria display
very few taxonomically useful morphological fea-
tures. Most are simply spherical or rod shaped and
a given species cannot be differentiated from organ-
isms having similar shapes, but quite different activi-
ties, on the basis of appearance. As a consequence,
bacterial identification is highly dependent on labo-
ratory cultivation of species of interest in order to
perform detailed physiological testing. However, the
overwhelming majority of bacteria in nature cannot
be readily cultivated on artificial laboratory growth
media. Whether this is due to some incapacity of
some observable cells or to our failure to formulate
suitable growth media is not known, but the conse-
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quences for systematic appraisal of bacterial diversity
are extremely important.

The lack of information obtainable through micro-
scopic observations and the difficulties encountered
in isolating even numerically dominant species into
pure culture make bacterial diversity studies highly
dependent on molecular biological approaches.
Through such methods it is possible to determine
phylogenetic relatedness of unknown bacterial spe-
cies, including those that resist cultivation, to known
species. However, complete characterization of new
bacterial species still requires extensive physiological
characterization of laboratory cultures. In addition,
since bacteria reproduce asexually, the exact defini-
tion of a species is not completely clear. The general
trend has been that intensively studied taxa are
highly speciose, whereas less studied taxa tend to
have few and sometimes genetically heterogeneous
species. Finally, the species is not always the finest
phylogenetically or ecologically significant subdivi-
sion of the Bacteria. Many (all?) species contain nu-
merous strains that can be differentiated only
through detailed molecular, physiological, and/or
immunological testing. Strains are particularly im-
portant to us when they differ in their interactions
with higher organism hosts. For example, different
strains of a given Rhizobium species are nitrogen-
fixing mutualists of different leguminous plant hosts.
Each bacterial species, whether it associates with
higher organisms or not, appears to be a radiation
of closely related strains which may dilfer signifi-
cantly in the ecological niches they exploit and which
contribute to even greater bacterial diversity. Decid-
ing the level of detail desirable in diversity studies
and evaluating the feasibility of obtaining a complete
catalog ol bacterial diversity in all but the most spe-
cies-poor environments are ongoing concerns.

Currently, there are 36 monophyletic divisions of
bacteria (Fig. 2). These range from the Proteobac-
teria, a division which includes a great many well-
characterized species, to the Acidobacterium divi-
sion, which has only three cultivated species, and
the 13 “candidate” divisions (Hugenholtz et al., 1998)
which currently lack characterized species alto-
gether. Several additional division-level lineages are
only represented by unique environmental 165 rRNA
sequences. The total number of bacterial divisions is

unknown but almost certainly in excess of 40. In
addition to their phylogenetic coherence, some divi-
sions are also unified in ecophysiological function
(the Cyanobacteria, the Green Sulfur Bacteria, etc.),
but it is important to note that this is the exception
rather than the rule. For example, the Proteobacteria
division includes numerous different physiological
types ranging from aerobic heterotrophs to strictly
anaerobic photoautotrophs and obligate intracellular
parasites. The degree of physiological diversity
within many divisions is unknown and is particularly
problematic for divisions having no characterized
species.

The combination of molecular phylogenetic analy-
sis and classical physiological characterization pro-
vides a powerful approach for identifying new bacte-
rial species and placing them into a phylogenetically
coherent framework, but bacterial diversity presents
an imposing challenge at all levels. Currently, there
are only about 4000 validly published bacterial spe-
cies representing 728 genera. A total of only about
8000 bacterial 16S rRNA gene sequences are cur-
rently available. It is clear that only a small fraction
of bacterial diversity has been cataloged, even for
most well-studied environments. The vast majority
of bacteria have not been cultivated and unknown
16S rRNA gene sequences are routinely recovered.
In addition, many ecosystems, particularly in the
tropics, await detailed study. Even common and eas-
ily accessed environments, such as temperate terres-
trial soils and [reshwater sediments, have been the
subjects of lew systematic surveys. Currently, it
seems unlikely that an accurate estimate of bacterial
diversity can be presented or defended.

lll. ARCHAEAL DIVERSITY

The Archaea, like the Bacteria, are prokaryotic in
terms of their cellular architecture. They reproduce
asexually and depend on dissolved substances for
carbon and energy. There, however, the similarity
between the two domains ends. The Archaea are
quite different from the Bacteria in the cell wall poly-
mers they produce, their unusual lipids, resistance to
broad spectrum antibiotics that inhibit most bacteria,
and numerous details of their information processing
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Fig. 2. Phylogenetic tree showing the 36 currently recognized divisions of the Bacteria. Wedges represent
division level groups of two or more sequences. Divisions containing characterized species are shown
in black, and those containing only environmental sequences are shown in outline (reproduced with
permission from Hugenholtz et al., 1998). Scale bar represents 0.10 base changes per nucleotide in the

16S rRNA gene sequences examined.

machinery. The discovery by Carl Woese that the
Archaea constitute a distinct monophyletic domain
divergent from both the Bacteria and the Eucarya
(Fig. 1) not only made sense of the disparate charac-
teristics of these organisms but also it revolutionized
our understanding of the evolution and diversity ot
life on Earth.

Most of the Archaea that have been validly de-
scribed and published are extremophiles falling
into four major categories. These include the high
salt-requiring extreme halophiles, the anaerobic

methane-producing methanogens, various types of
Archaea that grow optimally at extremely high tem-
peratures (thermophiles or hyperthermophiles), and
the cell wall-less archaeon Thermoplasma. The
United States National Center for Biological Informa-
tion GenBank database in 1999 listed only 63 genera
and 175 described species of Archaea. Several hun-
dred sequences from unknown Archaea are also
available, but we cannot make predictions about the

characteristics of these organisms. Some general fea-

tures of the known archaeal groups are given here.
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The extreme halophiles inhabit highly saline envi-
ronments and generally require oxygen and at least
1.5 M NaCl for growth. Virtually all these organisms
can grow at saturating levels of salt. Although such
highly saline environments are relatively rare, the
extremely halophilic Archaea display a surprising
diversity of cell morphologies, from rods and cocci
to flattened disks, triangles, and rectangles. Given
the unusual environment in which these organisms
grow, the currently described nine genera may in-
clude most of the diversity of extreme halophiles.

The methanogens are restricted to anoxic habitats
and all produce methane. Suitable habitats for metha-
nogens are much more common than the high-salt
environments required by the extreme halophiles
and consequently the known diversity of methano-
gens is greater. There are seven major groups of
methanogens containing at least 25 genera, including
extremely halophilic methanogens, some methano-
gens that require highly alkaline growth conditions,
and several thermophilic types. Major methanogenic
habitats include soils ranging [rom pH neutral to
acidic peat-rich soils, all types of freshwater sedi-
merts, both geothermally heated and unheated ma-
rine sediments, and the digestive tracts of higher
animals, such as ruminants, and those of arthropods,
including insects and crustaceans. Given this broad
range of methanogenic environments, it is clear that
the diversity of these organisms could greatly exceed
the current rather sparse collection of species.

The hyperthermophilic Archaea include all non-
methanogenic organisms that require temperatures
in excess of 80°C for optimum growth. These Arch-
aea are the most extremely thermophilic of all known
organisms and several can grow al temperatures in
excess of 100°C. Most hyperthermophiles are obli-
gate anaerobes and most use reduced sulfur com-
pounds (mineral sulfur or H,S) in their metabolism.
Ideal conditions for these organisms can be found
in sulfur and sulfide-rich geothermally heated waters,
such as those of hot springs and deep-sea hydrother-
mal vents. Although such habitats can have ex-
tremely low pH values, most hyperthermophiles have
been recovered from neutral pH to mildly acidic loca-
tions. The widespread occurrence of geothermally
heated waters, soils, and sediments, and the range of
pH values and nutrient chemistries occurring within

them, tends to support the idea of substantial diver-
sity of hyperthermophilic Archaea. Certainly, the
current catalog contains a broad range of organisms
differing in physiology and growth requirements.

Thermoplasma, the cell wall-less thermophilic
Archaeon, appears to be very restricted in its habitat
range. All but one strain of this organism has been
isolated from self-heating coal refuse piles. Although
other, less transient habitats for this organism have
been sought, only one strain of Thermoplasma has
been recovered from geothermal environments. With
such a limited distribution and narrow habitat range,
this archaeal subdivision would be predicted to have
very limited diversity.

Based on 16S rRNA gene sequence analysis, these
diverse organisms can be readily grouped into two
major divisions (kingdoms; Fig. 3). The Eury-
archaeota include the halophilic and methanogenic
Archaea growing at moderate temperatures and
Thermoplasma. The Crenarchaeota include all the
hyperthermophilic organisms. It is easy to see why
most researchers have long considered Archaea to
be confined to extreme environments and thus likely
1o be restricted to very limited diversity. However,
new lindings from moderate- to low-temperature en-
vironments show that unknown Archaea are promi-
nent members of the microbial communities found
there. DNA extracted from samples of soils, marine
and freshwater sediments, marine plankton, sponges,
and the gut contents of holothurians (sea cucumbers)
all contained 16S rRNA sequences specific to the
Archaea. Archaea from these environments include
a crenarchaeotal group that represents as much as
20% of the planktonic marine prokaryote assemblage
(Fuhrman and Davis, 1997) and appears to occur
in both surface and deep marine waters worldwide.
Sequences related to this marine group have also
been recovered from freshwater sediments and ter-
restrial soils. Two newly recognized marine euryar-
chaeotal groups distantly related to Thermoplasma
have also been discovered (Fuhrman and Davis,
1997). None of these organisms have been isolated
into pure culture and little can be deduced about
their physiologies and growth requirements. All that
we currently know is that the Archaea are more
diverse and far more abundant in nonextreme envi-
ronments than was previously thought. It is worth-
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while to consider that we have had the molecular
biological tools required for discovery of these un-
known Archaea for only a short time and that the
Archaea have only been considered a separate do-
main for slightly longer than 20 years. We need to
know a great deal more than we currently know in
order to develop any meaningful estimates of arch-
aeal diversity or any clear realization of their signif-
cance in most environments.

IV. FUNGAL DIVERSITY

The fungi are an extremely diverse division of the
Eucarya that includes both unicellular species and
species that grow as finely divided networks of fila-
ments called hyphae. Unicellular species are all mi-
croscopic, but hyphal networks can support fruiting
bodies that are readily visible without magnification.
All are included among the microorganisms on the
basis of their lack of differentiated tissues. Primary
features that distinguish the fungi from other Euc-
arya are (i) use of chitin as a cell wall polymer (but
not in all fungi) and (ii) the absence of photopig-
ments. Fungal nutritional requirements and core
metabolic processes are neither unusual for eukary-
otes nor particularly diverse. However, their mor-
phologies and life cycles display considerable diver-
sity, providing the basis for classical [ungal
taxonomy. This scheme has a serious limitation in
that mature reproductive structures are required for
correct identification of some organisms and these
structures can be difficult to find or are produced
haphazardly by some fungi. The operational solution
to this problem has been inclusion of all fungi for
which sexual reproductive structures have not been
seen in a single polyphyletic subdivision. The seven
classically defined fungal taxonomic subdivisions are
given here.

The Ascomycota (Ascomycetes or sac fungi) in-
clude about 35,000 described species. Many species
of the red, brown, and blue-green molds that cause
food spoilage, as well as the powdery mildews that
cause Dutch elm disease and chestnut blight, are
Ascomycetes. The Basidiomycota (Basidiomycetes or
club fungi) include about 30,000 known species.

Among these are the smuts, rusts, shelf fungi, stink-
horns, puffballs, toadstools, mushrooms, and bird’s
nest fungi. The human pathogen Cryptococcus neo-
formans, which causes cryptococcosis, is also a Basid-
iomycete, as are the important plant pathogens. the
smuts and rusts. The Zygomycota (Zygomycetes) in-
clude about 600 known species. Among these are
the common bread molds and a few species parasitic
on plants and animals. The Deuteromycota (Deutero-
mycetes or fungi imperfecti) include all species for
which a sexual reproductive phase has not been ob-
served—about 30,000 known species. Several hu-
man pathogens, including the organisms causing
ringworm, athlete’s foot, and histoplasmosis, are in-
cluded in this group. The aflatoxin-producing species
Aspergillis flavus and A. parasiticus, important organ-
isms in fungal food poisonings, are also in this group.
Other Deuteromycetes are responsible for produc-
tion of antibiotics or are used in production of foods,
such as cheeses and soy sauce. When the reproduc-
tive (perfect) stage of a Deuteromycete is character-
ized, it is transferred from the fungi imperfecti to
the appropriate group. These four subdivisions of
fungi form a monophyletic cluster of true fungi. Mo-
lecular phylogenetic analysis has revealed that the
remaining three classically defined [ungal groups are
more closely related Lo other types of organisms than
to the lour true tungal subdivisions. The Oomycota
(OQomycetes or water molds) resemble fungi in that
they grow in a finely branched network of hyphal
filaments. However, the Oomycetes have cell walls
composed of cellulose, produce motile asexual zoo-
spores, and are closely related to the algal Phaeophyta
and Chrysophyta. The Oomycetes are saprotrophs
and several are important plant pathogens, the most
famous of which is Phytophthora infestans, the organ-
ism responsible {or the Irish potato famine. The Myx-
omycota (plasmodial slime molds; about 700 known
species) and Acrasiomycota (cellular slime molds;
about 50 known species) lack cell walls of any kind
during vegetative growth, display amoeboid motility,
and are related to the protozoa. Both types are sapro-
trophic and feed by phagocytosis. When food re-
sources become limiting, both types of slime molds
will form fruiting structures. None of the slime molds
are known to be important plant or animal parasites
or to produce commercially valuable products. How-
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ever, slime molds are significant participants in or-
ganic matter turnover in soils.

The major ecological functions of fungi are well
understood. Soil fungi are ubiquitous saprotrophs
and responsible for much of the decay of soil organic
matter. These organisms are highly adapted to the
saprotroph function, producing a variety of impor-
tant extracellular enzymes for degradation of insolu-
ble substrates and infiltrating the soil matrix and
decaying organic matter through hyphal growth. Al-
though primarily terrestrial, fungi are also found in
aquatic ecosystems, including highly saline intertidal
soils, and are particularly significant in the decay of
plant materials in these environments. Fungi are also
important members of the digestive tract flora of
many animals and actively participate in the break-
down of plant materials, particularly in the ruminant
animals and many insects.

Fungal growth at the expense of plant biomass is
not confined to dead biomass. Some fungi are also
very significant plant parasites responsible for eco-
nomically important damage to crop plants. The
complex relationship of the mycorrhizal fungi with
their plant hosts, which can be characterized as mu-
tualistic, parasitic, or fluctuating between these roles,
should not be overlooked in this regard. The mycor-
rhizae promote plant growth in many cases and are
very important agents in the structuring of plant
communities, but they can also damage their hosts
under stressful environmental conditions. Fungal
parasitism in some cases results in spoilage of food
products, particularly the seed heads of maturing
grain crops. An interesting fungus important in the
spoilage of grains is the Ascomycete Claviceps pur-
purea, which produces the alkaloid mycotoxin ergot.
Ergot is a potent hallucinogen and consumption of
ergot-contaminated rye is thought to have been the
cause of medieval dancing fits, in which the popula-
tions of whole villages danced wildly until exhausted.
Accusations of witchcratt and the resulting Salem
witch trials and executions may also have been due
Lo ergotism.

Although they are less frequently cited as inhabi-
tants of extreme environments than the extremist
species among the Bacteria or Archaea, the fungi can
grow across a broad range of environmental condi-
tions and include species that could certainly be con-

sidered extremophiles. In general, fungi can tolerate
greater extremes of salinity, pH, and desiccation than
non-extremophilic species of bacteria. The diverse
array of fungi participating in the lichen symbiosis
can be found from temperate to very cold and dry
environments worldwide. The microbiota of the rock
varnishes common in hot deserts and the endolithic
microflora growing within rocks in the Antarctic
dry valleys both include fungi. Fungi are found in
anaerobic environments including subsurface marine
sediments, water-saturated decaying organic matter.
the rumens of ruminant mammals, and the hindguts
of numerous insect species. Fungi inhabit soils hav-
ing temperatures from below freezing up to about
60°C. Any effort to catalog total fungal diversity
should certainly include such extreme environments,
which are clearly more common than is usually re-
alized.

There are between 72,000 and 100,000 known
species of fungi, but total species numbers have been
estimated at approximately 1.5 million, approxi-
mately six times the estimated number of vascular
plant species (Hawksworth and Rossman, 1997).
This estimate should certainly be considered conser-
vative since it does not include the mostly unde-
scribed fungi growing commensalistically, mutualis-
tically, or parasitically in or on animals. The
estimated millions of undescribed insect species in
the tropics are particularly noteworthy in this regard.
Since mutualistic and parasitic fungi are typically
quite host specific, many of these insect species may
harbor unknown fungi. Given the important ecologi-
cal functions of fungi as saproptrophs in organic
matter decomposition and symbionts of terrestrial
plants, it is sensible to consider plants first in esti-
mates of fungal diversity. However, the many in-
teractions of fungi with animals are easily over-
looked and a great many undescribed fungal species
are likely to be involved in them. The tropics, with
their abundance of plant and insect species that are
found nowhere else, likely represent the largest
global reservoir of undescribed fungi, and character-
ization of the diversity of tropical fungi has only
started.

The introduction of molecular biological methods
for phylogenetic characterization of fungi should
greatly facilitate identification of unknown species,
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particularly those that do not reliably produce fruit-
ing bodies. Classical description of new species on
the basis of morphological and life cycle characteris-
tics continues at a respectable rate, but most fungal
species, including many already available in culture,
herbarium, and private collections, have yet to be
validly described. It is certain that discovery of new
fungal species will be limited primarily by the re-
sources available for this effort for many years to
come,

V. ALGAL DIVERSITY

The algae are a diverse assemblage of photosyn-
thetic Eucarya. Most species are unicellular and thus
counted among microorganisms. Some are much
larger and these macroalgae will not be discussed
here. The algae all contain chlorophyll a as well as
a variety of additional pigments, giving them color-
ations ranging from green to yellow, red, and brown.
All algae carry out oxygenic photosynthesis and most
are essentially aquatic in character, including those
found at the surface of saturated soils. The algae
inhabit all moderate (i.e., nonextreme) marine and
freshwater environments that receive sufficient light
to support photosynthesis. They are also found in a
variety of unusual or extreme environments, includ-
ing Antarctic sea ice, mountain snow felds, hot
springs (up to maximum temperatures of about

60°C), and acidic waters (pH 4 or 3). A few species
are able to tolerate very dry environments, such as
dry soils, and the endolithic algae grow within rocks
in the extremely cold, dry environment of Antarctic
dry valleys. The halophilic Dunaliella can be found
in many salt lakes and is often the only oxygenic
phototroph present. The algae are ubiquitous, al-
though sometimes unnoticed, members of virtually
all microbial communities wherever light is avail-
able.

Algal diversity is impressive. There are at least
40,000 known algal species, with an extrapolated
total of more than 200,000 species. These organisms
are not monophyletic and their classical taxonomy
is largely based on morphology and a few key pheno-
typic traits. The most important of these is their
performance of oxygenic photosynthesis, their pano-
ply of photopigments, their cell wall siructure and
chemistry, and the carbon reserve materials they syn-
thesize when light is not a limiting resource. Consid-
eration of these traits lead to the division of the
algae into six major groups; the Chlorophytes, the
Euglenophytes, the Crysophytes, the Rhodophytes,
the Phaeophytes, and the Pyrrophytes (Table IT). This
phenotypic classilication system, although internally
consistent, does not reflect the evolutionary history
or the true phylogeny of the algae. The cyanobacteria,
once known as the Cyanophytes, are clearly bacteria
and should not be included among the algae. The
Chlorophytes and Rhodophytes are closely related

TABLE I
Characteristics of the Major Groups of Algae

Group Common name Morphology Photopigments Carbon reserves Cell wall
Chlorophytes Green algae Unicellular or Chlorophyll a and b Starch (a-1.4-glucan), su- Cellulose
macroscopic crose
Euglenophytes Euglenoids Unicellular Chlorophyll a and b Paramylon (B-1,2-glucan) None
Chysophytes Golden-brown Unicellular Chlorophyll q, ¢, Lipids Silicate
algae and e
Rhodophytes Red algae Unicellular or Chlorophyll a and Floridean starch («-1.,4- Cellulose
macroscopic d, phycocyanin, glucan and a-1,6-glu-
phycoeurythrin can), fluoridoside (glyc-
erol-galactoside)
Phaeophytes Brown algae Macroscopic Chlorophyll a and ¢, Laminarin (8-1,3-glucan), Cellulose
xanthophylls mannitol
Pyrrophytes Dinoflagellates Unicellular Chlorophyll a and ¢ Starch (a-1.4-glucan) Cellulose
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to the higher plants, but the Crysenbivies and Phaeo-
phytes are more closely related 10 the oomycetes.
and the Pyrrophytes are more closcly related to the
ciliated protozoa.

The major ecological functions ol the microalgae
are reasonably well understood. Algae are important
primary producers in most aquatic cnvironments,
including sediments exposed by tidal action, where
they can contribute to the formation ol elaborate and
highly active microbial mats. The algae contribute
an estimated 30~50% of global primary production
and are perhaps most significant in offshore marine
waters in which fixed carbon is in short supply. In
coastal marine systems, a quite different role of algae
is also observed. Many marine microalgae produce
potent toxins. Toxin-producing dinoflagellates com-
monly belonging to the genera Gymnodinium and
Gonyaulax can form massive blooms (red tides) re-
sulting in severe losses to fisheries. Recently, the
toxin-producing “ambush predator” dinoflagellate,
Pfiesteria piscicida, was identified as an important
pathogen responsible for fish kills along'the Atlantic
and Gulf coasts of North America. This organism
has a very complex life cycle, including 24 distinct
stages, and its toxin has potent activily against a
variety of animals, including humans. Toxic algal
blooms are increasing in frequernicy and have been
linked to sewage and agricultural runeff into coastal
marine waters and to transport of dinollagellate cysts
in ship ballast water. Such cnvironmental impacts
may acquaint us with other, once obscure taxa and
reveal additional capacities in better known or-
ganisms.

The majority of algal diversity remains to be de-
tected and described, and it is verv likely that numer-
ous new organisms will be recognized in the near
future. This may be particularly true of hloom-pro-
ducing species. However, the major algal phyloge-
netic lineages have probably been identified and im-
portant improvements in methods {or analyzing
photopigment profiles and ulgal marphologies
should facilitate recognition ol new microalgae in

field samples. Much work remanas, particularly in
terms of detailed phylogenetic winalvses but it is fair
to say that we understand the range of important
algal niches in the environmen: and 1.0 the major

ecotypes of algae have been :doatified

VI. PROTOZOAL DIVERSITY

Like the algae, the protozoa are a diverse collection
of eukaryotic microorganisms defined on the basis
of a small set of phenotypic traits. The protozoa lack
cell walls and pigmentation, and most are motile. The
absence of photopigments separates these organisms
taxonomically from the algae (Euglenophytes and
Pyrrophytes are currently placed in the algae) and
motility distinguishes them from the true fungi. The
slime molds are motile, phylogenetically related to
the protozoa, and probably should be counted among
them. The protozoa are very widely distributed, in-
habiting all aquatic environments in which tempera-
tures are above {reezing but below about 60°C as
well as soils and the digestive tracts of many animals.
The major ecological function of the protozoa is as
primary consumers of other microorganisms, and
they are important predators on bacteria, small mi-
croalgae, and each other. Protozoa can also take up
high-molecular-weight organic solutes and colloids
by means of pinocytosis and low-molecular-weight
organic molecules by simple diffusion. Some proto-
zoa grow primarily as saptrotrophs, whereas others
are important parasites of higher organisms. About
40,000 known species of protozoa have been docu-
mented, but this may be less than 25% of the total.

The major taxonomic groups of protozoa are the
Mastigophora, the Sarcodina, the Ciliophora, and the
Sporozoa. The Mastigophora are motile by means of
flagella and are commonly known as flagellates. They
are closely allied with the Fuglenophytes, which are
capable of purely heterotrophic growth and can lose
their chloroplasts if maintained in the dark. Impor-
tant flagellate parasites of higher organisms include
the trypanosomes, such as Trypanosoma gambiense.
the organism responsible for African sleeping sick-
ness. The Sarcodina include the amoebas, which lack
shells, and the foraminifera, which produce calcium
carbonate shells during active growth. The Cilio-
phora are motile by means of cilia and feed primarily
on particulate materials and microbial cells. Few cili-
ates are parasitic on higher organisms. n contrast,
the Sporozoa are all obligate parasites. This large
group is characterized by the lack of motile adult
stages and by absorption of organic solutes as their
primary means of obtaining nutrition. The Sporozoa
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include the plasmodia, which are the pathogens re-
sponsible for malaria.

As is the case for the algae, the protozoa are not
monophyletic. Phylogenetic analysis has revealed
that the Ciliophora and Pyrrophytes are more closely
related to each other than to the other protozoal or
algal groups. Mastigophora and Euglenophytes are
also more closely related to each other than to other
groups. The Sporozoa are very diverse and include
some lineages that are highly divergent from all other
known eukaryotic lines of descent. Data from more
protozoa, particularly among the Sporozoa, will be
required to fully evaluate the several known phyloge-
netic lineages and to properly place newly discovered
lineages. Such data will also be very helpful in elimi-
nating synonymous species from the published liter-
ature.

Considerations of the ecological functions of the
protozoa, as well as the absence of solid evidence for
specific geographic distributions of protozoal spe-
cies, imply fairly restricted species diversity for these
organisms (Finlay et al., 1998). The best studied
large protozoal group in terms of diversity is the
Ciliophora native to marine and freshwater sedi-
ments. Only about 3000 species are known, but based
on the appearance of certain species in all suitable
habitats these may represent the majority of extant
species. In other environments even ciliate diversity
is poorly characterized. Foissner (1997) estimated
that 70-80% of soil ciliates are unknown and that
global diversity of these organisms is in the range of
1300-2000 species. Ciliates in the digestive tracts of
animals are also very poorly characterized and may
represent a substantial pool of undocumented proto-
zoal diversity. Certainly the gut flora of an animal
species would be considered to reflect the habital,
population structure, food source(s), and digestive
tract architecture of that animal and consequently
be somewhat characteristic of that species. The diver-
sity of all other groups of protozoa is much more
poorly characterized than that of the ciliates, and
estimates of 200,000 protozoal species may not be ex-
cessive.

Although the taxonomic characterization of proto-
zoa remaius difficult and time-consuming, molecular
biological methods for phylogenetic analysis should
greatly facilitate identification and description of new

species. Given the ubiquity of some protozoal species
across suitable habitats worldwide (Finlay et al.,
1998), characterization of protozoal diversity in cer-
tain habitats may not be as difficult as currently
thought. The largest underexplored reservoir of pro-
tozoal diversity appears to be animals, particularly
arthropods, in which important protozoal digestive
tract flora can be abundant and are poorly character-
ized. This presents a particular problem in the case
of endangered animal species, whose {lora may also
be lost in the event of extinction.

VIl. VIRAL DIVERSITY

No matter whether it is more correct to consider
viruses as “living organisms” or as renegade genome
fragments, the viruses have very important impacts
on other types of organisms and should not be ne-
glected in discussions of microbial diversity. These
obligately parasitic entities have no independent
physiological activities and require a suitable host
for reproduction, which damages or destroys host
cells. The importance and success of viruses as para-
sites in higher organisms is well-known. Numerous
illnesses in animals and plants have viral origins and
the rapidity with which viruses spread through a
susceptible host population can be alarming. The
Influenza pandemic of 1918 was particularly note-
worthy for its rapid propagation and lethality. Identi-
fication of such pathogenic viral strains and develop-
ment of vaccines against them are foci of major
national and international efforts.

In addition to the damage done by out-of-control
viral reproduction, many viruses can affect their
hosts more subtly through genetic modification.
Temperate viruses can insert their genome into that
of an appropriate host and be propagated as a stable
provirus within the host for many generations. This
interaction, called lysogeny in bacteria—virus sys-
tems, is a form of recombination and can confer new
properties to the host. Important examples of this
type of recombination-driven change in host pheno-
type are provided by the pathogenicity islands of
Vibrio cholerae, enterohemorrhagic Escherichia coli
strains, and some other enteric pathogens. These
bacterial species and strains display pathogenic traits,
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such as adhesion to specific host receptors and toxin
production, only if the correct provirus (prophage)
is present. The genetic modifications brought about
by lysogeny can not only dictate whether or not a
host bacterium is pathogenic but also control the
severity of infection by the recombinant pathogen.
Many organisms, particularly microorganisms, har-
bor proviruses or provirus-like sequences in their
genomes and the importance of most of these to the
host organisms is unknown. Although we have been
chiefly interested in viruses that infect humans, our
domesticated animals, and crop plants, all types of
organisms have viral parasites. The impacts of these
less studied viruses on their host populations in na-
ture are only beginning to be unraveled. Recent find-
ings indicate that viruses are active participants in
microbial food web processes and may exert some
control over microbial population dynamics in
nature.

Perhaps the diversity of no other microbial group
is as poorly characterized and as widely underesti-
mated as that of the viruses. This is partly due to
difficulties in identifying and cultivating the host
organisms necessary for propagating the viruses
found in the environment. Viral taxonomy, which
was long dependent on phenotypic characteristics,
such as host range, symptoms of infection, morphol-
ogy of the viral particle, and the type of nucleic acid
(single-stranded DNA or RNA or double-stranded
DNA or RNA) composing the genome, now also em-
ploys nucleotide sequence analysis of viral genomes.
However, most types of viruses remain to be identi-
fied and no hosts for these organisms are known.
There are about 6500 described species of viruses,
including 2500 animal viruses, 2000 plant viruses,
and 2000 bacterial viruses. However, the total num-
ber of virus species has been estimated to be 300,000,
and this may be a significant underestimate of true
viral diversity.

Recent findings, particularly in aquatic systems,
show that viruses are extremely numerous in nature
(Paul et al., 1996). Viral numbers are typically on
the order of 10" to 10" virions per liter of water and
estimates of viral production in nature are very high.
From 1 to 4% of bacteria in freshwater and marine
systems contain mature viruses and. since complete
viruses are only visible in cells during the final 10%

of the viral replication cycle, actual frequencies of
infected cells could be much higher. In addition, as
many as 4% of bacteria in coastal marine waters may
contain stable proviruses and much higher propor-
tions of culturable aquatic species are known to be
lysogenic. Viruses are present in all the microbial
environments that have been examined to date and
with numbers as high as those reported for aquatic
systems, and because of the diversity of morphologies
observed it is clear that viruses represent a vastly
underestimated pool of microbial diversity. This is
particularly apparent when we consider the fact that
more than 70 different viruses, representing six ma-
jor viral groups, have been isolated using a single
marine bacterium as the host strain (Paul et al.,
1996). If this pattern holds true across all types of
organisms, and there is no compelling reason to think
that it may not, viral diversity is much greater than
currently appreciated. In addition, many viruses are
quite mutable, adding genetic variation among re-
lated strains to the already large task of cataloging
viral diversity. It is likely that each viral isolate repre-
sents only one of a radiation of closely related but
distinguishable genotypes. This additional diversity
within strains is not inconsequential, as is clear from
the differences in pathogenicity among different vari-
ants of HIV and influenza A.

Although the occasional human pathogen, such
as the Ebola virus, introduces itself through grim
displays of lethality, most viruses will only be discov-
ered and described through painstaking, systematic
efforts. It is clear that this will require a major com-
mitment of time and resources, but the foundations
for describing natural viral diversity have been laid
and this effort can be now undertaken with some
expectation of long-term success. A key consider-
ation is the types of microbial, plant, and animal
hosts that should be emphasized in these studies
although, as Ebola illustrates, the host range for a
given virus may prove very elusive.

VIil. TOWARD A FUNCTIONAL SURVEY
OF MICROBIAL DIVERSITY

Currently, most of the earth’s microbial diversity
is completely unknown and current estimates of the
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numbers of species extant are widely considered to
be significant underestimates. The microbiota likely
dominate global biodiversity, and efforts to charac-
terize microbial diversity and to determine the inter-
play between this diversity and ecosystem function
have recently accelerated. Given the ever-expanding
rate of global change brought about by human activi-
ties, two extremely important organizing toci for di-
versity assessment can be identified.

First, habitats that are currently threatened by hu-
man activities are clearly of immediate interest to
diversity survey efforts. Most tropical regions of the
world are either severely human impacted or threat-
ened. This is of particular interest since these regions
are home to an enormous diversity of plant and ani-
mal species. Each of these higher organism species
is host to numerous commensal, mutualist, and para-
sitic microorganisms, and when a host organism
faces extinction so too may some members of its
microflora. Bioprospecting in the tropics for microor-
ganisms that produce useful products has begun, but
many novel species may be lost before they can be
documented and preserved. Consideration of habitat
loss and the potential for host organism extinction
provide spatial and temporal frames of reference for
microbial diversity survey efforts.

Second, some microbial activities, such as nitrogen
[ixation, primary production, and methane oxida-
tion, are clearly essential to proper ecosystem func-
tion and are restricted to specific functional groups of
microorganisms. The diversity of a given functional
group may be limited, as seems to be the case for
methane-oxidizing bacteria and for nitrogen-fixing
bacteria in some habitats. Low diversity may also
be an important consideration for microorganisms
that grow in symbiotic relationships with higher or-
ganisms in which the degree of specificity of the
microorganisms for their hosts can be great. If the
active species within an essential microbial func-
tional group are lost due to habitat modification or
local extinction of a higher organism host species,
key local ecosystem functions could deteriorate.
Evaluation of environmentally sensitive, low-diver-
sity functional groups provides a rationale for explor-
ing connections between microbial diversity and eco-
system function and an ecological focus for diversity
survey efforts.

TABLE 1l
Web Sites Providing Taxonomic or Phylogenetic
Information on Microorganisms?

Web sites for bacterial nomenclature
hitp:/fwww-sv.cict.fr/bacterio/ (J. P. Euzeby)
http://www.dsmz.de/bactnom/bactname htm (Web site of

the DSM7Z, M. Kracht, database administrator)

Index of fungi (not free of charge)
http:/iwww.cabi.org/catalog/taxonomy/indfungi. htm

(CABI)

Index of viruses
http:/life.anu.edu.au/viruses/lctv/index.html

Other sites with links to culture collections, databases, and

phylogenetic analysis

http://www.cme.msu.edu/RDP (Ribosome Database Project,
B. L. Maidak, curator)

http://wdem.nig.ac.jp/ (WDCM, World Data Centre for
Microorganisms)

http://ftp.ccug.gu.se/ (CCUG)

“ Information provided by Dr. Manfred Kracht, Deutsche Sam-
mlung von Mikroorganismen und Zellkulturen GmbH, Braunsch-
weig, Germany.

Clearly, much work will have to be done to support
a meaningful assessment of microbial diversity. How-
ever, the technology necessary to pursue this effort
exists, and some important work has already been
done. Compiling this information and systematic
elimination of synonymous listings will be greatly
facilitated by use of the World Wide Web, and several
relevant websites have already been constructed (Ta-
ble 111). The future will certainly produce a much
greater understanding of the extent and importance
of microbial diversity and most likely even more
questions.

See Also the Following Articles
ARCHAEA * ECOLOGY, MICROBIAL * FUNGIT, FiLAMENTOUS * ORIGIN
OF LIFE « Viruses, OVERVIEW
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I. Damage

Il. Direct Removal Mechanisms

Base Excision Repair

Nucleotide Excision Repair

V. Transcription-Coupled Nucleotide Excision Repair
Mismatch Correction

GLOSSARY

endonuclease Nuclease that hydrolyzes internal phospho-
diester bonds.

excision Removal of damaged nucleotides from incised nu-
cleic acids.

exonuclease Nuclease that hydrolyzes terminal phospho-
diester bonds.

glycosylase FEnzymes that hydrolyze N-glycosyl bonds
linking purines and pyrinidines 1o carbohydrate compo-
nents of nucleic acids.

incision Endonucleolytic break in damaged nucleic acids.

ligation
in repair.

Phosphodiester bond formation as the hinal stage

nuclease Enzyme that hydrolyzes in the internucleotide
phosphodiester bonds in nucleic acids.

resynthesis
gions of damaged nucleic acids.

transcription The synthesis of messenger and RNA from
template DNA.

Polymerization of nucleotides into excised re-

THE ABILITY OF CELLS to survive hostile environ-
ments 1s due, in part, to surveillance systems which
recognize damaged sites in DNA and are capable of
either reversing the damage or of removing damaged
bases or nucleotides, generating sites which lead to a
cascade of events restoring DNA to its original struc-
tural and biological integrity.

Encyclopedia of Microbiology, Volume 2
SECOND EDITION

7

Both endogenous and exogenous environmental
agents can damage DNA. Many repair systems are
regulated by the stressful effects of such damage,
affecting the levels of responsible enzymes, or by
modifying their specificity. Repair enzymes appear
to be the most highly conserved proteins showing
their important role throughout evolution. The en-
zyme systems can directly reverse the damage to
form the normal purine or pyrimidine bases or the
modified bases can be removed together with sur-
rounding bases through a succession of events in-
volving nucleases, DNA-polymerizing enzymes, and
polynucleotide ligases which assist in restoring the
biological and genetic integrity to DNA.

|. DAMAGE

As a target for damage, DNA possesses a multitude
of sites which differ in their receptiveness to modifi-
cation. On a stereochemical level, nucleotides in the
major groove are more receptive to modification than
those in the minor groove, the termini of DNA chains
expose reactive groups, and some atoms of a purine
or pyrimidine are more susceptible than others. As
a consequence, the structure of DNA represents a
heterogeneous target in which certain nucleotide se-
quences also contribute to the susceptibility of DNA
to genotoxic agents.

A. Endogenous Damage

Even at physiological pH’s and temperatures in the
absence of extraneous agents, the primary structure
of DNA undergoes alterations (Table I). Many spe-
cific reactions directly influence the informational

Copyright © 2000 by Academic Press.
All rights of reproduction in any form reserved.
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TABLE |
Hours Needed for a Single Event at pH 7.4 at 37°C

Molecular events

Single-stranded Double-stranded per genome
Event DNA (2 X 10° base pairs) DNA (2 X 10° base pairs) per day
Depurination 25 10 24 X 10°
Depyrimidination 50.8 200 12 X 107
Deamination of C 2.8 700 3.4 X 10!
Deamination of A 140.0 ? ?

content as well as the integrity of DNA. Although
the rate constants for many reactions are inherently
low, it is because of the enormous size of DNA and
its persistence in cellular life cycles that the accumu-
lation of these changes can have significant long-
term effects.

1. Deamination

The hydrolytic conversion of adenine to hypoxan-
thine, guanine to xanthine, and cytosine to uracil-
containing nucleotides is of sufficient magnitude to
affect the informational content of DNA (Fig. 1).

2. Depurination

The glycosylic bonds linking guanine in nucleo-
tides are especially sensitive to hydrolysis~—more
than the adenine and pyrimidine glycosylic links.
The result is that apurinic (or apyrimidinic sites) are

Paiing C=G Ui ==Aa
Cther esarnpie A=T - " i"GN=C
Adenine Hypoxanthine

Fig. 1. Deamination reactions have mutagenic conse-
guences because the deaminated bases cause false recog-
nition.

recognized by surveillance systems and as a conse-
quence are repaired.

3. Mismatched Bases

During the course of DNA replication there are
non-complementary nucleotides which are incor-
rectly incorporated into DNA and manage to escape
the editing functions of the DNA polymerases. The
proper sttand and the mismatched base are recog-
nized and repaired.

4. Metabolic Damage

When thymine incorporation into DNA is limited
either through restricted precursor UTP availability
or through inhibition of the thymidylate synthetase
system, dUTP is utilized as a substitute for thymidine
triphosphate. The presence of uracil is identified as
a damaged site and acted on by repair processes.

5. Oxygen Damage

The production of oxygen, superoxide, or hy-
droxyl radicals as a metabolic consequence, as well as
the oxidative reactions at inflammatory sites, causes
sugar destruction which eventually leads to strand
breakage.

B. Exogenous Damage

The concept of DNA repair in biological systems
arose from studies by photohiologists and radiobiolo-
gists who studied the viability and mutagenicity in
biological systems exposed to either ionizing or ultra-
violet (UV) irradiation. Target theories. derived from
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the random statistical nature of photon bombard-
ment. led to the identification of DNA as the primary
target for the cytotoxicity and mutagenicity of ultra-
violet light. In addition, most of the structural and
regulatory genes controlling DNA repair in Esche-
richia coli were identified, facilitating the isolation
and molecular characterization of the relevant en-
zymes and proteins.

1. lonizing Radiation

The primary cellular effect of ionizing radiation
(Fig. 2) is the radiolysis of water which mainly gener-
ates hydroxyl radicals (HO - ). The hydroxyl radical
is capable of abstracting protons from the C4’ posi-
tion of the deoxyribose moiety of DNA, thereby labi-
lizing the phosphodiester bonds and generating sin-
gle- and double-strand breaks. The pyrimidine bases
are also subject to HO - addition reactions.

2. Alkylation Damage
This modification occurs on purine ring nitrogens
(cytotoxic adducts), at the O° position on guanine,
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and at the O4 positions of the pyrimidines (muta-
genic lesions) and the oxygen residues of the phos-
phodiester bonds of the DNA backbone (biologically
silent) (Fig. 3). Alkylating agents are environmen-
tally pervasive, arising indirectly from many food-
stuffs and from automobile exhaust in which internal
combustion of atmospheric nitrogen results in the
formation of nitrate and nitrites.

3. Bulky Adducts

Large, bulky polycyclic aromatic hydrocarbon
modification occurs primarily on the N?, N’, and C*
positions of guanine, invariably from the metabolic
activation of these large hydrophobic uncharged
macromolecules to their epoxide analogs (Fig. 4).
The major source of these substances is from the
combustion of tobacco, petroleum products, and
foodstuffs.

4. Ultraviolet Irradiation
Most of the UV photoproducts are chemically sta-
ble; their recognition provided direct biochemical
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Fig. 2. DNA backbone breakage by ionizing radiation.
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Fig. 3. The formation of alkylation sites in DNA exposed
to nitrites.

evidence for DNA repair. The major photoproducts
are 5,6-cyclobutane dimers of neighboring pyrimi-
dines (intrastrand dimers), 6,4-pyrimidine-pyrimi-
done dimers (6-4 adducts), and 5,6-water-addition
products of cytosine (cytosine hydrates).

OGS

BENZ (a) PYRENE

{anti) (syn)

BENZ (o) PYRENE DIOLEPOXIDES

Fig. 4. Bulky adducts formed in DNA exposed to benz(a)-
pyrene.

Il. DIRECT REMOVAL MECHANISMS

The simplest repair mechanisms involve the direct
photoreversal of pyrimidine dimers to their normal
homologs and the removal of O-alkyl groups from
the O°-methylguanine and from the phosphotriester
backbone as a consequence of alkylation damage
to DNA.

A. Photolyases (Photoreversal)

The direct reversal of pyrimidine dimers to the
monomeric pyrimidines is the simplest mechanism,
and it i1s chronologically the first mechanism de-
scribed for the repair of photochemically damaged
DNA (Fig. 5). It is a unique mechanism characterized
by a requirement for visible light as the sole source
of energy for breaking two carbon-carbon bonds.

The enzyme protein has two associated light-ab-
sorbing molecules (chromophores) which can form
an active light-dependent enzyme. One of the chro-
mophores is FADH, and the other is either a pterin
or a deazaflavin able to absorb the effective wave-
lengths of 365-400 nm required for photoreactiva-
tion of pyrimidine dimers. It is suggested that photo-
reversal involves energy transfer {rom the pterin
molecule to FADH, with electron transfer to the py-
rimidine dimer resulting in nonsynchronous cleav-
age of the C’ and C° cyclobutane bonds. Enzymes
that carry out photoreactivation have been identified
in both prokaryotes and eukaryotes.

B. Alkyl Group Removal
(Methy! Transferas2s)

Bacterial cells pretreated with less than cytotoxic
or genotoxic levels of alkylating agents before lethal
or mutagenic doses are more resistant (Fig. 6). This
is an adaptive phenomenon with anti-mutagenic and
anti-cytotoxic significance. During this adaptive pe-
riod, a 39-kDa Ada protein is synthesized that spe-
cifically removes a methyl group from a phospho-
triester bond and from an O"methyl group of
guanine (or from O*-methyl thymine). The O°
methvl group of guanine is not liberated as free O
merhvl guanine during this process, but it is trans-
ferred directly from the alkylated DNA to this
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E. coli

photolyase
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FADH + pterin

N CHs CH 3
— 2 ] ]
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—.-Q-b— )

Fig. 5. The direct photoreversal of pyrimidine dimers in the presence of visible light.

protein; the Ada protein (methyl transferase) and an
unmodified guanine are simultaneously generated.
These alkyl groups specifically methylate cysteine 69
and cysteine 321, respectively, in the protein.

The methyl transferase is used stoichiometrically
in the process (does not turnover) and is perma-
nently inactivated in the process. Nascent enzyme,

C321

OeMeGuanine
OMe

QsMeG

however, is generated because the mono- or dimeth-
ylated transferase activates transcription of its own
“regulon” which includes, in addition to the ada gene,
the alk B gene of undefined activity and the alk A
gene which sponsors a DNA glycosylase. The latter
enzyme acts on 3-methyl adenine, 3-methyl guanine,
O’-methyl cytosine, and O’-methyl thymine. The

Guanine

Transferase

Unmethylated

»~

|| ald B ]

” ada !a.u'kB | an'kA

Methylated

MeC

69

MeC
321

Fig. 6. The direct reversal of alkylation darmage removes such groups from the DNA

backbone and the Of position of guanine. Such alkyl groups are transferred directly
to specific cysteine residues on the transferase, the levels of which are influenced
adaptively by the levels of the alkylating agents. The methyiation of the transferase
inactivates the enzyme which is used up stoichiometrically in the reaction. The alkyl-
ated transferase acts as a positive transcriptive signal turning on the synthesis of unique
mRNA. Regulation of transferase levels may be influenced by a unique protease.
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Fig. 7. DNA glycosylases hydrolyze the N-glycosyl bond
between damaged bases and deoxyribose generating an
AP (apyrimidinic or apurinic) site (arrow).

methylated Ada protein can specifically bind to the
operator of the ada gene acting as a positive regulator.
Down regulation may be controlled by proteases act-
ing at two hinge sites in the Ada protein.

lll. BASE EXCISION REPAIR

A. Base Excision Repair by
Glycosylases and Apyrimidinic or
Apurinic Endonucleases

Bases modified by deamination can be repaired by
a group of enzymes called DNA glycosylases, which
specifically hydrolyze the N-glycosyl bond of that
base and the deoxyribose of the DNA backbone gen-
erating an apyrimidinic or an apurinic site (AP site)
(Fig. 7). These are small, highly specific enzymes
which require no cofactor for functioning. They are
the most highly conserved proteins, attesting to the
evolutionary unity both structurally and mechanisti-
cally from bacteria to man. As a consequence of DNA
glycosylase action, the AP sites generated in the DNA
are acted on by a phosphodiesterase (Fig. 8) specific

AP endonuclease

Fig. 8. Endonucleases recognize AP sites and hydrolyze
the phosphodiester bonds 3', 5, or both sides of the deoxy-
ribose moiety in damaged DNA.

for such sites which can nick the DNA 5" and/or 3’
to such damaged sites. If there is a sequential action
of a 5" acting and a 3" acting AP endonuclease, the
AP site is excised generating a gap in the DNA strand.

B. Glycosylase-Associated AP
Endonucleases

An enzyme from bacteria and phage-infected bac-
teria, encoded in the latter case by a single gene
(den), hydrolyzes the N-glycosyl bond of the 5' thy-
mine moiety of a pyrimidine dimer followed by hy-
drolysis of the phosphodiester bond between the two
thymine residues of the dimer (Fig. 9). This enzyme,

O=
NH, %

N

O
J H
-O-C= -0 °H+——-

Fig. 9. The same enzyme that can hydrolyze the N-glycosy!
residue of a damaged nucleotide also hydrolyzes the phos-
phodiester bond linking the AP site generated in the first
N-glycosylase reaction.
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referred to as the pyrimidine dimer DNA glycosylase,
1s found in Micrococcus luteus and phage T4-infected
E. coli. This small uncomplicated enzyme does not
require cofactors and is presumed to act by a series
of linked 3 elimination reactions. An enzyme behav-
ing in a similar glycosylase—endonuclease fashion
but acting on the radiolysis product of thymine is
thymine glycol, which has been isolated from E. coli
and is referred to as endonuclease 1.

IV. NUCLEOTIDE EXCISION REPAIR

The ideal repair system is one that is somewhat
indiscriminate and which can respond to virtually
any kind of damage. Such a repair system has been
characterized in E. coli in which it consists of at least
six gene products of the uvr system. This ensemble
of proteins consists of the UvrA protein that binds
as a dimer to DNA in the presence of ATP, followed
by the UvrB protein which cannot bind DNA by
itself. Translocation of the UvrA,B complex from
initial undamaged DNA sijtes to damaged sites is
driven by a cryptic ATPase associated with UvrB
which is activated by the formation of the UvrA,B-
undamaged DNA complex. This complex is now
poised for endonucleolytic activity catalyzed by the
interaction of the UvrA,B-damaged DNA complex
with UvrC to generate two nicks in the DNA seven
nucleotides 5” to the damaged site and the three or
four nucleotides 3’ to the same site. These sites of
breakage are invariant regardless of the nature of the
damage. In the presence of the UvrD (helicase II1),
DNA polymerase 1, and substrate deoxynucleoside
triphosphates, the damaged fragment is released and
this is accompanied by the turnover of the UvrA,
UvrB, and UvrC proteins. The continuity of the DNA
helix is maintained based on the sequence of the
opposite strand. The final integrity of the interrupted
strands is restored by the action of DNA polymerase 1,
which copies the other strand, and by polynucleotide
ligase, which seals the gap (Fig. 10). The levels of
the Uvr proteins are regulated in E. coli by an “SOS”
regulon monitoring many genes, including uvrA,
uvrB, possibly uvrC, and uvrD, as part of the excision
repair system, It also includes the regulators of the
SOS system. the uvrD and recA proteins; cell division

genes sulA and sulB; recombination genes recA, recN,
recQ uvrD, and ruv; mutagenic by-pass mechanisms
(umuDC and recA): damage-inducible genes; and the
lysogenic phage A. The LexA protein negatively regu-
lates these genes as a repressor by binding to unique
operator regions. When the DNA is damaged (e.g.,
by UV light), a signal in the form of a DNA repair
intermediate induces the synthesis of the RecA pro-
tein. When induced, the RecA protein acts as a prote-
ase assisting the LexA protein to degrade itself, acti-
vating its own synthesis and that of the RecA protein
as well as approximately 20 other genes. These genes
permit the survival of the cell in the face of life-
threatening environmental damages. Upon repair of
the damaged DNA, the level of the signal subsides,
reducing the level of RecA and thus stabilizing the
integrity of the intact LexA protein and its repressive
properties on all the other genes (Fig. 11). Then the
cell returns to its normal state.

V. TRANSCRIPTION-COUPLED
NUCLEOTIDE EXCISION REPAIR

It appears that the structural and biological spe-
cificty associated with transcriptional processes limit
DNA repair to those damaged regions of the chromo-
some undergoing transcription and that damage in
those quiescent regions is persistent. Within ex-
pressed genes the repair process is selective for the
transcribed DNA strand [or damage such as pyrimi-
dine dimers, and this “coupling” to transcription has
been shown in E. coli. As a consequence, DNA repair
occurs preferentially in active transcribed genes.
Preferential repair occurs in the transcribed strand in
actively expressed genes. Nucleotide excision repair
(NER) differs in the two separate DNA strands of
the lactose operon of UV-irradiated E. coli. The level
of repair examined in the uninduced condition is
about 50% after 20 min in both strands. As a conse-
quence of a 436-fold induction of B-galactosidase,
most of the dimers (70%) are removed from the
transcribed strand of the induced operon within 5
min, whereas the extent of repair in nontranscribed
strands is similar to that of the uninduced condition.
This selective removal of pyrimidine dimers from
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Fig. 10. Nucleotide excision reactions. In this multiprotein enzyme system the UvrABC pro-

teins catalyze a dual-incision reaction seven nucl

eotides 5' and three or four nucleotides 3’

to a damaged site. The UvrA protein, as a dimer, binds to undamaged sites initially and in
the presence of UvrB, whose cryptic ATPase is manifested in the presence of UvrA providing
the energy necessary for translocation to a damaged site. This pre-incision complex interacts
with UvrC, leading to the dual-incision reaction. The incised DNA-UvrABC does not turnover

and requires the coordinated participation of th
damaged fragment release and turnover of the U
restores to integrity the DNA stands.

the transcribed strand of a gene is abolished in the
absence of significant levels of transcription.

As shown in Figs. 12 and 13, the RNAP when
binding to its promoter site generates a defined dis-
tortion 3’ (downstream) to the RNAP binding site
which provides a “landing site” for the UvrA,B com-
plex. Strand specificity is dictated by the 5" — 3’
directionality of the UvrA,B helicase which can trans-
locate only on the non-transcribed strand because
RNAP interferes with the directionality on the lower
strand. Nicking occurs only on the strand opposite
to the strand which the UvrA.B endonuclease binds;
hence, it is the transcribed strand which is initially
repaired in this model.

e UvrD and DNA polymerase reactions for
vrABC proteins. Ligation, the final reaction,

A. Effect of Pyrimidine Dimers on
Transcription and Effect of RNAP
on Repair

T-T photodimers in the template strand constitute
an absolute block for transcription, whereas those
in the complementary strand have no effect. Irradia-
tion of cells with UV results in truncated tran-
scripts because the pyrimidine dimers become a
“stop” site. In the absence of ribonucleoside triphos-
phates, promoter-bound RNAP does not translo-
cate and, hence, has no effect on repair on a T-T
photo-dimer downstream from the transcriptional
initiation site no matter whether the photodimer
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Fig. 11. Regulation of the nucleotide excision pathway by the ''SOS’' system. The lex A
and phage A repressors negatively control a multitude of genes which are turned on
when bacterial cells are damaged. This leads to the over-production of the recA protein
which assists in the proteolysis of the LexA and phage A proteins, thereby derepressing
the controlled gene systems. When DNA is fully repaired the level of recA declines,
restoring the "’SOS” system to negative control.
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Fig. 12. Strand selectivity by the E. coli UvrA,B helicase.
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S'M RNAP 3
Damage

UVR entry site ——»

Transcription repair coupling factor

Transcription

- Fig. 13. Relief of RNAP-damaged sites as stalled-complexes
by the TRCF when RNA precedes the Uvr complex.

is in the transcribed or in the nontranscribed
strand.

B. Transcription Repair Coupling Factor

Transcription repair coupling (TRC) is achieved
through the action of the transcription repair cou-
pling factor (TRCF). TRCF is the product of the mfd
gene (mutation frequency decline), which maps at
25 min on the E. coli chromosome. The cloned mfd
gene is translated into a 1148-amino acid protein of
~130 kDa. The MIfd protein can nonspecifically
bind dsDNA (and less efficiently ssDNA) in an ATP-
binding-dependent manner, with the ATP hydrolysis
promoting its dissociation. The amino acid sequence
of Mfd reveals motifs which are characteristic of
many DNA and RNA helicases. However, in vitro
purified MId does not show either DNA or RNA
helicase activity. N-terminal 1-378 residues of M{d.
have a 140-amino acid region of homology with UvrB
and bind UvrA protein.

In vitro transcription is inhibited by NER damage
n a transcribed strand. whereas it has no effect on

the noncoding strand. This inhibition is thought to
result from a stalled RNAP at the site of damage.
TCREF is able to release the stalled RNAP in an ATP
hydrolysis-dependent manner. Moreover, it actually
stimulates NER of the transcribed strand. so that it
becomes faster than the nontranscribed one. Based
on all these observations, it is concluded that TRCF-
Mfd carries out preferential repair of the transcribed
strand by (i) releasing RNAP stalled at damaged sites

me
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MutH, MutlL, MutS Mismatch
SSB, DNA helicase |l :
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Fig. 14. In the repair of mismatched bases strand distinc-
tion can be achieved by the delay in adenine methylation
during replication. It is the nascent unmethylated strand
which serves as a template for the incision reactions cata-
lyzed by many proteins specifically engaged in mismatch
repair processes.
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and (i1) recruiting the UvrA,B complex to damaged
sites through the high-affinity interaction with UvrA.

VI. MISMATCH CORRECTION

Many mechanisms do not recognize damage but
do recognize mispairing errors that occur in all bio-
logical systems (Fig. 14). In E. ¢oli mismatch correc-
tion is controlled by seven mutator genes; dam
(methyl directed), muwD, mutH mutk, mutS, mutU,
uviD, and mutY. In mismatch correction one of the
two strands of the mismatches is corrected to con-
form with the other strand. Strand selection is one
of the intrinsic problems in mismatch repair and the
selection is achieved in bacterial systems by adenine
methylation, which occurs at d{(GATC) sequences.
Since such methylation occurs after DNA has repli-
cated, only the template strand of the nascent duplex
is methylated. In mismatch repair only the unmethyl-
ated strand is repaired, thus retaining the original
nucleotide sequence. The MutH, Mutl, and Mut$
proteins appear (o be involved in the incision reac-

tion on this strand, with the remainder of the proteins
plus DNA polymerase 1l and polynucleotide ligase
participating in the excision-resynthesis reactions.

See Also the Following Articles

OXIDATIVE STRISS @ RECA * SOS RESPONSE
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1. Development of the Field
1I. Control of DNA Replication
III. DNA Strand Svnthesis
1V. Termination of Replication

GLOSSARY

chromosome Package of genes representing part or all of
the inherited information of the organism.

exonuclease Enzyme that degrades DNA from a terminus.

gyrase Enzyme that introduces supercoili‘ng. into the DNA
duplex in an adenosine triphosphate-dependent reaction.

helicase Enzyme that unwinds duplex DNA and requires
adenosine triphosphate.

polymerase [Cnzyme that synthesizes a nucleic acid
polymer.

replication Act ol duplicating the genome ol a cell.

replicon Replicative unit, either part or the whole of the
genome; in Escherichia coli,the entire genome is considered
a replicon.

topoisomerase An enzyme that alters the topology of
DNA, either one strand at a time (type 1) or two strands
at a time (type 11). Gyrase and Topoisomerase 1V are type
11 enzymes.

DNA REPLICATION in £scherichia coli is a care-
fully regulated process involving multiple components
representing mare than 20 genes participating in du-
plication of the genome. The process is divided into
distinct phases: initiation, efongation, and termination.
The synthesis of a new chromosome invoives an array
of complex protein assemblies acting in sequential
fashion in a carefully requlated and reiterated overall
pattern. The scheme for DNA replication is under care-
ful genetic controi. The process is localized on the DNA
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structure by both DNA sequence and topology and
requires specific protein—-DNA interactions. DNA repli-
cation in E. coli is bidirectional and symmetrical.

|. DEVELOPMENT OF THE FIELD

This article will focus primarily on Escherichia coli
as a model organism, with the assumption that what
is true for E. coli is generally true for other prokary-
otes. In gram-positive bacteria such as Bacillus subti-
lis, this assumption has been largely substantated.
Sequencing of several prokaryotic genomes has re-
vealed homology 1o many of the genes involved in
E. coli DNA replication. The development of our
understanding of DNA replication in prokaryotes de-
pends on a combination of biochemical and genetic
approaches. Using several selection techniques,
many laboratories isolated E. coli mutants that were
conditionally defective (usually temperature sensi-
tive) in DNA replication. This method of identifying
genes involved in DNA replication assumed that de-
fects of such genes resulted in the death of the cell.
When a large series of mutants was assembled. they
[ell clearly into two broad categories: those in which
DNA replication ceased abruptly following a shift
to restrictive conditions and those in which DNA
replication ceased slowly. The former class is called
fast stop and the latter slow stop. The first category
represents cells containing mutations in gene prod-
ucts that are required for the elongation phase of
DNA replication, and the latter category contains
cells with defects in gene products that are required
for the initiation of new rounds of DNA replication.

The identification of temperature-sensitive, dnats,

Copyright © 2000 by Academic Press.
Ali rights of reproduction in any form reserved.
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mutants was one requirement for understanding
DNA replication. The second requirement was the
development of systems that could be biochemically
manipulated but that represented all or part of the
authentic DNA replication process in E. coli. Several
successive systems offered increasing advantages.
Systems in which permeable cells allowed free access
of small molecules to minimally disturbed chromo-
somes were the earliest. These systems allowed defi-
nition of the energy and cofactor requirements for
the elongation phase of DNA replication. The limita-
tion was that they did not permit access by macro-
molecules to the replication apparatus and therefore
did not allow complementation of defects in proteins
required for DNA replication. Also, such systems did
not allow the initiation of new rounds of replication.

The development of lysate replication systems
rested on the recognition that the failure to maintain
the complex process of DNA replication in early
studies was due to dilution of the components, re-
sulting in disassembly of the replication structure
and loss of functions required for DNA replication.
The concentrated lysate systems depended on the
bacterial chromosome, but it was quickly recognized
that small bacterial phage chromosomes could be
utilized as exogenous templates for DNA replication
because they permitted the addition of proteins to
allow complementation of defects in DNA replica-
tion. Lysates made from mutants defective in a spe-
cific step of DNA replication could be used to define
the step at which the defect occurred and 1o identily
the protein product complementing the defect. This
allowed assignment of protein products to genes.
Such systems, however, did not allow the study of
initiation of new rounds of DNA synthesis on the
host chromosome.

Two theoretical shortcomings of such systems are
(i) that such systems might not define all the proteins
required for DNA replication by the host and (i)
that such systems might require a protein for replica-
tion of the phage DNA not ordinarily required by
the host chromosome. The following general point
derived from these studies is worth remembering:
Although E. coli contains numerous proteins that
have overlapping or similar enzymatic function, the
participation of a protein in the replication process
is carefully regulated, reflecting a specific role. The

DNA polymerases are the best example. Each of the
three recognized DNA polymerases of E. coli (Table
1) has similar enzymatic capabilities, but ordinarily
only DNA polymerase 11I catalyzes replication. This
restriction of activity can be partially explained on
the basis of protein—protein interactions. The com-
plete basis for the regulation is not understood, and
the reasons for its being advantageous to the cell are
not clear.

Il. CONTROL OF DNA REPLICATION

Control of DNA replication relies on the regulation
of new rounds of replication. In E. coli, there are two
components of control: the DnaA protein and the
structure of the origin ol DNA replication (oriC).
The region of the E. coli origin of DNA replication
is at 85 min on the genetic map (based on a total of
100 min). On the sequenced E. coli genome, the
origin is located between nucleotides 3923371 and
3923602. Thus, there is a fixed site on the E. ¢oli
genome that represents the appropriate place for the
initiation of DNA replication. This DNA initiation is
referred 1o as “macroinitiation” as opposed 1o repeti-
tive initiation, which must occur multiple times dur-
ing the “elongation” phase of DNA replication. The
latter is referred to as “microinitiation.” It seems that
the requirements for macroinitiation at the oriC re-
gion include those needed for microinitiation plus
additional requirements. There is a region of approxi-
mately 250 bp that must be present for DNA replica-
tion to initiate.

TABLE |
DNA Polymerases of E. coli

1 I 11
Molecular mass (kDa) 103 88 130
Synthesis 5 =3 5—=3 5 =73
Initiation No No No
5'-Exonuclease Yes No No
3'-Exonuclease Yes Yes Yes*
Gene polA polB polC (dnakt)

“In a separate protein.
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A. Macroinitiation

Several features regarding this region are notable.
There are multiple binding sites for the DnaA protein
(the DnaA boxes) (Fig. 1). This is a nine-nucleotide
sequence that has been shown to bind the DnaA
protein. There are also multiple promoter elements,
suggesting the involvement of RNA polymerase in
macroinitiation. Possible DNA gyrase binding sites
are also present. Another notable feature is the pres-
ence of multiple Dam-methylase sites (GATC se-
quence).

The definition of the 0riC region depends on clon-
ing of this region into plasmids constructed so that
replication of the plasmid depends on the function
of the oriC sequence. This has allowed development
of an in vitro assay system for macroinitiation of DNA
replication. The cloning ol oriC confirmed that the

AT-rich region

specificity of macroinitiation in E. coli resides in
the origin.

The primary protein actor in macroinitiation is the
DnaA protein. This protein binds at multiple sites
within the oriC structure as noted. In addition to
binding at the DnaA box consensus sequence. the
DnaA protein displays a DNA-dependent adenosine
triphosphatase (ATPase) activity and appears to dis-
play cooperative binding properties. This suggests
that the possible role in initiation is a change of
conformation of DNA by DnaA protein interactions.
The DnaA protein also binds in the promoter region
of the DnaA gene, suggesting autoregulation, which
is supported by genetic studies. It appears that the
DnaA protein must act positively to initiate DNA
replication in E. coli.

Both protein and RNA synthesis are required for
macroinitiation to occur in E. coli. The macroinitia-

R1 R2 R3 R4

VANV ANV IV IV g\ Vr Vs an ViV GRV7a WV W 7g SV ra Vg

® SSB
0 IHF (orHY)

® FIS

DnaB-DnaC complex

. Primase

Fig. 1. Macroinitiation at oriC of E. coli. DnaA protein binds to DnaA boxes R1-R4. The DNA is
probably wrapped around the DnaA proteins, and a higher order nucleoprotein complex involving
as many as 30-40 DnaA polypeptides is generated with the assistance of DNA-binding proteins,
such as iHF, HU, and FIS. The winding of DNA into this complex leads to the compensatory
unwinding of an AT-rich region adjacent to the DnaA boxes. Single-stranded DNA is then coated
by Ssb protein. DnaC recruits DnaB, the helicase which drives the DNA unwinding at the replication
fork, to the junction between single-stranded DNA and double-stranded DNA. Primase then
associates with DnaB and synthesizes the RNA primer. The RNA primer is subsequently extended
by DNA polymerase Il holoenzyme as the DnaB helicase unwinds the chromosome ahead of

the polymerase.
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tion phase may be further subdivided into stages.
The earliest step involves the binding of the DnaA
protein to the oriC structure. This results in a confor-
mational change of the origin. This complex then
binds the DnaA to DnaB and DnaC proteins (which
are also required for the elongation phase of DNA
replication). DnaC plays a unique role in the delivery
of the DnaB protein to the replication structure. The
resulting complex appears to unwind the DNA
strands since the DnaB protein functions as a heli-
case, an ATP-dependent unwinding activity. This
allows the binding of single-strand binding (Ssb)
protein, which allows priming such as that which
occurs in the elongation of DNA replication. This
stage is followed by the propagation of microinitia-
tion and clongation phases of replication.

Thus, the proteins required [or the macroinitiation
of E. coli DNA replication appear to include DnaA
and DnaC, which have specific roles, as well as DnaB,
Ssb protein, gyrase, the DnaG primase protein, and
the replicative apparatus of DNA polymerase 111 holo-
enzyme complex (see Section 111,B). Studies also sug-
gest adirect role for RNA polymerase in the macroini-
tiation of DNA replication.

The DnaA protein offers important support of the
replicon hypothesis. Mutations in the DnaA protein
demonstrate that all of the E. coli chromosome is
under a unit control mechanism which defines it
as a single replicon. Integration of certain low-copy
number plasmids into the chromosome suppresses
the phenotype in DnaA mutants that were defective
in macroinitiation. This “integrative suppression”
shows a general control of macroinitiation and sup-
ports the replicon hypothesis.

B. Microinitiation

Microinitiation is the hallmark of the elongation
phase of DNA replication. During this phase, re-
peated initiation occurs along the DNA. The microi-
nitiation step appears to be analogous to the initiation
step studied in the in vitro lysate systems using small
circular phage genomes. In the prokaryotic cell, the
requirements for microinitiation appear to mimic
those of the phage systems G4 and ¢X174, which
do not display a requirement for the DnaA protein
or the features of the oriC region.

Cell proteins required for microinitiation include
the DnaB protein. The DnaB protein contains a nucle-
oside triphosphate activity that is stimulated by
single-stranded DNA. [t also displays DNA helicase
activity. In addition, it appears to undergo protein—
protein interactions with the DnaC protein. The
DnaB mutants are notable for a rapid cessation of
DNA synthesis at restrictive conditions. It appears
that the DnaB protein is one of the “motors™ that
moves the replication complex along the DNA (or
moves the DNA through the replication complex).
The DnaB protein is typical of the proteins involved
in DNA replication in that it may have more than
one role.

The DnaG protein of E. coli is the primase. This
protein is capable of synthesizing oligonucleotides
utilizing nucleoside (or deoxynucleoside) triphos-
phates. It appears that physiologically its role is to
synthesize RNA primers, which can be utilized by the
DNA polymerase 111 holoenzyme complex to initiate
DNA synthesis. As shown in Fig. 2, at least some
portion of DNA replication in most organisms is
discontinuous. That is, part of the DNA is synthe-
sized in short pieces (termed Okazaki pieces). This
is the result of the restriction for DNA synthesis in
the 3 — 3’ direction. Since the replication fork
requires apparent growth of the nascent strands in
both the 5" — 3’ direction and the 3' — 5’ direction,
studies were initiated that searched for precursors

Fig. 2. Model of the replication region. O, the origin; A,
primed, elongating nascent strand; B, the point at which
the replicative enzyme will release from the A strand and
reinitiate a new discontinuous strand.
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or enzymes that would allow growth in the 3’ —
5" direction. None were found. The hypothesis of
discontinuous synthesis states that, on a microscopic
scale, DNA is synthesized discontinuously ina 5" —
3" direction in small pieces to allow an overall growth
in the 3" — 5’ direction on one strand (the lagging
strand). This hypothesis predicts the existence of a
relatively uniform class of small nascent DNA strands
prior to joining, and it also predicts joining activity
for such DNA strands. Both of these predictions
are fulfilled.

It appears that in E. coli DNA is synthesized on
one lagging strand in pieces of approximately 1000
nucleotides, which are then covalently linked via the
action of DNA ligase following synthesis. Because
none of the DNA polymerases in prokaryotes have
been found to initiate synthesis de novo, this hypothe-
sis leads to the prediction that RNA synthesis, which
can be demonstrated to initiate de novo, forms prim-
ers that are utilized for DNA strand synthesis. Identi-
fication of the DnaG primase activity satisfies this
prediction.

The polarity restriction of DNA synthesis by DNA
polymerases permits one strand to be made continu-
ously, as indicated in the model. It appears that rela-
tively few initiations are made in this (leading) strand
and, in fact, that macroinitiation may serve 1o prime
the whole length of the strand.

Ssb protein has analogs throughout nature. In E.
coli, this protein is relatively small (approximately
19 kDa) and functions as a tetramer. This protein is
required for DNA replication. It appears to have sev-
eral roles. In the single-strand phage systems in vitro
it confers specificity on the origin of DNA replication
and there is no reason to doubt that it performs a
similar role in E. coli. It probably maintains DNA
in a more open state under physiologic conditions
during DNA replication in the cell. Evidence suggests
that the Ssb protein may participate in a nucleosome-
like structure (a nucleoprotein complex that com-
pacts the chromosome, analogous to eukaryotic
chromatin), perhaps with E. coli HU protein. HU,
like THF and FIS. is a small DNA-binding protein
that bends the double helix, thereby facilitating the
action of other DNA-binding proteins such as DnaA.
It is possible that the coating of DNA sirands by
Ssb protein protects against nucleolytic degradation
during replication. Lastly, Ssb protein appears to

stimulate the rate of synthesis of DNA polymerases
under particular conditions. Whether or not this is
the case during DNA replication is not clear.

The 5 — 3" exonuclease of polymerase I is essen-
tial in E. coli, and such an enzymatic activity meets
the requirement for the elimination of leftover RNA
primers on the lagging strand. After the replication
fork has moved on, leaving a 3’ terminus of the
newly synthesized Okazaki fragment adjacent to an
RNA primer, polymerase | extends the 3’ terminus
of the nascent DNA strand while digesting the RNA
primer in a process called “nick translation.” DNA
ligase is required for joining the Okazaki pieces made
during discontinuous DNA synthesis. This enzyme
is also required for DNA replication because mutants
condlitionally defective in ligase are also conditionally
defective in DNA synthesis.

In addition to the previously mentioned protcins,
proteins such as DNA gyrase and DNA topoisomerasc
I (w protein) may play a critical role during the
microinitiation phase of DNA replication.

Genes priA, -B, and -C (for primosome), dinaT, and
their products play a role in the assembly of the
primosome structure and are required for replication
of at least some single-stranded phages and plasmids.
However, the effect on the cell of a deficiency is
modest.

lll. DNA STRAND SYNTHESIS

The genetics of DNA strand synthesis are reflected
in the DNA polymerase. Escherichia coli is known
to contain at least three distinct and separate DNA
polymerases, all possessing the following enzymatic
activities: synthesis exclusively in the 5" — 3’ direc-
tion, utilization of 5" deoxynucleoside triphosphates
for substrates, the copying of single-stranded DNA
template, incorporation of base analogs or ribonucle-
oside triphosphates at low efficiency under altered
conditions (such as in the presence ol manganese),
a 3" editorial exonuclease that preferentially removes
mismatched 3’ termini, and a rate of synthesis that
does not approach that of DNA replication in the cell
(Tabic 1). Despite these similarities, distinct physical
differences exist, and the cell uses exclusively DNA
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polymerase 111 for DNA replication. The synthesis
subunit for DNA polymerase 111, the a subunit, is
encoded by the polC (dnuE) gene.

A. DNA Polymerases

DNA polymerase I, encoded by the polA gene, ap-
pears to be an auxiliary protein for DNA replication.
Cells lacking this enzyme demonstrate viability, al-
though those lacking the notable 5 — 3" exo-
nuclease activity of this enzyme are only partially
viable unless grown in high salt. DNA polymerase 1
is very important for survival of the cell following
many types of DNA damage, and in its absence the
cell has persistent single-stranded breaks that pro-
mote DNA recombination. DNA polymerase 1 ap-
pears to be a particularly potent effector with DNA
ligase in sealing single-stranded nicks, perhaps be-
cause of its ability to catalyze nick translation in
which the 5 exonucleolytic removal of bases is cou-
pled to the synthesis activity. Neither of the other
DNA polymerases appear to possess this property.

DNA polymerase Il is an enzyme without a defined
role in the cell. It has been cloned and overproduced
and has becen found to bear a closer relationship to
T4 DNA polymerase and human polymerase alpha
than to cither of the other two L. coli DNA polymer-
ases. Nevertheless, it is capable of interacting with
the subunits of the DNA polymerase 111 complex.
Cells that completely lack the structural gene for
DNA polymerase 11 (the polB gene) show normal
viability and normal repair after DNA damage in
many circumstances. Among suggested roles is syn-
thesis to bypass DNA damage.

DNA polymerase 111 is the required replicase of E.
coli. The fact that it plays a significant role in DNA
replication is demonstrated because dnaEts mutants
contain a temperature-sensitive DNA polymerase III.
Despite having properties similar to those of DNA
polymerase 1 and II, DNA polymerase 111 i1s specifi-
cally required for DNA replication. Thisis a reflection
of its ability to interact with a set of subunits that
confer particular properties on the complex. In the
complex (termed the holoenzyme) DNA polymerase
111 takes on the properties of a high rate of synthesis
and great processivity. Intuitively, processivity may
be thought of as the ability of an enzyme catalyzing

the synthesis of DNA to remain tracking on one
template for a long perind of time before disassociat-
ing and initiating synthesis on another template.
Highly processive enzymes are capable of synthesiz-
ing thousands of nucleotides at a single stretch before
releasing the template. DNA polymerase 111 appears
to be uniquely processive among the E. coli DNA
polymerases.

B. Holoenzyme DNA Polymerase lil

In addition to the a-synthesis subunit, there are
at least nine constituents of the DNA polymerase 111
holoenzyme complex (Table 1I). Most of them have
been shown to be the products of required genes as
demonstrated by the fact that mutations in that gene
produce conditional cessation of DNA replication
(dnaE, dnaQ, dnaN, and dnaX) or that “knockout”
mutants are inviable (holA, encoding the & subunit,
and holB, encoding the & subunit). A knockout
mutation of holE did not impair cell viability, im-
plying that the 6 subunit is dispensable for normal
growth. The v protein and the 7 protin appear to be
products of the same dnaX gene. This is a case in
which frame-shifting termination of protein synthe-
sis plays a role in producing different proteins from
the same gene. Mutants constructed with a frameshift
in the dnaX gene that abolish production of y but
do not affect Tare viable; however, rhas been shown
to be essential. The 8 subunit is the product of the
dnaN gene. This subunit appears to confer specificity
for primer utilization upon the complex and to in-
crease the processivity. The & protein of the holoen-
zyme complex is known to provide a powerful 3
editorial exonuclease activity. This is manifest by the
fact that in addition to lethal mutants in this gene
(mutD), mutants that show increased error rates in
DNA replication (mutators) can be isolated.

Physical studies as well as genetic studies indicate
that the DNA polymerase 111 holoenzyme complex
exists in a dimer form. The stoichiometry of the
various subunits suggests that the dimer is not ex-
actly symmetrical, but it does appear to be symmetri-
cal for the a B, and & subunits. The holoenzyme
comprises two dimerized B8 subunits (8,), a dimeric
core pol NV, (ay,6:7), and a single y complex
{y:8,8 xa4n) that appears to be involved in loading
the B8 processivity clamp onto the DNA template.
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TABLE Il

Proteins Involved in E. coli DNA Replication

Protein Subunit Gene Size Function
DnaA dnaA 58 Conformational change of DNA at oriC. macroinitiation
DnaB dnaB 52 ATP-dependent DNA helicase, unwinding DNA at the
replication fork
DnaC dnac 27 Recruitment of DnaB to oriC-DnaA complex
Gyrase A gVrA 96 GyrA52-GyrB, tetramer maintains the chromosome in a
negatively supercoiled state, aflecting global regula-
tion of replication, and possibly local regulation of ini-
tlation at oriC
B 2yrB 88 ATPase subunit of gyrase
Topoisomerase 1V A parC 83 Decatenation of replicated chromosomes
B park 70 Subunit of topo [V
Topoisomerase | topA 110 Relaxes supercoils, affecting global regulation of repli-
cation
Ssh ssh 19 Protects single-stranded DNA from nucleolytic degra-
dation
DNA polymerase Il  « dnaE 129.9  DNA synthesis
€ dna@Q 275 3’ — 5 proofreading exonuclease
0 holE 8.6 Stimulates &
T dnaX 71.1  Coordinates both halves of pol LI holoenzyme by link-
o o o ing DnaB with pol 111, interacts’ with primase
y dnaX 475  Subunit of ¥ complex, 8 clamp loading; binds ATP
é holA 38.7  Subunit of y complex, interacts with 8
&' holB 36.9  Subunit of y complex, cofactor ol y ATPase
X holC 16.6  Subunit of y complex, interacts with Ssh
@ holD 152 Subunit of y complex; links y and vy
J¢ draN 40.6  Processivity, sliding clamp
Primosome Pri A (N") priA 80 Recognition and binding to primosome assembly site
(PAS), ATPase, helicase
Pri B (N) priB 11.4  stabilization of Pri A-PAS interaction
Pri C (N") priC 20.3  Primosome assembly
Dna T (1) dnaT 20 Primosome assembly
Dna G (primase)  dnaG (parB) 64 Primase, synthesizes RNA primer, interacts with Dna B
Ter (Tus, Tau) tus 34 Contrahelicase, blocks Dna B by binding 10 TER sites
HU HU-o HupA 10 Histone-like protein, condenses DNA
HU-8 HupB 10 Forms heterodimer with HU-«
FIS fis 11 Regulates initiation at oriC, small DNA-binding protein,
modulates transcription factors and inversion
IHF IHF-« himA 1 Modulates initiation at oriC. involved in site-specific re-
combination
THF-3 himD 10 Forms heterodimer with IHF-«
Folymerase 1 polA 103 Eliminates Okazaki primers, DNA repair polymerase
DNA Ligase lig 74 Joins DNA fragments during replication
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The physical and genetic evidence supporting dimer-
ization of DNA polymerase 111 is in accordance with
a structural model for replication. This is a so-called
inch-worm, or trombone, model of DNA replication
(Fig. 3). As indicated in the model, a dimer at the
growing fork would allow coupling of rates of synthe-
sis on the leading and lagging strands, i.e., the strand
made continuously and the strand made discontinu-
ously. Because the strand made discontinuously may
require frequent initiation, one might expect synthe-
sis of this nascent DNA strand to be slower. To
prevent a discrepancy in growth rate between the
strands, dimerization of the synthesis units for the
two strands is a method for locking the rates in step.
It is possible to do this by assuming that the DNA
template for the lagging strand loops out in such a

way as to provide permissible polarity for the na-
scent strand.

A key player in organizing the replisome (that is,
the multi-protein complex that replicates the chro-
mosome) appears to be the 7 subunit, which has
been shown to interact with both DnaB helicase and
primase. The coupling ol pol 1if to DnaB explains
the high level of processivity on the leading strand
while allowing the other hall of the pol IlI holoen-
zyme o cycle on and off the lagging strand during
microinitiation.

IV. TERMINATION OF REPLICATION

The termination of DNA replication is complicated
by topological problems created by the circular na-

AL T T . RINA primer
AT T ™ Nascent DNA
AL ML T s DNA template

o DnaB helicase
v Y complex

T-Pol lll Core complex

® ssB

. { stiding clamp

Fig. 3. Fork progression in E. coli. The dimeric structure of the DNA polymerase Il holoenzyme couples leading and lagging
strand DNA synthesis during replication. Leading strand synthesis (bottom strand) is continuous and processive, but lagging
strand synthesis must reinitiate many times during replication of the chromosome. This constraint is due to the anti-
parallel nature of DNA and the ability of DNA polymerases to synthesize DNA only in the 5’ — 3’ direction. As the
replication fork progresses, new primers are synthesized by primase on the lagging strand. The asymmetrical y complex
loads a new B8 dimer onto the primed DNA template, and then the 8 complex associates with the core polymerase to
extend DNA synthesis from the 3’ end of the primer. DNA synthesis on the lagging strand proceeds only as far as the
previously replicated Okazaki fragment, at which point the 8 subunit, along with the nascent DNA, is released from the
core polymerase, allowing the next cycle of synthesis to initiate at the next primer.
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ture of the bacterial chromosome. The double-helical
structure of the template DNA, given a semiconser-
vative mode of DNA replication, results in two in-
terwound chromosomes which must be unlinked by
topoisomerases. Decatenation of the newly replicated
chromosomes is accomplished primarily by topo-
isomerase 1V, a double-stranded DNA topoisomerase
that closely resembles DNA gyrase (topoisomerase
I1). Another problem is that bidirectional replication
on a circular template must be coordinated so that
the opposing replication {orks meet and terminate
DNA synthesis at a defined location. Otherwise. part
of the genome might be overreplicated.

A specific region of the chromosome, approxi-
mately directly opposite the origin on the E. coli map
at the 30- to 32-min region, represents the termina-
tion region. This region is particularly sparce in ge-
netic markers. A specific terminator protein, ter (or
Tus), binds to sequences called Ter (or 7). Ter se-
quences are arrayed in the termination region in an
inverted repecat conhguration such that binding of
Tus protein to Ter sequences conlers. a polarity to
blockage of the replication fork. Tus protein has been
described as a polar contrahelicase because its ability
to inhibit DnaB, the replication [ork-specific helicase,
depends on the polarity of the Ter sequence with
respect to the origin of replication. A replication fork
is unimpeded by Tus bound to a ter scquence in the
forward orientation, but it is blocked by Tus bound
to a ter sequence in the reverse orientation. Because
of the inverted configuration of Ter sites in the termi-
nation region, a replication fork that progresses
through a forward-oriented Ter site will be stopped
at the next reverse-oriented site. The termination
region thus “traps” replication forks, ensuring that
part of the genome is not overreplicated. Bacillus
subtilis has evolved a similar mechanism, with a ter-

mination protein, RTP. that binds to specific in-
versely-oriented repeats, also called Ter sequences.
Of note is the fact that the E. coli Ter sites are widely
separated by approximately 350 kb, whereas the in-
nermost oppositely oriented Ter sites in B. subtilis are
only 59 bp apart. The basic strategy for termination in
the two organisms is quite similar, but the molecular
mechanisms appear to be different. DNA replication
termination may also be a control for cell division.
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GLOSSARY

ATP and ATP hydrolysis Adcnosine triphosphate is a pri-
mary repository of energy that is released for other catalytic
activities when ATP is hydrolyzed (split) to yield adeno-
sine diphosphate.

bacteriophages (lambda and T-even) Bacterial viruses.
Phage Tambda (A) is a temperate phage and therefore on
infection ol a bacterial cell one ol two alternative pathways
may result: either the lvtic pathway in which the bacterium
is sacrificed and progeny phages are produced or the tem-
perate (lysogenic) pathway in which the phage genome is
repressed and, if it integrates into the host chromosome,
will be stably maintained in the progeny ol the surviving
bacterium. Phage A was isolated from Escherichia coli
K-12 in which it resided in its temperate (prophage) state.
T-even phages (T2, T4, and T6) are virulent coliphages,
ie., infection ol a sensitive strain ol E. coli leads to the
production of phages at the inevitable expense of the host.
T-even phages share the unusual characteristic that their
DNA includes hydroxymethyleytosine rather than cy-
Losine.

conjugation, conjugational transfer Gene (ransfer by
conjugation requires cell-to-cell contact. Conjugative, or
sell-transmissible. plasmids such as the F factor of E. coli
encode the necessary functions to mobilize one strand of
their DNA with a delined polarity from an origin of transler
determined by a specific nick. The complementary strand

is then made in the recipient cell. Some plasmids are trans-
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missible but only on provision in trans ol the necessary
functions by a conjugative plasmid. A conjugative plasmid,
such as the T [actor, can mobilize transfer of the bacterial
genome following integration of the plasmid into the bacte-
rial chromosome.

DNA methyltransferases Enzymes (MTases) that cala-
lyze the transler of a methyl group from the donor §-
adenosylmethionine to adenine or cylosine residues in
the DNA.

efficiency of plating This usually refers to the ratio of the
plaque count on a test strain relative to that obtained on
a standard, or reference, strain.

endonucleases Lnzymes that can fragment polynucleo-
tides by the hydrolysis ol internal phosphodiester bonds.

Escherichia coli strain K-12  The strain used by Lederberg
and Tatum in their discovery ol recombination in E. coli.

glucosylation 0 DNA The DNA of T-even phages in addi-
tion to the pentose sugar, (leoxyribme. contains glm‘me
attached to the hydroxymethyl group ol hydroxymethyl-
cytosine. Glucosylation of the DNA is mediated by phage-
encoded enzymes, but the host provides the glucose
donor.

helicases Enzymes thal separate paired strands of poly-
nucleotides.

recombination pathway The process by which new com-
binations of DNA sequences are generated. The general
recombination process relies on enzymes that use DNA
sequence homology for the recognition ol the recombining
parmer. In the major pathway in E. coli. RecA protein
promotes synapsts and RecBCD generates the DNA strands
for transfer. The RecBCD enzyme, also recognized as exo-
nuclease V, enters DNA via a double-strand end. It tracks
along the DNA, promoting unwinding of the strands and
degradation of the strand with a 3" end. The degradation
is halted by special sequences termed Chi. [ollowing which
strand separation continues and the single-stranded DNA
with a 3" end becomes available for synapsis with homolo-
gous DNA.

SOS response DNA damage induces expression of a set of
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genes, the SOS genes, involved in the repair of DNA
damage.

Southern transfer The transler of denatured DNA [rom a
gel to a solid matrix, such as a nitrocellulose filter, within
which the denatured DNA can be maintained and hybrid-
ized to labeled probes (single-stranded DNA or RNA mole-
cules). Fragments previously separated by electrophoresis
through a gel may be identified by hybridization (o a spe-
cific probe.

transformation The direct assimilation of DNA by a cell,
which results in the recipient being changed genetically.

AWARENESS OF THE BIOLOGICAL PHENOME-
NON OF RESTRICTION AND MODIFICATION
(R-M) grew from the observations of microbiologists
that the host range of a bacterial virus (phage) was
influenced by the bacterial strain in which the phage
was last propagated. Although phages produced in
one strain of Escherichia coli would readily infect a
culture of the same strain, they might only rarely
. achieve the successful infection of cells from a different
strain of E£. coli. This finding implied that the phages
carried an “imprint’’ that identified their immediate
provenance. Simple biclogical tests showed that the
occasional successful infection of a different strain re-
sulted in the production of phages that had lost their
previous imprint and had acquired a new one, i.e.,
they acquired a new host range.

In the 1960s, elegant molecular experiments
showed the “imprint” to be a DNA modification that
was lost when the phage DNA replicated within a
different bacterial strain; those phages that conserved
one of their original DNA strands retained the im-
print, or modification, whereas phages containing
two strands of newly synthesized DNA did not. The
modification was shown to provide protection
against an endonuclease, the barrier that prevented
the replication of incoming phage genomes. Later
it was proven that the modification and restriction
enzymes both recognized the same target. a specific
nucleotide sequence. The modification enzyme was
a DNA methyltransferase that methylated specilic
bases within the target sequence. and in the absence
of the specific methylation the target sequence ren-
dered the DNA sensitive to the restriction enzyme.

When DNA lacking the appropriate modification im-
print enters a restriction-proficient cell it is recog-
nized as foreign and degraded by the endonuclease.
The host-controlled barrier to successful infection
by phages that lacked the correct modification was
referred to as “restriction” and the relevant endonu-
cleases have acquired the colloquial name of restric-
tion enzymes. Similarly, the methyltransferases are
more comimonly termed modification enzymes. Clas-
sically, a restriction enzyme is accompanied by its
cognate modification enzyme and the two comprise
a R-M system. Most restriction systems conform
to this classical pattern. There are, however, some
restriction endonucleases that attack DNA only when
their target sequence is modified. A restriction system
that responds to its target sequence only when it is
identified by modihed bases does not, therefore, co-
exist with a cognate modification enzyme.

Two early papers documented the phenomenen
of restriction. In one, Bertani and Weigle (1953),
using temperate phages (A and P2), identified the
classical restriction and modification systems charac-
teristic of E. coli K-12 and E. coli B. In the other, L_uria
and Human (1952) identified a restriction system of
the second, nonclassical kind. In the experiments
of Luria and Human, T-even phages were used as
lest phages, and after their growth in a mutant F.
coli host they were found o be restricted by wild-
type E. coli K-12 but not by Shigella dysenterige. An
understanding of the restriction phenomenon ob-
served by Luria and Human requires knowledge of
the special nature of the DNA of T-even phages.
During replication of T-even phages the unusual base
5-hydroxymethylcytosine (HMC) completely substi-
tutes for cytosine in the T-phage DNA, and the hy-
droxymethyl group is subsequently glucosylated in
a phage-specific pattern at the polynucleotide level.
In the mutant strain of E. coli used by Luria and
Human as host for the T-even phages, glucosylation
fails and, in its absence, the nonglucosylated phage
DNA becomes sensitive to an endonuclease present
in E. coli K-12 but not in S. dvsenterige. Particular
nucleotide sequences normally protected by glu-
cosylation are recognized by an endonuclease in
E. coli K-12 when they include the modified base,
HMC, rather than cytosine residues. In the T-phage
experiments the modified base is hydroxymethyl-
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cytosine, but much later it was discovered that
methylated cytosine residues can also evoke restric-
tion by the same endonucleases.

The classical (R—M) systems and the modification-
dependent restriction enzymes share the potential to
attack DNA derived from different strains and
thereby “restrict” DNA transfer. They differ in that
in one case an associated modification enzyme is
required to protect DNA from attack by the cognate
restriction enzyme and in the other modification en-
zymes specified by different strains impart signals
that provoke the degradative activity of restriction
endonucleases.

I. DETECTION OF
RESTRICTION SYSTEMS

A. As a Barrier to Gene Transfer

This is exemplified by the original detection of the
R—M systems of E. coli K-12 and E. coli B by Bertani
and Weigle in 1953. Phage A grown on E. coli strain
C (AC), where E. coli C is a strain that apparently
lacks an R-M system, forms plaques with poor effi-
ciency [efficiency of plating (EOP) of 2 X 10 '] on
E. coli K-12 because the phage DNA is attacked by
a restriction endonuclease (Fig. 1). Phage A grown
on E. coli K-12 (AK) forms plaques with equal effi-
ciency on E. coli K-12 and E. coli C since it has the
modification required to protect against the restric-
tion system of E. coli K-12 and E. coli C has no
restriction system (Fig. 1). In contrast, AK will form
plaques with very low efficiency on a third strain,
E. coli B, since E. coli B has an R-M system with
different sequence specificity from that of E. coli
K-12.

Phages often provide a useful and sensitive test
for the presence of R—M systems in laboratory strains
of bacteria, but they are not a suitable vehicle for
the general detection of barriers to gene transfer.
Many bacterial strains, even within the same species
and particularly when isolated from natural habitats,
are unable to support the propagation of the available
test phages, and some phages (e.g., P1) have the
means to antagonize at least some restriction systems
(see Section 1V.C). Gene transfer by conjugation can

e.o.p.=1

eo.p.=1
e.o.p.=1

Fig. 1. Host-controlled restriction of bacteriophage A.
Escherichia coli K-12 possesses, whereas E. coli C lacks, a
type | R-M system. Phage A propagated in E. coli C (AC) is
not protected from restriction by EcoKl and thus forms
plaques with reduced efficiency of plating (EOP) on E. coli
K-12 as compared to E. coli C. Phages escaping restriction
are modified by the EcoKl methyltransferase (AK) and con-
sequently form plaques with the same efficiency on E. coli
K-12 and C. Modified DNA is indicated by hatch marks
(reproduced with permission from Barcus and Murray,
1995).

monitor restriction although some natural plasmids,
but probably not the T factor of E. coli, are equipped
with antirestriction systems. The single-stranded
DNA that enters a recipient cell by conjugation, or
following infection by a phage such as M13, becomes
sensitive to restriction only after the synthesis of its
complementary second strand, whereas the single-
stranded DNA that transforms naturally competent
bacteria may not become a target for restriction be-
cause it forms heteroduplex DNA with resident (and
therefore modified) DNA and one modified strand
is sufficient to endow protection. Transformation can
be used to detect restriction systems, but only when
the target DNA is the double-stranded DNA of a
plasmid.

B. In Vitro Assays
for DNA Fragmentation

Endonuclease activities yielding discrete frag-
ments of DNA are commonly detected in crude ex-
tracts of bacterial cells. More than one DNA may be
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used to increase the chance of providing a substrate
that includes target sequences. DNA fragments diag-
nostic of endonuclease activity are separated ac-
cording to their size by electrophoresis through a
matrix, usually an agarose gel, and are visualized by
the use of a fluorescent dye, ethidium bromide, that
intercalates between stacked base pairs.

Extensive screening of many bacteria, often ob-
scure species for which there is no genetic test. has
produced a wealth of endonucleases with different
target sequence specificities. These endonucleases
are referred to as restriction enzymes, even in the
absence of biological experiments to indicate their
role as a barrier to the transfer of DNA. Many of
these enzymes are among the commercially available

endonucleases that serve molecular biologists in the
analysis of DNA (Table . see Section VII}. In vitro
screens are applicable to all organisms, but to date
restriction and modification systems have not been
found in eukaryotes, although some algal viruses
encode them.

C. Sequence-Specific Screens

The identification of new R—M genes via sequence
similarities is sometimes possible. Only occasionally
are gene sequences sufficiently conserved that the
presence of related systems can be detected by prob-
ing Southern transfers of bacterial DNA. Generally,
screening databases of predicted polypeptide se-

TABLE |
Some Type Hl Restriction Endonucleases and Their Cleavage Sites?
Sequences
Enzyme 5" — 3
Bacterial source abbreviation 3 5 - - Note" -
Haemophilus influenzae Rd Hindl1l GTPyJ, PuAC 1,5
CAPu 1 PyTG
HindlIll l 2
AAGCTIT
TTICGAA
!
Haemophilus aegyptius Haelll GG cC 1
CC1GG
Staphylococcus aureus 3A Sau3Al | GATC 2,3
CTAG 1
Bacillus amyloliquefaciens 11 BamHI ) 2,3
GGATCC
CCTAGG
T
Escherichia coli RY13 EcoR1 | 2
GAATTC
CTTAAG
T
Providenciu stuartii Pst1 l 4
CTGCAG
GACGTC
+

i

" The cleavage site for each enzyvime is shown by the arrows within the target sequence.

"1, produces blunt ends; 2, praduces cohesive ends with 3" single-siranded overhangs: 3, cohesive
ends of Sau3Al and BamHI are identical: 4, produces cohesive ends with 37 single-stranded overhangs:
5. Pu is anv purine (A or G), and Py is any pyrimidine (C or T).
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quences for relevant motifs has identified putative
R~M systems in the rapidly growing list of bacteria
for which the genomic sequence is available. Cur-
rently, this approach is more dependable for modifi-
cation methyltransferases than for restriction endo-
nucleases, but the genes encoding the modification
and restriction enzymes are usually adjacent. Many
putative R—M systems have been identified in bacte-
rial genomic sequences.

il. NOMENCLATURE AND
CLASSIFICATION

A. Nomenclature

R—M systems are designated by a three-letter acro-
nym derived from the name of the organism in which
they occur. The first letter is derived from the genus
and the second and third letters from the species.
The strain designation, if any, {ollows the acronym.
Different systems in the same organism are dis-
tinguished by Roman numerals. Thus, HindIl and
HindIIl are two enzymes from Hemophilus influenzae
strain Rd. Restriction endonuclease and modification
methyltransferases (ENases and MTases) are some-
times distinguished by the prefixes R.EcwRI and
M.EcoRI, but the prefix is commonly omitted if the
context is unambiguous.

B. Classification of R-M Systems

R-M systems are classified according to the com-
position and cofactor requirements of the enzymes,
the nature of the target sequence, and the position
of the site of DNA cleavage with respect to the
target sequence. Currently, three distinct, well-
characterized types of classical R-M systems are
known (I-11I), although a few do not share all the
characteristics ol any of these three types. In addi-
tion, there are modification-dependent systems. Type
I systems were identified first, but the type 1I systems
are the simplest and for this reason will be described
first. A summary of the properties of different types
of R-M systems is given in Fig. 2.

C. Type Il R-M Systems

A type Il R—M system comprises two separate en-
zymes; one is the restriction ENase and the other the
modification MTase. The nuclease activity requires
Mg'*, and DNA methylation requires S-adenosyl-
methionine (AdoMet) as methyl donor. The target
sequence of both enzymes is the same; the modifica-
tion enzyme ensures that a specific base within the
target sequence, one on each strand of the duplex, is
methylated and the restriction endonuclease cleaves
unmodified substrates within, or close to, the target
sequence. The target sequences are usually rota-
tionally symmetrical sequences of from 4 to 8 bp;
for example, a duplex of the sequence 5'-GAA*TTC
is recognized by EcoRIl. The modification enzyme
methylates the adenine residue identified by the as-
terisk, but in the absence of methylated adenine resi-
dues on both strands of the target sequence the re-
striction endonuclease breaks the phosphodiester
backbones of the DNA duplex to generate ends with
3" hydroxyl and 5 phosphate groups. The type 11
systems can be subdivided according to the nature
of the modification introduced by the MTase: N6-
methyladenine (m6A) and N5 and N4 methylcyto-
sine (m5C and m4C). Irrespective of the target se-
quence or the nature of the modification, ENases
dilfer in that some cut the DNA 1o gencrate ends
with 5" overhangs, some generate 3" overhangs, and
others produce ends which are “blunt” or “flush”
(Table 1).

Type 11 restriction enzymes are generally active as
symmetrically arranged homodimers, an association
that facilitates the coordinated cleavage of both
strands of the DNA. In contrast, type 11 modification
enzymes act as monomers, an organization consis-
tent with their normal role in the methylation of
newly replicated DNA in which one strand is al-
ready methylated.

The genes encoding type 1l R—M systems derive
from the name of the system. The genes specifying
R.BamHI and M.BamHI, for example, are designated
bamHIR and bamHIM. Transfer of the gene encoding
a restriction enzyme in the absence of the transfer
of the partner encoding the protective MTase is likely
to be lethal if the recipient cell does not provide the
relevant protection. Experimental evidence supports
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Typel Type Il Type Il
Hetero-oligomeric enzymes « ENase and MTase separate « Hetero-oligomeric ENase
Require ATP hydrolysis for enzymes «  ATP required for restriction
restriction «  Cut DNA within recognition e Cut DNA close to recognition
s« Cut DNA at sites remote sequence sequence
from the recognition sequence e DEAD-box proteins
s DEAD-box proteins
e.g. EcoKl e.g. FcoRI e.g. StyLTI]
Genes — hsdR hsdM  hsdS ecorlR ecoriM mod res
' o A > — e S— — S e —
Proteins —> HsdR HsdM HsdS Res Mod Mod Res
b : L gL ] L
MTase ENase MTase MTase
Activities
I ] | I |
Both ENase and MTase Both ENase and MTasc
Maodification-dependent Type Ils Anomalous
e.g Lco57l
¢ Cut modified DNA e Similar to type 1. but cut DNA e One polypeptide is both an

¢ No cognate MTase
e.g. merBC

outside recognition sequence
e.g. okl

ENase and MTase
¢.g. Begl
e Heterodimeric ENase and MTase

Fig. 2. The distinguishing characteristics and organization of the genetic determinants and subunits of the different
types of restriction and modification (R—M) systems. R-M systems are classified on the basis of their complexity, co-
factor requirements, and position of DNA cleavage with respect to their DNA target sequence. The types |-Ill systems
are the classical R—M systems. The restriction enzymes of the types | and II! systems contain motifs characteristic of
DEAD-box proteins and may therefore be helicases. Helicase activity could be assaciated with DNA translocation. The
type 1iS systems are a subgroup of the type Il systems that cleave DNA outside their recognition sequence. Some
systems do not fit readily into the current classification and Fco571 has been tentatively termed a type 1V system. The
modification-dependent systems are not classical R-M systems, because they have no cognate methylase and only cut
DNA that contains certain modifications. ENase, restriction endonuclease; MTase, methyltransferase (reprinted from
Trends in Microbiology 2(12), G. King and N. E. Murray, pp. 461-501. Copyright 1995, with permission from Elsevier

Science).

the expectation that the genes encoding the two com-
ponents of R-M systems are usually closely linked
so that cotransfer will be efficient.

A subgroup of type 11 systems, type IIS, recognizes
asymmetric DNA sequences of 4 to 7 bp in length.
These ENases cleave the DNA at a precise but short
distance outside their recognition sequence; their
name is derived from their shifted (S) position of
cutting. Type 1IS systems have simple cofactor re-
quirements and comprise two separate enzymes, but
they differ from type 1l systems in the recognition
of an asymmetric DNA sequence by a monomeric
ENase, and require two MTase activities.

D. Type | R-M Systems

Type I R-M systems are multifunctional enzymes
comprising three subunits that catalyze both restric-
tion and modification. In addition to Mg**, endo-
nucleolytic activity requires both AdoMet and adeno-
sine triphosphate (ATP). The restriction activity of
type 1 enzymes is associated with the hydrolysis of
ATP, an activity that may correlate with the peculiar
characteristic of these enzymes—that of cutting DNA
at nonspecific nucleotide sequences at considerable
distances from their target sequences. The type I
R-M enzyme binds to its target sequence and its
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activity as an ENase or a MTase is determined by
the methylation state of the target sequence. If the
target sequence is unmodified, the enzyme, while
bound to its target site, is believed to translocate
(move) the DNA from both sides toward itself in an
ATP-dependent manner. This translocation process
brings the bound enzymes closer to each other and
experimental evidence suggests that DNA cleavage
occurs when translocation is impeded, either by colli-
sion with another translocating complex or by the
topology of the DNA substrate.

The nucleotide sequences recognized by type 1
enzymes are asymmetric and comprise two compo-
nents, one of 3 or 4 bp and the other of 4 or 5 bp,
separated by a non-specific spacer of 6-8 bp. All
known type I enzymes methylate adenine residues,
one on each strand of the target sequence.

The three subunits of a type I R—-M enzyme are
encoded by three contiguous genes: hsdR, hsdM, and
hsdS. The acronym hsd was chosen at a time when
R-M systems were referred to as host specificity sys-
tems, and hsd denotes host specificity of DNA. hsdM
and hsdS are transcribed from the same promoter,
but hsdR is from a separate one. The two subunits
encoded by hsdM and hsdS, sometimes referred to as
M and S, are both necessary and sufficient for MTase
activity. The third subunit (R) is essential only for
restriction. The S (specificity) subunit includes two
target recognition domains (TRDs) that impart target
sequence specificity to both restriction and modifi-
cation activities of the complex; the M subunits in-
clude the binding site for AdoMet and the active
site for DNA methylation. Two complexes of Hsd
subunits are functional in bacterial cells: one com-
prises all three subunits (R,M,S;) and i1s an R—-M
system, and the other lacks R (M,S,) and has only
Mtase activity.

E. Type Il R-M Systems

Type 111 R-M systems are less complex than type
| systems but nevertheless share some similarities
with them. A single heterooligomeric complex cata-
lyzes both restriction and modification activities.
Modification requires the cofactor AdoMet and is
stimulated by Mg’" and ATP. Restriction requires
Mg®' and ATP and is stimulated by AdoMet. The

recognition sequences of type 1l enzymes are asym-
metric sequences of 5 or 6 bp. Restriction requires
two unmodified sequences in inverse orientation
(Fig. 3a). Recent evidence indicates that type 111 R—-M
enzymes, like those of type I, can translocate DNA
in a process dependent on ATP hydrolysis, but they
hydrolyze less ATP than do type 1 systems and proba-
bly only translocate DNA for a relatively short dis-
tance. Cleavage is stimulated by collision of the trans-
locating complexes and occurs on the 3’ side of the
recognition sequence at a distance of approximately
25-27 bp: This contrasts with cleavage by type I
enzymes in which cutting occurs at sites remote from
the recognition sequence. Because only one strand
of the recognition sequence of a type 11l R-M system
is a substrate for methylation, it might he anticipated
that the immediate product of replication would be
sensitive to restriction. It is necessary to distinguish
the target for modification from that needed for re-
striction in order to understand why this is not so.
Restriction is only elicited when two unmethylated
larget sequences are in inverse orientation with re-
spect to each other and, as shown in Fig. 3b, replica-
tion of modified DNA leaves all unmodified targets
in the same orientation.

The biflunctional R—M complex is made up of two
subunits, the products of the mod and res genes. The
Mod subunit is sufficient for modification, whereas
the Res and Mod subunits together form a complex
with both activities (Fig. 2). The Mod subunit is
functionally equivalent to the MTase (M,S) of type
I systems and, as in type T R—M systems, imparts
sequence specificity to both activities.

F. Modification-Dependent
Restriction Systems

These systems only cut modified DNA. They are
variable in their complexity and requirements. The
simplest is Dpnl from Streptococcus pneumoniae (pre-
viously called Diplococcus pneumoniae). The ENase
is encoded by one gene, and the protein looks and
behaves like a type Il enzyme except that it only
cuts its target sequence when it includes methylated
adenine residues.

Cscherichia coli K-12 encodes three other distinct,
sequence specific, modification-dependent systems.
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CAGCAG — CTGCTG — CTGCTG — GAGCAG
GTCGTC — GACGAC — GACGAC — GTCGTC

—

CAGCAG — CTGCTG — CTGCTG -— CAGCAG
GTCGTC — GACGAC — GACGAC — GTCGTC

CH, CH,

Fig. 3. DNA substrates for a type Ill R—-M system (EcoP15l). The top strand of each duplex is written 5' to 3’
the arrows identify the orientation of the target sequences. Solid lines indicate polynucleotide chains of
undefined sequence. (a) Only pairs of target sequences shown in inverse orientation (line 2) are substrates
for restriction. A single site in any orientation is a target for modification. (b) Replication of modified DNA
leaves all unmodified target sites in the daughter molecules in the same orientation, and therefore insensitive

to restriction.

Two, Mrr and McrA, are specified by single genes.
Mrr is distinguished by its ability to recognize DNA
containing either methylated adenine or 5-methyl-
cytosine in the context of particular, but undefined,
sequences. McrA and McrBC both restrict DNA con-
taining modified cytosines (hydroxymethylcytosine
or methylcytosine). The mcr systems (modified cyto-
sine restriction) are those first recognized by Luria
and Human by their ability to restrict nonglucosy-
lated T-even phages (rglA and B; restricts glucose-
less phage). McrBC is a complex enzyme with a re-
quirement for GTP rather than ATP.

G. Other Systems

As more R—M systems are identified, new enzymes
with novel properties continue to be found. Eco571
and Begl, for example, are most similar to type Il

systems, but are not ideally suited to this classifica-
tion (Fig. 2). Eco571 comprises a joint ENase—MTase
and a separate MTase. The former behaves as if it
were a type 11S endonuclease fused to a MTase; it
cleaves to one side of the target sequence and methyl-
ates the sequence on one strand. Cleavage is stimu-
lated by AdoMet but not by ATP. The separate MTase
behaves like a type II modification enzyme.

lli. R-M ENZYMES AS
MODEL SYSTEMS

A. Sequence Recognition, Including
Base Flipping

Structures of the crystals of several resiriction
ENases have been determined, some in both the pres-
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ence and the absence of DNA. The symmetrically
arranged dimers of the type Il enzymes interact with
their specific target sequences by the combined ef-
fects of different types of interactions including hy-
drogen bonding and electrostatic interactions of
amino acid residues with the bases and the phosphate
backbone of the DNA. No general structure, such as
a helix—turn-helix or zinc finger (often found in
proteins that interact with DNA) is characteristic of
the protein—DNA interface, and amino acids that are
widely separated in the primary sequence may be
involved in interactions with the target nucleotide
sequence. Comparisons of the active sites of EcoRV,
EcoRI, and Pvull identify a conserved tripeptide se-
quence close to the target phosphodiester group and
a conserved acidic dipeptide that may represent the
ligands for the catalytic cofactor Mg’* essential for
ENase activity.

The structure of a monomeric MTase interacting
with its target sequence provided an important solu-
tion to the question of how enzymes that modity a
base within a DNA molecule can reach their sub-
strate. The cocrystal structure of M.Hhal bound 1o
its substrate showed that the target cytidine rotates
on ils sugar—phosphate bonds such that it projects
out of the DNA and fits into the catalytic pocket of
the enzyme. Such base flipping was confirmed for a
second enzyme, M.Haelll, which also modifies cyto-
sine, and circumstantial evidence supports the notion
that this mechanism may be true for all MTases re-
gardless of whether they methylate cytosine or ade-
nine residues.

Comparative analyses of the amino acid sequences
of many MTases identified a series of motifs, many of
which are common to MTases irrespective of whether
the target base is cytosine or adenine. These motifs
enable structural predictions to be made about the
catalytic site for DNA methylation in complex en-
zymes for which crystals are not available.

B. DNA Translocation

Specific interactions of large R—M enzymes with
their DNA substrates are not readily amenable to
structural analysis. The relative molecular weight of
EcoKI is in excess of 400,000 and useful crystals
have not been obtained. Nevertheless, these complex
enzymes have other features of mechanistic interest.

Much evidence supports models in which DNA re-
striction involves the translocation of DNA in an
ATP-dependent process prior to the cutting of the
substrate. In the case of type I R—M enzymes, the
breaks in the DNA may be many kilobases remote
from the target sequence. Molineux and colleagues
(1999), using assays with phages, have shown that
EcoKI can transfer (translocate) the entire genome
(39 kb) of phage T7 from its capsid to the bacterial
cell. For linear DNA, the evidence supports the idea
that cutting by type I R-M systems occurs preferen-
tially midway between two target sequences. For type
111 enzymes the breaks are close to the target se-
quence, but in both cases the endonuclease activity
may be stimulated by the collision of two translocat-
ing protein complexes.

The most conserved features of the polypeptide
sequences of type | and type 11l R-M systems are
the motifs characteristic of adenine MTases and the
so-called DEAD-box motifs found in RNA and DNA
helicases. The latter motifs acquired their collective
name because a common variant of one element is
Asp-Glu-Ala-Asp, or DEAD when written in a single-
letter code. The DEAD-box motifs, which include
sequences diagnostic of ATP binding, are found in
the subunit that is essential for restriction (HsdR or
Res) but not for modihcation. It is not known
whether an ATP-dependent helicase activity drives
the translocation of DNA, although circumstantial
evidence correlates ATPase activity with DNA trans-
location. Mutations in each DEAD-box motif have
been shown to impair the ATPase and endonuclease
activities of a type I ENase.

IV. CONTROL AND ALLEVIATION OF
RESTRICTION

A. Control of Gene Expression

The expression of genes coding for R—M systems
requires careful regulation. Not only is this essential
to maintain the protection of host DNA in restriction-
proficient cells but also it is especially important
when R—M genes enter a new host. Experiments
show that many R—M genes are readily transferred
from one laboratory strain to another. The protection
of host DNA against the endonucleolytic activity of
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a newly acquired restriction system can be achieved
if the functional cognate MTase is produced before
the restriction enzyme. Representatives of all three
types of classical R~M systems have been shown
to be equipped with promoters that might permit
transcriptional regulation of the two activities.

Transcriptional regulation of some of the genes
encoding type II systems has been demonstrated.
Genes encoding repressor-like proteins, referred to
as C-proteins for controlling proteins, have been
identified in some instances. The C-protein for the
BamHI system has been shown to activate efficient
expression of the restriction gene and modulate the
expression of the modification gene. When the R—-M
genes are transferred to a new environment, in the
absence of C-protein there will be preferential ex-
pression of the modification gene, and only after the
production of the C-protein will the cells become
restriction proficient,

For complex R—M systems, despite the presence
of two promoters, there is no evidence for transcrip-
tional regulation of gene expression. The hetero-
oligomeric nature of these systems presents the op-
portunity for the regulation of the restriction and
modification activities by the intracellular concen-
trations of the subunits and the affinities with
which different subunits bind to each other. Never-
theless, efficient transmission of the functional R-M
genes of some type | systems requires ClpX and
CIpP in the recipient cell. Together these proteins
comprise a protease, but CipX has chaperone ac-
tivity (i.e., an ability to help other proteins to fold
correctly). These proteins function to permit the ac-
quisition of new R—M systems; they degrade the HsR
subunit of active R—-M complexes before the endonu-

clease activity has the opportunity to cleave unmodi-
fied DNA.

B. Restriction Alleviation

The efficiency with which a bacterial cell restricts
unmodified DNA is influenced by a number of
stimuli, all of which share the ability to damage
DNA. Restriction provokes the induction of the SOS
response to DNA damage, and a consequence of this
is a marked reduction in the efficiency with which
E. coli K-12 restricts incoming DNA. This alleviation

of restriction is usually monitored by following the
EOP of phages—unmodified in the case of classical
systems or modified in the case of modification-
dependent restriction systems. Alleviation of restric-
tion is characteristic of complex systems and can be
induced by uliraviolet light, nalidixic-acid, 2-amino-
purine, and the absence of Dam-mediated methyla-
tion. The effect can be appreciable and a variety of
host systems contribute to more than one pathway
of alleviation. Recent experiments have shown that
CIpXP is necessary for restriction alleviation; there-
fore there appears to be a connection between the
complex mechanisms by which restriction activity is
normally controlled and its alleviation in response
to DNA damage.

C. Antirestriction Systems

Many phages and some conjugative plasmids spec-
ify functions that antagonize restriction. An apparent
bias of functions that inhibit restriction by type 1
R-M systems may reflect the genotype of the classical
laboratory strain E. coli K-12, which is a strain with
a type 1 but no type 11 R-M system.

The coliphages T3 and T7 include an “early” gene,
O - 3, the product of which binds type | R—-M enzymes
and abolishes both restriction and modification activ-
ities. O-3 protein does not affect type II systems.
The O - 3 gene is expressed before targets in the phage
genotne are accessible to host restriction enzymes so
that (- 3% phages are protected from restriction and
modihcation by type I systems. Phage T3 O - 3 protein
has an additional activity; it hydrolyzes AdoMet, the
cofactor essential for both restriction and modifica-
tion by EcoKI and its relatives. Bacteriophage P1 also
protects its DNA from type 1 restriction, but the
antirestriction function Dar does not interfere with
modification. The Dar proteins are coinjected with
encapsidated DNA so that any DNA packaged in a
P1 head is protected. This allows efficient generalized
transduction to occur between strains with different
tvpe I R—M systems.

Coliphage T5 has a well-documented system for
protection against the type 11 system EcoRIL. As with
the O- 3 systems of T3 and T7, the gene is expressed
early when the first part of the phage genome enters
the bacterium. This first segment lacks EcoRT targets,
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whereas the rest of the genome, which enters later,
has targets that would be susceptible in the absence
of the antirestriction protein.

Some conjugative plasmids of E. coli, members
of the incompatibility groups 1 and N, also encode
antirestriction functions. They are specified by the
ard genes located close to the origin of DNA transfer
by conjugation so that they are among the first genes
to be expressed following DNA transfer. Like the ocr
proteins of T3 and T7, the protein encoded by ard
1s active against type 1 R—M systems.

Bacteriophage A encodes a very specialized anti-
restriction function, Ral, which modulates the in vivo
activity of some type 1 R-M systems by enhancing
modification and alleviating restriction. The systems
influenced by Ral are those that have a modification
enzyme with a strong preference tor hemimethylated
DNA. Ral may act by changing the MTase activity
of the R—M system to one that is efficient on un-
methylated target sequences. Unmodilied ral” A DNA
is restricted on infection of a restriction-proficient
bacterium, because ral is not normally expressed
before the genome is attacked by the host R—M sys-
tem, but phages that escape restriction and express
ral are more likely to become modified if Ral serves to
enhance the efficiency with which the modification
enzyme methylates unmodified DNA.

Some phages are made resistant to many types of
R—M systems by the presence of glucosylated hy-
droxymethylcytosine (HMC) in their DNA (e.g., the
E coli T-even phages and the Shigella phage DDVI).
The glucosylation also identifies phage DNA and
allows selective degradation of host DNA by phage-
encoded nucleases. Nonglucosylated T-even phages
are resistant to some classical R—M systems because
their DNA contains the modified base HMC, but they
are sensitive to modification-dependent systems,
although T-even phages encode a protein (Arn)
that protects superinfecting phages from McrBC re-
striction. 1t has been suggested that phages have
evolved DNA containing HM C to counteract classical
R-M systems, and that host-encoded modification-
dependent endonucleases are a response to this
phage adaptation. In this evolutionary story, the glu-
cosylation of HMC would be the latest mechanism
that renders T-even phages totally resistant 1o most
R—M systems.

In some cases, a phage genome can tolerate a few
targets for certain restriction enzymes. The few
EcoRIl sites in T3 and T7 DNA are not sensitive to
restriction because this unusual enzyme requires at
least two targets in close proximity and the targets
in these genomes are not sufficiently close. For the
type 111 enzymes, the orientation of the target se-
quences is also relevant. Since the target for restric-
tion requires two inversely oriented recognition
sequences, the T7 genome remains refractory to
EcoP151 because all 36 recognition sequences are in
the same orientation. The unidirectional orientation
of the target sequences is consistent with selection
for a genome that will avoid restriction. Considerable
evidence supports the significance of counterselec-
tion of target sequences in phage genomes, in some
cases correlating the lack of target sequences for en-
zymes found in those hosts in which the phages
can propagate.

V. DISTRIBUTION, DIVERSITY,
AND EVOLUTION

A. Distribution and Diversity

R-M systems are probably ubiquitous among pro-
karyotes. The most complete documentation is that
for type 1I systems. This is a result of the many in
vitro screens for sequence-specific endonucleases put
to effective use in the search for enzymes with differ-
ent specificities. The endonucleases identified in-
clude more than 200 different sequence specificities.
Type 11 restriction enzymes have been detected in
11 of the 13 phyla of Bacteria and Archaea, and the
lack of representation in two phyla, Chlamydia and
Spirochaetes, could result from a sampling bias since
representatives of these two phyla are commonly
difficult to culture.

There is no reliable screen for type I systems and
there has been no practical incentive to search for
enzymes that cut DNA at variable distances from
their recognition sequence. The apparent prevalence
of type I systems in enteric bacteria may simply reflect
the common use of E. coli and its relatives in genetic
studies. Genetic tests currently provide evidence for
type 1 enzymes with approximately 20 different
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specificities, and recent analyses of genomic se-
quences from diverse species support the idea that
type 1 systems are widely distributed throughout the
prokaryotic kingdom.

Despite the identification of many restriction en-
zymes, little has been reported about the relative
frequency. distribution, and diversity of R-M sys-
tems within nawural populations of bacteria. Janu-
laitis and coworkers (1988) screened natural isolates
ol E. coli for sequence-specific ENases and detected
activity in 25% of nearly 1000 strains tested. Another
screening experiment searched for restriction activity
encoded by transmissible resistance plasmids in
E. coli. The plasmids were transferred to E. coli and
the EOP of phage A was determined on the exconju-
ganis. Approximately 10% of the transmissible anti-
biotic resistance plasmids were correlated with the
restriction of A and the ENases responsible were
shown to be type 11. However, plasmid-borre type
L, type 11, and type Ul systems are known in E. coli.
Because of the transmissible nature of many plas-
mids, the frequency with which R—M systems are
transferred between strains could be high and their
maintenance subject to a variety of selection pres-
sures not necessarily associated with the restric-
tion phenotype.

The evidence, where available (i.e., for E. coli and
Salmonella enterica), is consistent with intraspeciﬁc
diversity irrespective of the level at which the diver-
sity is examined. In E. coli, there are at least six
distinct mechanistic classes of restriction enzyme
(types 1-111, and three wmodification-dependent
types) and the anomalous Eco571 (Fig. 2). The type
I1 systems in E. coli currently include approximately
30 specificities, and at least 14 type 1 specificities
have been identified. Bacterial strains frequently have
more than one active restriction system. Four sys-
tems are present in E. coli K-12, and H. influenzae
Rd has at least three systems that are known to be
biologically active, whereas three more are indicated
in the genomic sequence.

B. Evolution

R-M enzymes mav be dissected into modules. A
type Il MTase comprises a TRD and a module that
is responsible for catalyzing the wransfer ot the methyl

group from AdoMet to the defined position on the
relevant base. The catalytic domains share sequence
similarities. and these are most similar when the
catalytic reaction is the same, i.e., yields the same
product (e.g., 5mC). Given the matching specificities
of cognate ENase and MTase, it might be expected
that their TRDs would be of similar amino acid se-
quence. This is not the case; it seems likely that the
two enzymes use different strategies to recognize
their target sequence. Each subunit ol the dimeric
ENase needs 10 recognize one-half ol the rotationally
symmetrical sequence, whereas the monomeric
MTase must recognize the entire sequence. The ab-
sence of similarity between the TRDs of the ENase
and its cognate MTase suggests that they may have
evolved [rom different origins.

Restriction enzymes that recognize the same target
sequence are relerred to as isoschizomers. A simple
expectation is that the TRDs of two such enzymes
would be very similar. This is not necessarily true.
Furthermore, the similarities observed do not appear
to correlate with taxonoimic distance. The amino acid
sequences of the isoschizomers Haelll and NgoPII,
which are from bacteria in the same phylum, show
litle if any similarity, whereas the isoschizomers
FrnuD1 and NgoPlI, which are isolated from bacteria
in different phyla, are very similar (59% identity).

Type I R-M systems are complex in composition
and cumbersome in their mode of action, but they
are well suited for the diversification of sequence
specificity. A single subunit (HsdS or S) confers spec-
ificity to the entire R-M complex and to the addi-
tional smaller complex that is an MTase. Any change
in specificity affects restriction and modification con-
comitantly. Consistent with their potential to evolve
new specificities, type 1 systems exist as families,
within which members (e.g., EcoKl and EcoBl) are
distinguished only by their S subunits. Currently,
allelic genes have been identified for at least seven
members of one family (1A); each member has a
different specificity. It is more surprising that allelic
genes n E. coli, and its relatives, also specity at least
two more {amilies of type | enzymes. Although mem-
bers of a family include only major sequence differ-
ences in their S polypeptides. those in different fami-
lies share very limited sequence identities (usually
18-30%). Clearly, the ditferences between gene se-



DNA Restriction and Modification 103

quences lor type 1 R=M systems are no indication ol
the phylogenetic relatedness of the strains that en-
code them. Note that despite the general absence of
sequence similarities between members of different
families of type | enzymes. pronounced similarities
have been identified for TRDs from different families
when they confer the same sequence specificity.

The information from gene sequences for both
type [ and type 11 systems. as stated by Raleigh and
Brooks (1998), “yields a picturc of a pool of genes
that have circulated with few taxonomic limitations
for a very long time.”

Allelic variability s one of the most striking fea-
tures of type I R=M systems. Both the bipartite and
asymmetrical natures of the target sequence confer
more scope for diversity of sequence specificity than
the symmetrical recognition sequences of type Il sys-
tems. The S subunit of type 1 enzymes includes two
TRDs, each specifying one component of the target
sequence. This organization of domains makes the
subunit well suited to the generation of new specific-
ities as the consequences of either new combinations
of TRDs or minor changes in the spacing between
TRDs. In the first case, recombination merely reas-
sorts the regions specilying the TRDs, and in the
second case unequal crossing over within a short
duplicated sequence leads o a change in the spacing
between the TRDs. Both of these processes have oc-
curred in the laboratory by chance and by design.

For type I R—M systems the swapping or reposi-
tioning ol domains can create enzymes with novel
specificities, but the evolution of new TRDs with
different specificities has not been witnessed. In one
experiment, strong selection for a change that per-
mitted a degeneracy at one of the seven positions
within the target sequence lailed to yield mutants
with a relaxed specificity.

VI. BIOLOGICAL SIGNIFICANCE

The wide distribution and extraordinary diversity
of R—M systems, particularly the allelic diversity doc-
umented in cnteric bacteria, suggest that R—M sys-
tems have an important role in bacterial communi-
ties. This role has traditionally been considered Lo

be protection against phage. Laboratory studies fol-
lowing bacterial populations under conditions of
phage infection indicate that R—=M systems provide
only a transitory advantage to bacteria. Essentially,
an R—-M system with a dilferent specificity could
assist bacteria in the colonization of a new habitat
in which phage are present. but this advantage would
be short-lived as phages that escape restriction ac-
quire the new protective modification and bacteria
acquire mutations conferring resistance io the in-
fecting phages. It can be argued that one R—M system
protects against a variety of phages, and the mainte-
nance of one R—M system may compromise the fit-
ness of the bacterium less than the multiple muta-
tions required to confer resistance to a variety of
phages. No direct evidence supports this expectation.
It is relevant to remember that the restriction barrier
is generally incomplete, irrespective of the mecha-
nism of DNA transler, and that the fate of phage and
bacterial DNA fragmented by ENases may differ. A
single cut in a phage genome is sufficient 1o prevent
infectivity. Fragments generated from bacterial DNA
will generally share homology with the host chromo-
some and could therefore be rescued by recombina-
tion. The rescue of viable phages by homologous
recombination requires infection by more than one
phage or recombination with phage genomes that
reside within the host chromosome. A protective role
for R—M systems in no way excludes an additional
role that influences genetic recombination.

In E. coli, and probably bacteria in general, linear
DNA fragments are vulnerable to degradation by exo-
nucleases, particularly ExoV (RecBCD). Therefore,
the products of restriction are substrates for degrada-
tion by the same enzyme that is an essential compo-
nent of the major recombination pathway in E. coli.
However, degradation by RecBCD is impeded by tae
special sequences, designated Chi. that stimulate re-
combination. It has been shown that a Chi sequence
can stimulate recombination when RecBCD enters a
DNA molecule at the site generated by cutting with
EcoRI. It seems inevitable that fragmentation ol DNA
by restriction would reduce the opportunity for re-
combination to incorporate long stretches of DNA:
however, given that DNA ends are recombinogenic.
restriction could promote the acquisition of short
segments of DNA.
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Radman and colleagues (1989) suggested that
R—M systems are not required as interspecific barri-
ers to recombination since the DNA sequence differ-
ences between E. coli and Salmonclla are sufficient
to hinder recombination. It is evident. however, that
selection has maintained a diversity of restriction
specificities within one species, and consequently
restriction is presumed to play a significant role
within a species, in which DNA sequence differences
are less likely to affect recombination. Detailed analy-
ses of the effects of restriction on the transfer of DNA
between strains of E. coli are currently under way and
the molecular techniques are available to monitor
the sizes and distributions of the DNA fragments
transferred between strains.

Recently, Kobayashi and colleagues viewed R-M
genes as “selfish” entities on the grounds that loss
of the plasmid that encodes them leads to cell death.
The experimental evidence for some type Il R-M
systems implies that the cells die because residual
ENase activity cuts incompletely modified chromo-
somal DNA. The behavior of type I systems, on the
other hand, is different and is consistent with their
ability to diversify sequence specificity; when new
specificities are generated by recombination, old ones
are readily lost without impairing cell viability.

VII. APPLICATIONS AND
COMMERCIAL RELEVANCE

[nitially, the opportunity to use enzymes that cut
DNA molecules within specific nucleotide sequences
added a new dimension to the physical analysis of
small genomes. In the early 1970s, maps (restriction
maps) could be made in which restriction targets
were charted within viral genomes and their mutant
derivatives. Within a few years the same approach
was generally applicable to larger genomes. The gen-
eral extension of molecular methods to eukaryotic
genomes depended on the technology that enabled
the cloning of DNA f{ragments, i.c., the generation
ol a population of identical copies ofa DNA {ragment.
In short, DNA from any source could be broken
into discrete fragments by restriction ENases, the
fragments could be linked together covalently by the
enzymatic activity of DNA ligase. and the resulting

new combinations of DNA could be amplified follow-
ing their recovery in E. coli. Of course, to achieve
amplification of a DNA fragment, and hence a molec-
ular clone, it was necessary to link the DNA fragment
1o a spectal DNA molecule capable of autonomous
replication in a bacterial cell. This molecule, the
vector, may be a plasmid or a virus. lmportantly, it
is usual for only one recombinant molecule to be
amplified within a single bacterial cell. In principle,
therefore. one gene can be separated from the many
thousands of other genes present in a eukaryotic cell,
and this gene can be isolated, amplified, and purified
[or analysis. The efliciency and power of molecular
cloning have evolved quickly, and the new opportu-
nities have catalyzed the rapid development of associ-
ated technigues, most notably those for determining
the nucleotide sequences of DNA molecules, the
chemical synthesis of DNA, and recently, the extraor-
dinarily efficient amplification of gene sequences in
vitro by the polymerase chain reaction (PCR). In
some cases, amplification in vitro obviates the need
for amplification in vive since the nucleotide se-
quence of PCR products can be obtained directly.

The bacterium E. coli remains the usual host for
the recovery, manipulation, and amplification of re-
combinant DNA molecules. However, for many of
the commonly used experimental organisms the con-
sequence of a mutation can be determined by re-
turning a manipulated gene to the chromosome of
the species of origin.

The recombinant DNA technology, including
screens based on the detection of DNA by hybridiza-
tion to a specific probe and the analysis of DNA
sequence, is now basic to all fields of biology, bio-
chemistry, and medical research as well as the “bio-
tech industry.” Tests dependent on DNA are used to
identify contaminants in food, parents of children,
persons at the scene of a crime, and the putative
position of a specimen in a phylogenetic trec. Muta-
tions in specific genes may be imade, their nature
confirmed, and their effects monitored. Gene prod-
ucts may be amplified for study and use as experi-
niental or medical reagents. Hormones, cytokines,
hlood-clotting factors, and vaccines are amongst the
medically relevant proteins that have been produced
1 microorganisms, obviating the nced to isolate
them from animal tissues.



DNA Restriction and Modification 105

Most of the enzymes used as reagents in the labora-
tory are readily available because the genes specifying
them have been cloned in vectors designed to in-
crease gene expression. This is true for the ENases
used to cut DNA. It is amusing that in the 1980s the
generally forgotten, nonclassical, restriction systems
identified by Luria and Human (1952) were rediscov-
ered when difficulties were encountered in cloning
type 1l R—M genes. 1t was soon appreciated that
cloning the genes for particular MTases was a prob-
lem in “wild-type” E. coli K-12; the transformed bac-
teria were killed when modification of their DNA
made this DNA a target for the resident Mcr restric-
tion systems. Rare survivors were mcr mutants, ideal
strains for recovering clones of foreign DNA rich in
5m(, as well as genes encoding MTases.

See Also the Following Articles
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GLOSSARY

bioinformatics Biological informatics, specifically the
compuler-assisted analysis of genome sequence and experi-
mental data.

DNA microarrays Miniaturized arrays containing thou-

sands ol DNA fragments representing genes in an area of

a lew square centimeters. These “chips” are used mostly
1o monitor the expression of genomes at the level ol mes-
senger RNA.

functional genomics The study ol gene function at the
genome level.

genomics The study of the genome, or all of the genes in
an organism.

proteomics The study of the protein complement, or pro-
teorne, of an organism.

whole genome shotgun sequencing A random ap-
proach (o genome sequencing based on shearing of geno-
mic DNA, followed by cloning, sequencing, and assembly
of the entire genome, and ultimately leading (o finished,
annotated genomic sequence. Sequencing ol entire
nomes can also be achieved by a sequential shotgun se-
quencing of a set of overlapping, large insert clones.

ADVANCES IN DNA SEQUENCING, computing,
and automation technologies have allowed the se-
quencing of entire genomes from living organisms.
Bacterial genomes range in size from 0.5 to at least

Encyclopedia of Microbiology, Volume 2
SECOND EDITION

10 Mb (1 x 10° base pairs) and are composed of
approximately 90% coding regions, therefore, high-
throughput sequencing of randomly cloned DNA
fragments represents the most cost-effective way to
rapidly obtain genome information for these or-
ganisms.

Since the publication in 1995 ol the first whole
genome sequence for a bacterium, a complete micro-
bial genome sequence has been published every sev-
eral months (Table 1), and high coverage sequence
data have been added to the public domain through-
out this period for more than 50 other genomes.
Sequencing of a microbial genome requires logistical
planning for the challenges of high-throughput se-
quencing, bioinformatic analysis, and presentation
of the data in a concise, user-friendly format, usually
in the form of a World Wide Web site to supplement
a journal publication; this is an intensive process that
is often underappreciated. Following the sequencing,
analysis, and initial assignment of function based on
similarity to previously identified genes in sequence
databases, analysis of gene function at the laboratory
bench is required to confirm gene function. These
functional genomics studies will also require a sub-
stantial scale-up in order to keep up with the high-
throughput pace of genome sequencing. Simply
stated, in the pregenomic era genes were usually
identified based on a selection for function, followed
by the laborious tasks of cloning, subcloning, and
sequencing; genome sequencing has reversed this
process today, and the challenge of the postgenomic
era will be to determine how all the gene products
of a genome function, interact, and allow the organ-
ism to live.

Copyright + 2000 by Academic Press.
All rights of reproduction in any form reserved.
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TABLE |

Published Microbial Genomes?
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Size
Genome (Mb) %» G+ C Institution Reference
Aquifex acolicus 1.55 43 Diversa Deckert et al., Nature 392, 353
(1998)
Archacoglobus fulgidus 2.18 48 TIGR Klenk et al., Nature 390, 364
(1997)
Bacillus subiilis 4.21 43 International Consortium Kunst et al., Nature 390, 249
(1997)
Borrelia burgdorferi 1.52 28 TIGR Fraser ct al., Nature 390, 580
(1997)
Chlamydia trachomatis 1.04 41 Stanford University Stephens et al., Scicnee 282,
754 (1998)
Ischerichia coli 4.04 50 University ol Wisconsin Blattner et al., Science 277,
1453 (1997)
Haemophilus influenzac Rd 1.83 39 TIGR Fleischmann et al., Science
269, 496 (1995)
Helicobacter pylori 1.66 39 TIGR Tomb et al.. Nature 388, 539
(1997)
Methannococcus jannaschii 1.74 31 TIGR Bult et al., Science 273, 1058
(1996)
Methanobacterium thermo- 1.75 49 GT(/Ohio State University Smith et al., J. Bacteriol. 179,
auwtotrophicum 7135 (1997)
Mycobacterium tuberculosis 4.41 05 Sanger Centre Cole et al., Nature 393, 537
(1998)
Mycoplasma genitalium 0.58 31 TIGR Fraser et al., Science 270, 397
(1995)
Mycoplusma picammonide 0.82 40 University ol Heidelberg Himincireich ot al., Nudeic
Acid Res. 24, 4420 (1996)
Pyrococcus hortkoshii 1.74 42 NITE Kawarabayasi ¢t al., DNA Res.
5, 55 (1998)
Rickettsia prowazckii 1.11 29 University of Uppsala Andersson ¢t al., Nature 396,
133 (1998)
Saccharomyces cerevisiae 12.07 38 International Consortium Gotleau ¢t al., Nature 387
(Suppl.), 5-105 (1997)
Syncchocystis sp. 3.57 47 Kazusa DNA Research Kaneko et al., DNA Res. 3, 109
Institute (1996)
Treponema pallidum 1.14 52 TIGR/University of Texas Fraser et al., Science 281, 375

(1998)

* Current as of October 1998.

[. INTRODUCTION: DNA SEQUENCING

DNA sequencing has seen many technological
changes during the past two decades, evolving from
slab polyacrylamide gels that could resolve 20-50
bp at a time to the 700-bp reads of today. In the late

1970s, DNA sequences were manually read from x-
ray film using chemical and enzymatic methods to

incorporate radiolabel; for the past 10 years, comput-
ers have been making automated base calls after de-
tecting fluorescently labeled DNA fragments resolved
on sequencers such as the Applied BioSystems 377
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model. The current state-ol-the-art capillary se-
quencers should deliver higher throughput with a
greater degree of automation. Due to the recent avail-
ability of these instruments, a greatly accelerated
schedule for completing the Human Genome Project
has been proposed by multiple groups of researchers.
Two of these 96-capillary sequencers are the Mega-
BACE sequencer (Molecular Dynamics/Amersham-
Pharmacia Biotech) and the much anticipated Ap-
plied BioSystems 3700 model, which promises about
300-400 kb of sequence per day with nearly unat-
tended operation (a 1-hr manual-loading step for 1
day’s worth of automated sequencing).

Upon publication of the 1.8-Mb chromosome of
Haemophilus influenzae in 1995, it became apparent
to the scientific community that sequencing of bacte-
rial and even eukaryotic genomes was possible by
scaling-up existing sequencing technologies. Al-
though the utility of the whole-genome shotgun ap-
proach (Fig. 1) for sequencing microbial genomes
is unquestionable today, the original H. influenzae
project was in fact deemed an unproven, high-risk
venture and was not funded because such a large
segment of DNA had not been sequenced by a ran-
dom approach. The standard paradigm for any large-
scale sequencing projects was based on strategies
used for sequencing the human genome and related
model organisms. These “top-down" techniques con-
sisted of two phases, an up-front mapping and cos-

mid-ordering phase, followed by subcloning and se-
quencing of a minimal tiling path (a complete set
of cloned genome fragments with minimal overlap
among the cosmids). Sequencing of larger segments
of a microbial genome was not attempted due to a
computational limitation at that time-—existing soft-
ware packages for the assembly of random DNA
fragments were not sufficiently robust to assemble
a DNA segment much larger than the size of a cos-
mid insert (~40 kbp). However, advances based on
an unconventional approach to sequencing the
human genome set the stage for whole-genome
sequencing of smaller genomes. The Venter labora-
tory at the National Institutes of Health (NIH) and
later at The Institute for Genomic Research (TIGR)
developed the expressed sequence tag (EST) method
for streamlining gene discovery in human genome
sequencing by enriching for and sequencing messen-
ger RNAs. By optimizing the conditions for high-
throughput fluorescent sequencing and developing
the computational software to assemble hundreds
of thousands of randem sequences into contiguous
sequences (contigs), the stage was set to attempt a
shotgun approach to sequencing an entire genome,
which had last been done [or bacteriophage A in
1977.

The whole genome shotgun sequencing technique
is described in the following section, and it consists
of four phases: library construction, random se-

1.Library constructiony| 2. Random Sequencing

a. sequence DNA

a. isolate DNA -
b. fragment DNA

—_

(15,000 sequences/ Mb)

N VA

¢. clone DNA

GGG ACTGTTC J

[ Sommimte

COMPLETE, ANNOTATED
GENOME SEQUENCE ;

3. Closure Phase
a. assemble sequences
b. close gaps
. ===
4. Editing/Annotati
a. edit
b. anpotate
100 102

Fig. 1. Strategy for a whole genome random sequencing project.
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gquencing, gap closure, and editing/annotation

(Fig. 1).

Il. MICROBIAL GENOME
SEQUENCING PROJECT

A. Library Construction Phase

Library construction is the most critical phase of
a microbial genome sequencing project. Assuming a
completely random library, Lander and Waterman
calculated that the sequencing statisitics would fol-
low a Poisson distribution (i.e., sequencing enough
rancdom reads to add up to one genome equivalent
would leave 37% of the genome unsequenced; see
Table II). Sequencing of a nonrandom library will
result in a significant deviation {rom the Lander—
Waterman model for random sequencing, and the
gencrated assemblies will have too many gaps to be
cfficiently closed. A library construction procedure
has been developed (Fleischmann et al,, 1995) to
achieve a high order of randomness, and it consists
of the following steps:

1. Random shearing of genomic DNA and purifi-
cation of ~2 kbp fragments

2. Fragment end repair and ligation 10 blunt-
ended, dephosphorylated vector

3. Gel purification of the “v+i” (vector plus single
insert) band from other forms

4. Final polishing of free ends and intramolecular
ligation of v+i DNA

5. High-efficiency transformation of Escherichia
coli strains (DH10B, SURE, etc.)

6. Direct plating onto two-layer antibiotic diffu-
sion plates

This optimized method results in efficient se-
quencing because the library is a collection of highly
random, single-insert fragments that can be se-
quenced {rom both ends using universal primers.
Key factors for success include random shearing of
the DNA (usually by nebulization), purification of a
narrow size range of insert (using minimal amounts
of longwave UV light), a second gel purification of
v+i to minimize plasmid clones lacking insert or
containing chimeric inserts, propagation of clones in
a highly restriction-deficient E. coli background, and
outgrowth of transformed cells as individual colony-
forming units on an antibiotic diffusion plate (rather
than standard outgrowth as a mixture of clones in
liquid medium, which may select against certain
slower growing clones in the transformed popula-
tion). Even with all these safeguards in place, how-
ever, gaps in the genome do occur. This is due to
both the statistics of random sequencing and the
inahility to clone certain DNA fragments, such as
those containing strong promoters (e.g., the 165
rRNA promoter in H. influenzae) or “toxic” genes
(e.g., the complete HindlIll restriction enzyme gene

TABLE It
Lander-Waterman Calculation for Random Sequencing of a Microbial Genome
(2-Mb Size, 500-bp Average Sequence Read Length)

%

No. genome Average Fold Total bp

sequences sequenced Nao. gaps gap size coverage sequenced
4,000 63.21 1472 500 1X 2,000,000
8,000 86.47 1083 250 2X 4,000,000
12,000 95.02 567 1o7 3IX 6,000,000
16,000 98.17 293 125 4x 8,000,000
20,000 99.33 135 100 5X 10,000,000
24,000 99.75 59 83 6% 12.000.000
28,000 99.91 26 71 7X 14,000,000
32,000 99.97 11 63 8X 16,000,000
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without the cognate methylase gene present in the
transformed E. coli strain).

B. Random Sequencing Phase

After the library is constructed, random sequenc-
ing of the individual clones is performed. This in-
volves (i) the production of tens of thousands of
templates in 96-well blocks, (ii) sequencing of the
purified plasmid template DNA in both directions,
(i1} transfer of the edited sequence reads to a data-
base, and (iv) assembly of the sequence data into
contigs.

To ensure that the expected Poisson distribution
of random sequences is obtained, the assembled se-
quence data from the first several thousand se-
quences are plotted relative 1o the Lander—Waterman
equation (Fig. 2). The sequencing and assembly of
a verified random library continues until approxi-
mately 7- or 8 X genome coverage is achieved, which
should result in a manageable number of gaps to
close (Table 11). Based on diminishing return, after
sequencing to 7- or 8X random genome coverage
with the 2-kbp insert library, directed sequencing
strategies are employed for gap closure; [or genome
sequencing projects in which gap closure will not
be pursued, the project goes directly to the annota-
tion phase.

1X 2X 3X

2,000,000f (63%) (86%)  (95%}

C. Closure Phase

Of the three phases of a whole-genome sequencing
project discussed so [ar. this is the most time-
consuming; however, closure of a genome results in
a complete list of the set of genes. If a certain gene
or metabolic pathway is missing from a closed ge-
nome. its absence is not due to it being located in
an unsequenced gap. Moreover, a complete genome
is a linear string of nucleotides, rather than a collec-
tion of contiguous sequences of uncertain orientation
relative to one another, and contains genes in linear
progression with exact 5" and 3" coordinates.

The forward and reverse reads of the plasmid
clones are an important tool used for genome closure.
Once the assembled sequences are obtained, any tem-
plate with a forward sequence read in one assembly
and a reverse in the other represents a link between
assemblies and is used as a template for primer walk-
ing o close the gap. Clone linkage for closure of
potentially larger gaps is provided by end sequencing
a large insert lambda library and mapping positions
of the forward and reverse reads (separated by about
20 kbp) on the assembled contigs.

The previously mentioned gaps are called “se-
quencing” gaps since a DNA template is available;
closure of “physical” gaps is more challenging be-
cause no template is immediately available. De-

8X
(99.97%)

1,800,000
1,600,000
1,400,000
1,200,000
1,000,000/
800,000]
600,000
400,000
200.000]

/_

unigue bp

———

—e—*unique"

04
10.000

# sequences

15.000

20.000 25,000 30,000

Fig. 2. Plot of Lander-Waterman calculation for random sequencing for a 2-Mb genome

with 500-bp average sequence read lengths.
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pending on the number of gaps (o close and tools at
one's disposal, a template is generated for a physical
gap by several means, including combinatorial poly-
merase chain reaction (PCR), screening for large in-
sert clones that span the gap, Southern hybridization
fingerprinting, and cycle sequencing using genomic
DNA as a template. Once a template is obtained, it
is sequenced until the physical gap is closed. The gap
closure data are then incorporated into the assembly
data, the assembled contigs are joined, and the pro-
cess is repeated until closure of the entire genome
is achieved.

D. Editing and Annotation Phase

Following genome closure the sequence is edited
and annotated. Editing consists of proofreading the
sequence and resolving ambiguities or regions of low
coverage by dye terminator sequencing. In addition,
possible frameshifts are identified, PCR amplified
from genomic DNA, and resequenced. 1t should be
noted, however, that some apparent base insertions,
deletions, and frameshifts are authentic. Examples
include polymorphisms in repetitive sequences of
the Campvlobacter jejuni genome and more than 20
authentic frameshifts in protein coding regions of the
lab-propagated H. influenzae Rd organism (several ot
the counterparts of these genes in other H. influenzae
strains have been demonstrated to be full-length,
functional genes.)

Annotation begins with gene finding, which is not
an insignificant task in prokaryotes; although stop
sites of open reading frames (ORFs) are straightfor-
ward, identifying the proper translation initiation
codon can be challenging. Annotation also involves
characterization of other features of the genome, in-
cluding repeated nucleotide sequences, gene fami-
lies, and variations in nucleotide composition. Fur-
thermore, all genes are classified into functional
role categories and analyzed as a whole [or the pres-
ence of various metabolic pathways. In this way,
whole-genome sequencing provides a complete pic-
ture of the metabolic potential of an organism and
lays the groundwork for many follow-up studies
once the genetic complement of the cell has been de-
fined.

lil. BIOINFORMATICS AND
GENOME DATABASES

The need for computational tools to handle ge-
nome project data is increasing, and the URLs listed
in Table 11l represent a fraction of the genomic web-
sites that continue to proliferate. The genome project
monitoring sites given are among the most compre-
hensive and are continually updated as new genome
projects are both initiated and completed. In fact, it
is estimated that in addition to the 18 microbial
genomes currently completed (Table 1), approxi-
mately 50 more should be done by the Year 2000.
The genome project websites listed provide extensive
annotation, role categorization, search capabilities,
and genome segment display and retrieval. In the
near future, experimental data from functional geno-
mics work (expression of gene under various condi-
tions, phentoype of knockout mutant, protein—
protein interaction information, etc.) will be
incorporated into these existing structures and pro-
vide much added value to the basic research com-
munity.

During the course of a genome sequencing project,
avariety of tools are required. At the DNA sequencing
and assembly stage, software for high-throughput
sequencing is needed for automated base calling
(e.g., phred and ABI base caller) and data tracking/
management. An assembly program (e.g., phrap and
TIGR Assembler) is then used to find overlaps among
the random sequences and build large sets of contigu-
ous sequence. Gaps in the sequence are then closed
by directed sequencing; programs to clearly display,
track, and update this information are crucial. Gene
finding is then performed using programs that search
for ORFs among the assembled sequence data (e.g.,
Genemark, Critica, and Glimmer) and that use com-
putational techniques to help discriminate the signal
of real genes from the noise of potential ORFs found
in a microbial genome. The annotation stage involves
human inspection of the list of candidate genes and
other data to help generate a catalog of genes from
the organism (more like a rough draft rather than a
final list). Procedures used to determine if a gene is
authentic include examining similarity scores, multi-
ple sequence alignments, and published data when
similar to that of known genes and examining the
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TABLE 1l
Selected Genomic Resources from the World Wide Web

Complete and in-progress genome projects
http:/iwww.tigr.org/tdh/mdb/mdb. html
http://getalife uiuc.edu/~nikos/genomes.htmi
http://www-c.mcs.anl.gov/home/gaasterl/genomes.himl

http:/hwww .ncbi.nlmnih.gov/BLAST/unfin_databases htm|

Genome sequence data
http:/iwww ncbi.nim.nih.gov/Entrez/Genome/org. himl
http://www.tigr.org/tdb/mdb/mdb.htm]
http://www pasteur. fr/Bio/SubtiList.htm!
http://www . pasteur.fr/Bio/Colibri html
http://www.ncbi.nim nih.gov/PMGifs/Genomes/ycd html

Amnalysis of Genome Sequence Data
http://mol.genes.nig.ac jp/gib/
http://motif.stanford.edu/
http://www.expasy.ch/
http://www nehinlmnih.gov/COG/
hitp:t/iwww sanger. ac.uk/Softwarc/Pfam/
http:=t/lion.cabm rutgers.edu/~bruc/microbes/index.html
hitp:/iwww .genome.ad.jp/kegg/
http:Hecocyc. PangeaSystems.com/ecocyc/ecacyc. html

Compilations of genome-related sites/links
http://www hgmp.mrc.ac.uk/Genome Web/
heep:/iwww genome.ad.jp/

http:/twww public.iastate.edu/~pedro/research_tools. html

TIGR Microbial Database

Nikos Genome Sequencing Projects List
MAGPIE Genome Sequencing Projects List
Entrez Microbial Genomes Listing

Entrez Genome Browser

TIGR Microbial Database; links to projects
Subtilist server for B. subtilis

Colibri server for E. coli

NCBI Yeast Genome; links to YPD, MIPS, SGD

Genome [nformation Broker

The Brutlag Bioinformatics Group

Expasy Molecular Biology Server

Clusters of Orthologous Groups (COGs) site

P fam (Protein families database, HMMs)
SEEBUGS Microbial Genome Analysis

KEGG: Kyoto Encyclopedie of Genes and Genomes
EcoCye: Encyclopedia of E. coli Genes/Metabolism

GenomeWeb List of Other Genome Sites
GenomeNet WWW Server
Pedro’s Biomolecular Research Tools

sequence for gene-like characteristics (e.g., the pres-
ence and proper spacing of a promoter, ribosome
binding site, and initiation codon; the presence of a
similar gene in the database; the position of the gene
in an operon; or nucleotide or codon usage similar
to that of the rest of the genome). Functional role
category can also be assigned based on similarity
to genes of known function, and a picture of the
metabolic capacity of the organism emerges. Finally,
it should be emphasized that quality annotation is
based on bioinformatic analysis beyond assigning
the top BLAST similarity score. Motif scarches (e.g.,
Prosite, Blocks, and e-motif) reveal local similarity
that may be missed at the global level of a BLAST
search. Also, multiple sequence alignments and phy-
logenetic relationships between members of a gene
family can provide insight nto possible function.
Searches using hidden Markov models arc currently
providing information about relationships between

predicted proteins that may be missed by BLAST
searches, and gene families are being constructed
using hidden Markov modeling (Pfam) and other
techniques (e.g., COGs). Finally, molecular model-
ing comparisons such as threading are being used to
gain insight into relationships between proteins seen
only at the three-dimensional level.

IV. FUNCTIONAL
GENOMICS APPROACHES

A. Ccmparative Genomics

The resources required for whole-genome se-
quencing ol a 2-Mb genome are not insignificant,
witha cost of approximately $1 million and requiring
1 or 2 vears to complete. However, high-throughput
sequencing of microbial DNA is the most cost-
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cffective method to obtain genomic information:
given a coding density of 85-90%, a 2-Mb genome
would give 1800 gene sequences at a cost of ~$500/
gene (significantly less than the per gene cost of the
pregenomic era). This cost is reduced even further
by sequencing at a lower average redundancy (3-6X
coverage), providing a catalog of the majority of the
gencs in an organism of interest. These data are suf-
ficient for the purpose of rapidly acquiring a proprie-
tary database of genomic data, often from multiple
organisms, and performing functional genomics
work with the ultimate goal of producing vaccines
or antibiotics. However, the goal of the complete
genome project, published in a peer-reviewed jour-
nal, is to sequence every base pair of a genome and
become a foundation for downstream research by
providing a contiguous list of genes, exact 5" and 3’
coordinates for each gene, reconstruction ol meta-
bolic pathways while accounting for all genes in an
organism, and other qualities not available from col-
lections of large contigs.

There are some cases in which genome sequences
from two isolates of the same species exist, but often
one genome is held as proprietary information (this
happens regularly for important microbial patho-
gens). Genome projects in which data are publicly
available for two species of bacteria include those
tor Neisseria meningitidis (one serotype A and the
other serotype B) and [or Mycobacterium tuberculosis
(H37Rv is completed, and CSU-93 is in progress).
The latter case will be of special interest because the
CSU-93 is a highly infectious strain of M. tuberculosis,
and it is possible that “in silico” comparisons of the
genome sequences relative to H37Rv may point to
the mutation(s) or gene(s) responsible for this phe-
notype. Finally, comparisons by the Blattner labora-
tory of the completed E. coli K-12 strain to the entero-
hemorrhagic E. coli O157:H7 have provided some
interesting findings. Although conventional wisdom
would have suggested that the pathogenic 0157 was
a K-12 backbone plus some large segments of addi-
tional DNA, such as the 92-kb virulence plasmid or
the 43-kb LEE pathogenicity island, it was deter-
mined from shotgun sequencing that the O157 ge-
nome is actually a fine mosaic of 0157 and K-12
DNA and includes 1.2 Mb of DNA unique to 0157
while lacking ~0.15 Mb of DNA known to be unique

to the completed K-12 genome. These results provide
a glimpse into the importance of comparative geno-
mics work and the complex ways in which genomes/
microbes evolve and adapt.

B. RNA-Level Differential
Gene Expression

Researchers are interested in differential gene
expression; that is, what genes are up- and down-
regulated under a specific set of conditions (wild-
type vs isogenic mutant, growth with and without
an antibiotic present, and growth in the lab vs in a
host for pathogens). Prior to genome sequences being
widely available, differential display PCR was used
to identify differentially expressed genes. Random
primers are used for reverse transcription of message
followed by amplification and agarose electrophore-
sis. Diflerentially labeled bands are isolated, cloned,
and sequenced to determine the expressed genes.
With eukarotic cells, quantitative EST sequencing or
SAGE (serial anaylsis of gene expression) can also
be used for differential gene expression without a
priori knowledge of genome sequences, but the den-
sity of genes in bacteria coupled with the inability
to apply mRNA-enrichment procedures based on
polyadenylation has limited the use of these tech-
niques in bacteria.

Molecular techniques previously used to study a
single gene are now being applied to entire genomes.
In RNA-level gene expression, researchers have ap-
plied DNA-blot hybridization and RT-PCR tech-
niques to monitor the expression of thousands of
genes at once. DNA microarrays can be thought of
as high-throughput dot blots using DNA on a
solid “chip” surface to report expression patterns
for thousands of genes. Several different microarray-
ing technologies are being used, but costs are suffi-
ciently high that the equipment is currently beyond
the reach of the average lab. For synthetic arrays,
such as the Affymetrix chip (http://www.affymetrix.
com), photolithographic techniques are used to syn-
thesize oligonucleotides on a 1.2-cm’ silicon chip
(~64,000 addressable positions per chip). For spot-
ted arrays, such as those made by Stanford University
(http://cmgm.stanford.edu/pbrown) or Molecular Dy-
namics (http://www.mdyn.com), an x-y-z-stage robot
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is used to deposit DNA spots, usually PCR products,
onto a treated glass microscope slide. In either case,
DNA representing thousands of genes are linked to
a solid surface, then hybridized with fluorescently
labeled RNA from different conditions, followed by
confocal scanning at different wavelengths to quanti-
tate hybridized probe. The use of different fluores-
cent dyes for each experimental condition allows for
greater sensitivity and. in the case ol the spotted
arrays, simultaneous hybridization of two or more
samples on the same chip. Thus, expression data
from thousands of genes (even whole genomes in
the case of microbes) are then deconvoluted and ana-
lyzed.

C. Protein-Level Differential
Gene Expression

Just as gene expression can be monitored at the
transcription level, it can also be measured at the
translation level by analyzing the entire protein com-
plement of the genome, or protéome. At the core of
these proteomics experiments is a separation tech-
nology that was developed more than two decades
ago—two-dimensional polyacrylamide gel electro-
phoresis (2D-PAGE). Today, however, a new genera-
tion of instruments using mass spectroscopy (MS;
http://www.asms.org) techniques afford highly accu-
rate mass determination, giving a rapid, high-
throughout path from a spot on a 2D-PAGE gel to
an identified protein. Translation of whole-genome
DNA sequence data gives the theoretical mass and
isoelectric point for all protein gene products, and
studies indicate that proteins identified from 2D-
PAGE gels by electrospray MS or amino acid se-
quencing techniques correlate closely to these theo-
retical values (although approximately 20% of the
spots represent isoforms, which are protein modifi-
cations that alter predicted migration positions of
proteins). Variations on these techniques are being
used, such as MALDI-TOF (matrix-assisted laser
desorption/ionization time-of-flight) and SELDI
(surtace-enhanced laser desorption/ionization). The
SELDI technique is an interesting twist on chip tech-
nology, giving a “protein chip” (Ciphergen, hitp:/
www.ciphergen.com) capable of on-chip protein en-
richment and real-time estimates of protein mass.

One question that needs to be resolved in the
postgenomic era is whether differential gene expres-
sion is best measured at the RNA or protein level: it is
most likely, however, that researchers doing whole-
genome expression studies will want to use both
microarraying and proteomics technologies 1o assess
gene expression levels.

D. Mutagenesis

With microbes, one of the classic methods for
determining gene function is via mutagenesis. For
many large-scale studies, transposons or antibiotic
cassettes are used to disrupt genes, providing an
isogenic pair of strains, a wild type, and a null mu-
tant. By sequencing out from transposon or cassette,
one can determine a “genome sequence tag’ for the
disrupted gene. In the pregenomic era, identification
of the entire gene and surrounding genes/opcrons
would have involved a substantial effort of cloning
and sequencing, but because of the availability of

- genomiic sequence data, the tag and sequence data

allow one to rapidly map large numbers of mutants.
The recent development of in vitro transposition sys-
tems has simplified the transposon-hopping step to
a microfuge tube reaction and has great potential for
use with naturally transformable organisms. Genome
footprinting is another technique based on saturation
mutagenesis that allows PCR-based scanning of a
whole genome for gene essentiality under different
experimental conditions. Finally, rather than being
restricted to a random approach for mutagenesis,
the availability of genome sequence data allows the
directed knockout of genes in genetically amenable
systems, and publicly announced programs to knock-
out every gene in the genome are proceeding for
Bacillus  subtilis  (http://locus.jouy .inra.fricgi-bin/
genmic/madbase/progs/madbase.operl) and Saccharo-
myces cerevisiae (http://sequence-www.stanford.edu/
group/yeast_deletion_project deletions3.html).

One advance that is invaluable for studies involv-
ing pools of mutants is oligonucleotide tag (or
“bar-code™) mutagenesis. In this technique, a unique
oligonucleotide tag is included in the transposon/
cassette and then introduced into each mutant. In the
case of “signature-ragged mutagenesis” of pathogenic
bacteria, developed in the Holden laboratory, pools
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of 96 bar-coded mutants are used to infect a host
organism, the bacleria are collected, the DNA are
isolated, and the bar code is amplified and then hy-
bridized to a 96-spot array of DNA from cach mutant.
By comparing hybridization of the bar-code tag from
in vivo-grown pools of mutants with that from in
vitro-grown mutants, one can identify those mutants
less successful at causing infection in a host—
potential new virulence factors. Infection of mam-
mals, as opposed to growing mutants in laboratory
media, is a much more realistic environment for
learning about microbial pathogenesis, and the bar-
coding procedure has been very useful because it
minimizes the number ol experimental animals
needed lor infection. The whole-genome knockout
program for S. cerevisiae incorporates bar codes into
the cassetles, and preliminary experiments for moni-
toring pools of mutants have successfully employed
microarray chips for the DNA-DNA hybridization
step. Thus, the use of DNA microarrays for parallel
processing of both mutant growth rates and global
transcription patterns has enormous implications for
changing molecular microbiology.

E. Other Functional Studies

Numerous functional studies in addition to those
mentioned previously are being perlormed for se-
quenced bacteria. This list is not inclusive, and it
should again be mentioned that the most well-coordi-
nated functional analysis programs currently being
performed are those for B. subtilis and S. cerevisiac.
Methods currently being used include (i) reporter
[usion analyses, constructed for entire genomes, to
provide gene expression data using whole cells;
(i1) protein—protein interactions to determine what
proteins interact with each other in a cell are provid-
ing important information to be used in conjunction
with gene function studies; (iii) protein overexpres-
sion, using a high-throughput, brute-force protein
overexpression methodology involving designing
primers to the 5" and 3’ ends of sequenced genes,
cloning into T7 polymerase-driven vectors with af-
finity tags, and expressing and purifying the gene
products using E. coli, with purified protein being
used for numerous applications including in vitro
screening for novel inhibitors, use as a component for

vaccines, and for determining the three-dimensional
structure ol the expressed protein; (iv) structural
genomics—in addition to modeling the theoretical
structures of all the predicted proteins in a genome,
determining the actual structure of expressed pro-
teins of interest is a focal point for structural geno-
mics, for use in rational drug design and for adding
to the accumulating structure databases and helping
to refine predictive programs; and (v) metabolic re-
construction studies, with initial eflorts focusing on
the well-studied E. coli, are being used as a frame-
work for other microbes. Complete sequence data
and excellent annotation are critical for all of these
types of studies.

The trend for functional analysis work is increased
throughput, which usually implies both miniaturiza-
tion and automation. Besides the microarrays men-
tioned previously, miniaturization technology is
progressing to the peint of “lab-on-a-chip” design.
These nanoreactors are capable of perlorming rou-
tine molecular biological techniques in tandem; for
example, add a sample (o the nanoreactor and DNA
is extracted, purified, and separated by size for such
applications as Southern hybridization or nucleotide
sequencing, Automation is also apparent in any high-
throughput sequencing lab, which incorporates ro-
bots for every step possible, including clone picking
and arraying, plasmid purification, and numerous
pipeting and reaction steps. Clearly, the automation
that has provided an explosion of genome sequences
will be applied to functional studies so that labora-
tory experimentation can keep pace with the high-
throughput of genome sequencing.

V. CONCLUSIONS

The applications of high-throughput sequencing
and computational methods that led to the first whole
genome sequence for a living organism is revolution-
izing microbiology. The present golden era of ge-
nome sequencing will soon lead to a challenging
postgenomic era, in which laboratory experiments
must be designed in order to determine how the
thousands of genes in each microbe’s genome func-
tion, interact, and allow these organisms to survive
and evolve. To meet this challenge. researchers will
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become even more dependent on automation and
computers to allow them to continually push the
limits of what is achievable in genomic sequencing
and functonal genomics.

See Also the Following Articles
HAEMOPHILUS INFLUENZAE, GENETICS ¢ MappinG  BACTERIAL
GENOMES ¢ MUTAGENESIS
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GLOSSARY

biotrophy Symbiosis whereby a parasite extracts nutrients
from living host tissues.

haustoria Intracellular hyphae of determinate growth
thought 1o have an important role in nutrient uptake.

hypersensitive response A host defense response re-
sulting in rapid, localized death of plant cells and restricted
growth of the invading pathogen.

mycelium A network of hyphae that comprises the vegeta-
tive body of a fungus or oomycete.

oomycetes Organisms with a growth form similar 10 that
of fungi; now classified as related to brown algae.

pathogen A parasite that causes disease symptoms.

race-specificresistance Plantresistance to pathogen inva-
sion conferred by a single gene held by a particular cultivar
of a plant, corresponding to an avirulence gene held by a
particular race of the pathogen.

recovery resistance The ability of plant tissues to grow
away from an infection to produce a healthy shoot.

systemic acquired resistance Plant resistance to patho-
gen invasion conferred by a previous infection.

systemic infections Infections which pervade the host tis-
sue and sometimes the whole plant.

DOWNY MILDEWS are devastating pathogens of
plants. In a world with a population approaching 6

Encyclopedia of Microbiology, Volume 2
SECOND EDITION

billion, twice what it was less than 40 years ago, and
still showing near-exponential growth, crop devasta-
tion by fungal pathogens and other pests and diseases
is increasingly important. This is as true in developed
countries, in which people are demanding improved
quality but reduced environmental damage by pesti-
cides, as itis in developing countries, which sometimes
struggle to provide funding for basic control measures
such as fungicides.

Downy mildews, so named because sporulating
structures typically appear as a white, gray, brown,
or mauve “down” on infected leaves, are important
plant pathogens causing considerable losses of staple
crops in Africa, India, and elsewhere in the tropics
and are therefore contributing causes of malnutrition
and starvation.

Maize is the most important cereal in Africa and
South America (38 and 56 million metric tons pro-
duced in 1997, respectively), and pear] millet and
sorghum are also important staple crops in Africa,
especially in the sub-Sahara zone. These two latter
crops are grown for their grain for brewing, flour,
and malted and fermented foods; stems for fencing;
and total biomass for stock feed. In Africa the downy
mildews which attack pearl millet, Sclerospora grami-
nicola, and sorghum, Peronosclerospora sorghi, have
a variable incidence from 0 to 50%, leading to 0-20%
crop loss. In Zaire, maize losses due to various downy
mildew species have been reported to be between 10
and 100%.

In Southeast Asia, maize is the third most impor-
tant cereal, after rice and wheat, in terms of area and
production, and it is generally acknowledged that
increases in area are no longer possible. Only in-
creased productivity will be able to meet the increas-
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ing demand for maize as a food commodity, animal
feed, and industrial crop. Maize diseases are therefore
of increasing importance. Since the introduction of
maize in the 1800s, this crop has proved vulnerable
to the five downy mildew diseases in this region:
Peronosclerospora philippinensis, P. sorghi, P. maydis,
P. sacchari, and Sclerophthora rayssiac f.sp. zeac.
Losses due to P. philippinensis in Northern India
are [requently 40-60%, and a disease incidence of
80-100% is not uncommon. In Indonesia, losses due
to P. maydis average 40%.

In the United Kingdom, pea downy mildew (Pcron-
ospora viciae) can still cause up to 55% yield loss in
fields in which plant resistance has not been effective.
In 1989, a disease survey by the Agricultural Devel-
opment and Advisory Service estimated that lettuce
downy mildew (Bremia lactucae) caused approxi-
mately £1.2 million loss in the United Kingdom. In
ltaly, lettuce downy mildew can lead to complete
loss of marketable yield due to its effect on crop
quality. In the late 1980s in the former Czechoslova-
" kia, cucumber yields decreaséd by ‘80-85% due to
downy mildew. Additionally, downy mildews seri-
ously affect the yield or quality of a wide range of
other cereals, fruits, vegetables, and ornamenials.

Thus, the economic importance of downy mildew
diseases is enormous, reflected by the world [ungi-
cide market ($4.7 billion), from which 20% (i.e., $1
billion) was used for the control of downy mildews in
1994. Downy mildews of grapes, vegetables, tobacco,
and hops are currently the main targets for control,
but there are numerous potential crop targets in de-
veloping countries. Fungicide insensitivity against
the most widely used [ungicides (e.g., metalaxyl) is
prevalent in many downy mildews, including those
which attack lettuce (B. lactucae), cucumbers (Pseu-
doperonospora cubensis), grapes (Plasmopara viti-
cola), peas (P. viciae), and sunflowers (Plasmopara
halstedii), and 1s likely to become of increasing im-
portance (see Section V.B).

l. TAXONOMY AND HOST RANGE

A. The Kingdom Straminipila

Originally, the downy mildews and other oomyv-
cetes were classified as fungi (i.e., belonging to the

kingdom Mycota). Although superficially the growth
form of the downy mildews is very stmilar 10 that
ol powdery mildew (ascomycete) and rust (basidio-
mycele) fungi, the fact that this is due to convergent
evolution has been known for many vears.

Recent advances in systematics, molecular biology,
and the study of ultrastructure have led to a new
classilication in which the oomycetes belong to a
group with an equidistant relationship between
plants and fungi, and this group has been assigned
kingdom status (Fig. 1). All classes of this new king-
dom sometimes display a very advanced type of fla-
gellum, the straminipilous flagellum, and the king-
dom is therefore named Straminipila. The kin of the
oomyceles are therefore the photosynthetic brown
algae and some heterotrophic protoctists.

That downy mildews are equally related to plants
and 10 fungi is seen, for example, in the deduced
amino acid sequences for a heat shock protein iso-
lated from B. lactucae that is equally similar to yeast
and maize heat shock proteins. Other indicators in-
clude oomycetes having cellulose rather than chitin
within their cell walls and using the a,e-diaminopi-
melic acid lysine synthesis pathway, as in plants.
Dilferences compared to fungal groups include those
in ultrastructure, amino acid and lipid metabolism,
the absence of metachromatic storage granules, and
diversity in nuclear division (Lebeda and Schwinn,
1994).

Liule is known about the genomes of downy mil-
dews, except that they have variable numbers of chro-
mosomes: B. lactucae has 7 or 8 and Peronospora
parasitica has 18-20. Most downy mildews are prob-
ably diploid, although polyploid or heterokaryotic
isolates of B. lactucae have also been reported.

B. The Class Peronosporomycetes

According to Dick (in Spencer-Phillips, 2000),
the 11 downy mildew genera belong to the kingdom
Straminipila, division Oomycota, class Perono-
sporomycetes in the orders Peronosporales (genera
Albugo, Basidiophora, Bremia, Bremiella, Puarapero-
nospora, Pevonospora, Plasmopara, and Pseudo-
peronospora) or Sclerosporales (genera Peronosclero-
spora, Sclerospora, and Sclerophthora). The rclated
gencra Pythium and  Phytophthora, from which
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Fig. 1. Rooted universal phylogenetictree primarily based on rRNA sequences. The length
of each line represents genetic distance. The Bacteria, Archaea, and Eucarya comprise
the three domains of living organisms; within the Eucarya, the oomycetes (including the
downy mildews) are placed along with brown algae in the kingdom Straminipila (adapted
with permission from Madigan et al., 1997).
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downy mildews probably evolved, belong 1o the
order Pythiales,

Downy mildews attack an estimated 15% of the
families of flowering plants, including a vast range
of nonwoody and woody dicots as well as monocots,
but they do not attack gymnosperms or any lower
plants. They have a worldwide distribution, with the
order Peronoporales tending to be found in temper-
ate zones and the Sclerosporales in tropical regions.

C. Species and Host Range

Each downy mildew species has a very specific
and usually narrow host range, sometimes restricted
to one plant species (e.g.. P. viticola, P. halstedii,
and Plasmopara manshurica). Typically, a few host
species in several genera are attacked, for example,
P. viciae attacks peas (Pisum spp.). beans (Vicia spp.),
and sweel peas (Lathyrus spp.). Some, however,
attack a hroad range of host species, sometimes
covering a whole family; for example, Sclerophthora
macrospora attacks at least 140 graminaceous species,
P. parasitica attacks more than 80 cruciferous spe-
cies, and P. cubensis attacks all cucurbitaceae. Within
a species of downy mildew pathogen, isolates usu-
ally only attack plants within one genus, therefore
delineating formac speciales or “pathotypes” (al-
though notable exceptions are isolates of P. cubensis

that can attack five genera of cucurbitaceae). Lastly,
not all isolates of a downy mildew species or forma
specialis are virulent on all cultivars ol a particular
plant species. This race-specific resistance is dis-
cussed in Section V.B. In fact, DNA fingerprinting has
demonstrated a very high level of genetic variation in
the natural populations of several downy mildews
(e.g., millet downy mildew, S. graminicola).

The broad host range of some downy mildews
means that collateral weed species can be a potential
source of inoculum for the infection of crops. In
Southeast Asia the wild grass Saccharum sponta-
neum, which is also planted as fencing around fields,
is known to harbor P. philippinensis, which attacks
neighboring maize, and eradication of the grass leads
to reduced incidence of downy mildew.

Il. THE INFECTION CYCLE

A. Oospores

Oospores are large (25-50 mm diameter), thick-
walled sexual spores which form within plant tissue.
In P. viciae, for example, oospores form within the
leaves, stems, and seed coats and along the internal
pod walls of pea plants. They result from the fusion
of oogonia and antheridia from two different mating
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types in heterothallic species (e.g., S. graminicola)
or from the same mycelium in homothallic species
(e.g., P. sorghi). Some species (e.g., P. parasitica)
comprise both heterothallic and homothallic isolates.
A mature oospore is assumed to contain only one
diploid nucleus.

Oospores are the survival propagules and cause
the primary infections. Within dried plant material
and in soil oospores can survive at least 10 years;
oospores of Peronospora destructor in onion debris
are known to germinate well after 25 years of outdoor
storage. OQospores either infect directly using a germ
tube or, in some species (e.g., P. viticola), the germ
tube produces a sporangium and consequent zoo-
spores. Qospores germinate sporadically or in re-
sponse to root exudates, and they infect germinating
seedlings or sometimes older plants.

Mycelia (and perhaps oospores) within seed coats
can form another source of inoculum. Mycelium
within cabbage seeds has been shown to infect devel-
oping seedlings and is thought to be a major source
© of inoculum in South ‘Africa. In contrast, mycelium
within pea seed coats has never been found to infect
seedlings growing from these seeds, although it does
affect their quality and germinability.

B. Sporangia/Conidia

Sporulation results in the production of asexual
spores 15-30 mm in diameter which contain up to
30 nuclei. These spores are termed either sporangia
if they produce zoospores internally which are then
released and encyst to germinate via a germ tube
(e.g., S. graminicola) or conidia if they germinate
directly via a germ tube (e.g., P. viciae; Fig. 2).

Sporangia and conidia are produced on the ends
of stalked sporangiophores or conidiophores, which
usually protrude through the open stomata of leaves
or stems (only two species are reported to sporulate
on roots—P. halstedii and Plasmopara lactucae-
radicis). The spores are generally released by a twist-
ing motion of the sporangiophore or conidiophore
during changes in humidity. They are ephemeral
with a life span of only a few hours or days, de-
pending on the humidity once released, and they will
not survive lack of liquid water after germination. 1t
is not surprising, therefore, that the downy mildew

mycelium, which is protected within the host plant,
is programmed not to sporulate unless humid condi-
tions prevail. In some species, for example, millet
downy mildew (S. graminicola), leaf wetness is an
absolute requirement for sporulation.

The spores are transferred from plant to plant to
produce secondary infections by rain splash and can
be dispersed hundreds of kilometers by wind. Epi-
demics therefore tend to occur with cool or moderate
temperatures and a humid environment, typically in
the spring and autumn in temperate countries or
during the rainy season in the tropics.

C. Symptoms

The biotrophic symbiosis of downy mildews with
their hosts means that, under certain conditions, in-
fected plant tissue can appear to be perfectly healthy.
In the laboratory, pea leaves with localized secondary
lesions can remain green even during sporulation,
and they may only senesce at the same rate as unin-
fected leaves. In compatible interactions between
arabidopsis and P. parasitica, no symptoms are visible
before sporulation. However, other downy mildews
(and pea downy mildew under field conditions) usu-
ally give rise to varying amounts of chlorotic and
necrotic patches of shoot tissue, especially in the
later stages of infection, although it has been sug-
gested that necrosis is the result of secondary in-
fecting microorganisms.

Qospores and sporangia or conidia can lead to
either localized lesions or systemic infections, and
all types of attack can result in death of a proportion
of infected plants. Systemic infections, however, are
more commonly found after oospore infection and
occur when the whole of the growing shoot becomes
infected via the apical meristem. Profuse sporulation
results, with stunted growth or distortion and early
death of the plant. Infected pear] millet plants show
signs of hormonal imbalance, with leafy growths pro-
duced in place of floral parts, to give the so-called
“crazy top” or “green ear” syndrome.

1n sorghum infected by P. sorghi, whitish stripes
can appear on the leaves where rows of oospores
have been produced between the vascular strands.
These later necrose and shred, releasing oospores
into the air. Alternatively, oospores can remain in
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Fig. 2. Diagrammatic representation of the asexual infection cycle of Peronospora
viciae in a pea leaf. The conidium germinates to form a germ tube; a penetration
hypha develops from under an appressorium and penetrates either via epidermal
cell walls or through a stoma. Intercellular hyphae can vary considerably in width,
sometimes filling intercellular spaces. Haustoria are intracellular structures formed
within host cells. Asexual conidia form mostly on the lower surface of the leaf on
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conidiophores which emerge through stomata.

necrotic plant tissue to infect via the soil in a [u-
ture season.

Most plant species become more resistant with
age. Sorghum, for example, becomes completely re-
sistant to systemic infection a few weeks after seed
germination.

D. The Endophytic Mycelium

A conidium (or zoospore released from a sporan-
gium) germinates to give rise to a germ tube which
then forms an appressorium over the intended point
of entry into a healthy plant leaf or stem (Fig. 2).
Depending on the species, the entry point could be
either a stoma or an anticlinal wall between two
epidermal cells (Fig. 2) or the upper periclinal wall
of an epidermal cell. A single conidium can be suffi-

cient to initiate an infection (e.g.. of Kohlrabi by
P. parasitica).

A penetration hypha passes through the stoma or
epidermal cell wall and gives rise to an intercellular
hypha. In some species (e.g., B. lactucae), secondary
spore-like structures termed infection vesicles are
produced within epidermal cells, and a hypha grows
out from these. The hyphae grow by branching that
has been described as dichotomous, to form a co-
enocytic mycelium with apparently indeterminate
growth. At intervals along the hyphae of most spe-
cies, specialized intracellular hyphae called haustoria
are formed within adjacent plant cells. These are
finger-like, branched, or globose projections of deter-
minate growth and are formed as follows. A penetra-
tion peg penetrates a plant cell wall and invaginates
the plant plasma membrane, which enlarges to en-
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compass the growing haustorium. This new mem-
brane is called the extrahaustorial membrane, and
the space between this and the haustorial wall is
called the extrahaustorial mairix. Haustorial cyto-
plasm is therefore surrounded by the haustorial
plasma membrane, haustorial wall, extrahaustorial
matrix, and extrahaustorial membrane.

A biotrophic relationship with the plant tissue,
whereby nutrients are obtained from the living host
cells which are kept alive at least for a short time
and often until sporulation, has been adopted by
all downy mildew pathogens. Most species produce
haustoria which do not penetrate or destroy the plant
cell plasma membrane or cytoplasm and presumably
allow the transfer of biomolecules which are not able
to traverse between intercellular hyphae and plant
cells. It should be noted, however, that the details of
nutrient transfer, and the functions of downy mildew
haustoria, are not known.

One theory, that haustoria provide a surface area
for nutrient absorption, has arisen by direct compari-

son with haustoria of powdery mildew and rust fungi.-

In powdery mildews, elegant experiments have
shown that electrochemical gradients set up by
ATPase proton pumps across the various membranes
drive transport of nutrients from epidermal cells to
the fungus via haustoria (Spencer-Phillips, 1997).
With rusts, recent evidence has shown the presence
of amino acid transporters only on the haustorial
membranes, suggesting that these haustoria are at
least important for uptake of amino acids.

However, as mentioned previously, the taxonomic
relationships between these groups and downy mil-
dews mean that assumptions regarding parallel
functions should be treated with caution, especially
because it has already been shown that carbon from
sucrose can be transferred directly from the apoplast
to intercellular hyphae of P. viciae without the need
for haustoria. Additionally, some downy mildew
species etther have no haustoria or form haustoria
only ravely.

Other roles for haustoria can also be envisaged. For
example, the mechanism by which downy mildews
influence the physiology of the plant is not known
and may require an interface across which large sig-
naling molecules are able to pass directly into the
plant cells in order to affect DNA transcription or
other metabolic processes.

lll. PHYSIOLOGICAL AND
BIOCHEMICAL INTERACTIONS

A. The Compatible Interaction

In the compatible interaction, host cell damage is
minimal, with no evidence ol toxin production and
very localized production of cell wall-degrading en-
zymes during the penetration of plant cells walls
(e.g., by B. lactucae). One well-publicized reaction
of the plant to the formation of haustoria (which
must, in any case, include a large number of complex
biochemical responses) is the formation of a callose
ring round the point of entry into the plant cell.

As the infection progresses, changes in transloca-
tion patterns, hormonal levels, and host-cell perme-
ability typify a biotrophic interaction. Sucrose and
other nutrients are diverted from source leaves to
the new infection sink created by a localized lesion.
Other changes include increases in the activity of
several enzymes, including invertases, a-glucosidase,
ribonuclease, and peroxidase (see Section 111.B.2).

In many species of downy mildew, severe damage
to the host coincides with sporulation, mostly be-
cause this is when the pathogen’s demand on the
host for nutrients is maximal. In onion, up to 10%
of stomata can be blocked by conidiophores bearing
conidia, the production of which can amount to 5%
of the dry weight of a leaf in a single night.

As mentioned in Section II.C systemic infections
can lead to changes in plant morphology. However,
the causal details of many of these processes are un-
known.

B. The Incompatible Interaction

1. The Hypersensitive Response

In an incompatible interaction, for example, be-
tween a downy mildew isolate and a plant cultivar
expressing race-specific resistance (see Section V.B),
recognition of the pathogen by the host usually leads
to a hypersensitive response (HR). This HR is the
rapid and localized death of plant cells at the site of
infection, preventing the establishment of a bio-
trophic symbiosis. Other responses include the acti-
vation ol defense genes resulting in reactions such
as an oxidative burst, deposition of cell wall rein-
forcements such as lignin, and the accumulation of
pathogenesis-related proteins and the antimicrobial
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phytoalexins (Table 1). Callose plaques at the sites
where penetration pegs have failed to produce haus-
roria and callose sheaths surrounding haustoria have
also been inferred or demonstrated to be part of the
resistance response in Peronospora or P. lactucae-
radicis (but not Bremia) pathosystems.

The determination of specificity and the mecha-
nisms ol recognition are highly complex phenomena
which can occur rapidly, resulting in an HR within
20 hr in an incompatible interaction. The details of
each interaction may vary, especially in relation to
the speed and infection stage at which a resistant
response occurs. Lebeda (in Spencer-Phillips, 2000)
concluded that there are at least three different bio-
chemical mechanisms underlying the race-specific
resistance of different letruce species to B. lactucae.
It is still unclear whether the HR alone is sufficient
to prevent infection, and a mutant of arabidopsis has
recently been identified which expresses race-specific
resistance to P. parasitica with no hypersensitive re-
sponse. Other attributes of incompatible interactions
are therefore also of importance.

TABLE |
Predicted Sequence of Events Leading to a
Hypersensitive Response®

Cells responsible Sequence of events

Germ tube or
hypha

Infection, differentiation in response
to plant signals, and production of
cultivar-specific elicitors

Penctrated plant Primary recognition, activation of re-
cell sistance genes, and de novo protein

synthesis in penetrated cell

Pencurated plant Irreversible membrane damage and re-

cell lease of phenolics

Pencirated plant
cell

Surrounding plant

cells

Surrounding plant

cells

Release of endogenous elicitors and
secondary signals and accumulation
of wall-bound phenolics

Secondary recognition, and transcrip-
tion of mRNAs controlling biosyn-
thesis of delense precursors by sur-
rounding cells

Deposition of lignin, phytoalexins,
and other defense chemicals and
structures in and around the infec-

Lion site

Adapted from Mansheld (1990).

2. Other Biochemical Aspects of Resistance

One hiochemical marker for resistance seems
to be the level of peroxidase activity in cultivars
of muskmelon (Cucumis melo) and lettuce. Pre-
infection levels are higher in resistant cultivars, but
peroxidase activity increases after infection in both
resistant and susceptible cultivars. There is evidence
that the level of peroxidase is linked to age-related
resistance in many host—pathogen interactions in-
cluding P. viticola on grape vines. Here, older leaves
are found to have a partial resistance with reduced
lesion areas and sporulation and a higher level of
peroxidase activity than that of younger leaves. Sig-
nificantly, areverse age effect has been found with the
related oomycete pathogen Phytophthora infestans,
which causes late blight on potato. Here, peroxidase
activity is higher in the younger leaves, which are
more resistant than in mature, more susceptible
leaves.

Another chemical essential for the primary resis-
tance of arabidopsis to P. parasitica, and for systemic
acquired resistance (see Section V.C.3.¢), is salicylic
acid. This indicates the importance of the enzyme
phenylammonia lyase, which provides the precursors
for lignin production and other phenolics, including
salicylic acid. Lastly, lipoxygenase activity in pearl
millet also appears 10 be a useful marker for resis-
tance.

The biochemical details of resistance responses,
for example, signal transduction pathways, are being
studied at the molecular level, especially using the
arabidopsis—P. parasitica interaction. Arabidopsis is
currently the focus of a worldwide sequencing proj-
ect to characterize the first complete plant genome,
which in this species is exceptionally small. Together
with the lettuce-B. lactucae system, these interac-
tions are amongst the most important model systems
for the study of the genetics of resistance in plants
(see Section V.B).

IV. MANIPULATION AND
DISEASE ASSESSMENT

A. Culture

Downy mildews must be grown on a living host
and attempts to culture axenically have been unsuc-



124 Downy Mildews

cessful. They can be grown and maintained on living
cotyledons and leaf disks, provided that species spec-
ificity and closely controlled environmental condi-
tions are maintained. Dual cultures have also been
produced. For example, cultivation on host callus
tissue has been successful for some species (e.g.,
P. halstedii, P. sorghi, and S. graminicola), and
P. halstedii has also been grown on “hairy” roots
(roots stimulated to grow with Agrobacterium rhizo-
genes).

Methods to store conidia and sporangia in liquid
nitrogen with cryoprotectants (e.g., 10% glycerine)
and at —80°C have been developed, and oospores
can remain viable in soil or an air-dried state at room
temperature for many years. However, oospores are
remarkably fastidious with regard to germination and
infection. For example, P. viticola oospores only
germinated after 5 months of weekly alternating
temperatures of 10 and —5°C. The species-specific
conditions required for these processes have not been
described for many species.
© The study of downy mildews is threrefore particu-
larly difficult, and the problems with germination,
infection, and storage, as well as the fact that there are
many homothallic isolates which do not interbreed,
have severely hampered genetic studies. To date, only
one microscopically visible genetic marker has been
found (large lipid droplets in isolates of B. lactucae
insenstive to Metalaxyl). Recently, however, two
homothallic isolates of P. parasitica grown on the
same arabidopsis plant were found to out-cross,
which will initiate rapid progress in the study of
this interaction.

B. Assessment of Disease

Incidence and severity of downy mildew are mea-
sured quantitatively using simple rating scales. For
example, pearl millet downy mildew incidence is
measured as the percentage of diseased seedlings 30
days after emergence in the field or 14 days after
inoculation in a greenhouse. Severity is measured
by assessing the tillers at the soft-dough stage on a
scale devised by the International Crops Research
Institute for the Semi-Arid Tropics (ICRISAT). where
1 = no symptoms, 3 = only nodal tillers diseased,
5 = <50% of the basal tillers diseased. 7 = >>50%

of the basal tillers diseased, and 9 = all tillers and
main shoot diseased or plant killed. A severity index
is calculated as the sum of (no. of plants at one
severily rating X severity rating)/total no. of plants.
In the future, measurements from bulked samples
will be possible using antisera to downy mildews and
ELISA, especially because few crops harbor more
than one downy mildew species (note that maize is
an exception).

C. Screening for Different Pathotypes

In order to discern the presence of different patho-
types, an isolate can be grown on a set of differential
cultivars (preferably isogenic or near isogenic) on
adult plants, on seedlings, or in dual culture as single-
spore solates or as native mixtures. For example, in
1992 and 1993 the International Virulence Nursery
for Pearl Millet Downy Mildew (at ICRISAT) used a
set of 12 differential cultivars to differentiate patho-
types of S. graminicola in various parts of the tropics
by assessing mean disease severity. These methods
can allow monitoring for pathogen variation and
identification of new virulence genes in the popu-
lation.

Care must be taken if deductions are to be made
concerning resistance reactions with dual cultures.
Incongruous results have been found between re-
sponses to the infection of some callus cultures and
whole plants in several downy mildews, and between
inoculated leaf discs and whole seedlings of sun-
flower. Differences have even been found between
the relative aggressiveness of isolates of P. halstedii
on sunflower seedlings in the laboratory compared
with that found in the field and of P. destructor on
onion seedlings and field-grown onions.

Two chemical methods to screen pear] millet culti-
vars for resistance to S. graminicola have been devel-
oped recently. The first uses a soluble protein, pro-
duced by S. graminicola mycelia, which only binds
to suspension cells of susceptible cultivars. This has
been used to develop an ELISA to detect susceptible
suspeusion cultures, eliminating the need to use liv-
ing downy mildew. The second method uses a known
elicitor, arachidonic acid, which is used 1o induce the
hypersensitive response in seedlings of pearl millet
cultivars. The speed at which the hypersensitive re-
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sponsc occurs correlated with disease incidence in

the field.

V. CONTROL OF DOWNY
MILDEW DISEASES

A. Fungicides

Several broad-spectrum, protectant chemicals are
used against downy mildews. The original Bordeaux
mixture of copper sulfate and calcium hydroxide was
first used against grape downy mildew (P. viticola)
in 1885, and mixtures utilizing the Cu’" jon are
still of great economic significance today. However,
copper fungicides do not achieve complete disease
control.

In the past 30 years more advanced systemic [ungi-
cides have been developed. The vast majority of fun-
gicides effective on ascomycetes, basidiomycetes, and
deuteromycetes, however, are completely inelfective
against oomycetes because of either dilferent path-
ways of sterol biosynthesis or cell wall composition.
This again demonstrates the distinction between
these groups of organisms and the strength of the
new taxonomic classification.

The major “oomyceticide” which can give com-
plete control and which has a long track record of
etlectiveness against downy mildews is the systemic
phenylamide fungicide metalaxyl [methyl N-(2,6-
dimethylphenyl)-N-(methoxyacetyl)-pi -alaninate],
which affects oomycete rRNA synthesis. This can be
applied to seeds 1o prevent primary infection (effec-
tive up to 1 month after sowing) or as a foliar spray to
prevent secondary infections. The dithiocarbamates
(e.g., mancozeb) are almost as important.

Unfortunately, control is minimal if infections
have already begun and, in peas grown for freezing,
late pod infections can occur for which there is no
effective fungicide treatment. An additional problem
is the increasing concern regarding fungicide insensi-
tivity. Fungicides which attack a particular metabolic
step usually give very good or complete control of
downy mildew for a short time but, as discussed
later, are usually overcome quite rapidly, sometimes
after only a few years, by mutations conferring fungi-
cide insensitivity.

Other fungicides recently recommended for use

against pea downy mildew include cymoxanil (2-cy-
ano-N-[(ethylamino)carbonyl]-2-(methoxyimino)-
acetamide) and fosetyl-Al (aluminum tris-o-ethyl
phosphonate), which also show good activity against
grape, hop. and lettuce downy mildews. In addition.
the carbamates show some activity. New fungicides
discovered recently (e.g., the B-methoxyacrylate
strobilurins) seem to have broad specificity against
all groups of fungi and the oomycetes and may be
very effective.

B. Race-Specific (or R Gene) Resistance
and Fungicide Insensitivity

Plant resistance can be classified according to
whether it is monogenic, polygenic, race specific or
race nonspecific, or non-host resistant or partial field
resistant. All types have been found against lettuce
downy mildew (see Section V.C.3), but perhaps the
best studied is race-specilic resistance.

Race-specilic resistance is conferred by a single
resistance (R) gene, which corresponds to a single
avirulence (Avr) gene in the pathogen. Plant resis-
tance or susceptibility therefore depends on which
alleles of these R and Avr genes are present within
the two populations. This gene-for-gene theory, first
proposed by Flor (1955), is remarkably useful for
many oomycete—host interactions. A classic study
on gene-for-gene interactions and the relationship
between these and fungicide sensitivity was initiated
by Crute (United Kingdom) in the 1980s with lettuce
downy mildew. Although the following discussion
concentrates on lettuce downy mildew, race-specific
resistance has been found against all crop downy
mildew species except grape and sugarcane. In only
a few species, however, have the pathotype—cultivar
relationships been studied in detail.

At least 23 dominant plant resistance R genes
against downy mildew (Dm genes) have been found
in the lettuce population, each with a corresponding
downy mildew avirulence gene. Additionally, in the
United Kingdom in the 1980s a downy mildew patho-
type with avirulence gene 11 was found to be insensi-
tive to the fungicide metalaxyl. Consequently, lettuce
cultivars were developed which contained Dmll
(plus other Dm genes) and these were used effec-
tively, together with metalaxyl, to keep the various
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pathotypes in check. However, pathogen populations
can change remarkably quickly, and both resistance
genes and fungicides seem to be equally vulnerable.
In cucumber crops in Israel, metalaxyl-insensitive
isolates were first reported in 1979 and increased
from 30 to 100% between 1982 and 1985.

Metalaxyl was only introduced in northwest ltaly
in 1990 and found to give effective control of lettuce
downy mildew with two applications per year. How-
ever, in 1993 reduced efficacy was observed, and in
1994 metalaxyl failed to give control in some regions.
Isolates from these regions were insensitive to 100X
normal inhibitory concentrations of metalaxyl. Even
worse, some prevalent isolates of lettuce downy mil-
dew were found to have virulence against all Dm
genes excepl Dm18 as well as insensitivity to met-
alaxyl. Although theoretically it would be possible
to use Dm18 plus metalaxyl, this strategy is consid-
ered too risky and likely to result in a superbug
(i.e.,a pathogen insensitive to metalaxyl and virulent
on all cultivars). Because other effective, registered
" systemic fungicides are currently not available, the
current recommendation for control of lettuce
downy mildew in Italy is to use Dml8 plus copper
protectant fungicides in order to try to preserve the
effectiveness of the resistance gene [or as long as pos-
sible.

Similar situations exist in France with grape and
sunflower downy mildews, which developed met-
alaxyl insensitivity within 2 and 6 years, respectively,
after first fungicide use, and pathotypes with many
virulence genes were also found. In the United King-
dom, the resistant pea cultivar Carrera first intro-
duced in 1995 was recently found to have become
completely susceptible in some areas (Jane Thomas,
personal communication, National Institute of Ag-
ricultural Botany, UK).

C. Integrated Control

The design of integrated strategies in which two
or more control measures are used simulianeously
is becoming more urgent, as the previously discussed
examples suggest. Long-term concerns regarding the
threats to health and the environment have meant
that usage of fungicides is increasingly restricted by
legislation. A good example of the problems that can

oceur is given by the constraints on the control of
grape diseases, including downy mildew, that per-
tained in New York in the late 1980s. Captan
(C.HCHLNO,S) and the dithiocarbamate protectant
fungicide mancozeb were and still are severely re-
stricted by grape processors. Metalaxyl was not regis-
tered for use on grapevine in the late 1980s and
severe insensitivity to metalaxyl had occurred else-
where. Also, the copper fungicides were phytotoxic
to important grape cultivars. At this stage, research
into numerous unorthodox treatments was initiated,
including the use of mycoparasites, triazoles with
vapor action, calcium polysulfide treatment against
oospores, and heat or UV light treatments of the
vines.

It appears that due to resistance breakdown, fungi-
cide insensitivity, and the necessity of reducing the
environmental burden of toxic chemicals, integrated
control is absolutely essential if the threat of future
epidemics is to be averted in developed countries.
The first step toward integrated control could be the
rational use of fungicides based on weather forecast-
ing and disease monitoring.

In developing countries, integrated control mea-
sures provide the only hope of sustainable control
because of the high cost of fungicides and the cost
and availability of new resistant cultivars. Each crop
species and location have to be assessed indepen-
dently to take into account economic and cultural
factors as well as the environmental and biological
factors. In addition to race-specific plant resistance
and fungicides, cultural or biological control and
nonspecific resistance are also being considered.

1. Cultural Control

Possibilities for the cultural control of downy mil-
dews of millet, maize, and sorghum in the tropics
include (i) crop rotation, especially with bait plants
to remove oospotes from the soil; (it) deep tillage to
reduce oospores in the upper soil; (iii) oversowing,
where uninfected plants compensate for those in-
fected: (iv) roguing, the time-consuming removal of
infected plants which also relies on compensation;
(v) early sowing to avoid sporangial inlections in
places where these are more important than oo-
spores: and (vi) removal of adjacent wild plant hosts,
as mentioned in Section L.
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Crop rotation sometimes has the effect of reducing
the number of fungicide-insensitive isolates of a
pathogen in a population because these isolates typi-
cally have a reduced fitness compared with isolates
which do not carry the genes for insensitivity. Un-
fortunately, metalaxyl-insensitive downy mildew
strains can sometimes have a higher degree of fitness
and competitiveness.

2. Biological Control

There have been many examples of small-scale
research studies into the possibility of using biologi-
cal control agents against downy mildews, but to
date no one agent has gained commercial acceptabil-
ity. The bacterium Pseudomonas fluorescens sprayed
either as an aqueous suspension or in talc onto pearl
millet in India has reduced heavy infestations dra-
matically from 90% to approximately 20% incidence
in the field. The fungus Fusarium proliferatum has
been sprayed at weekly intervals onto grapevines,
and it reduced the incidence of downy mildew. It
also reduced severity by 50-99% depending on the
year and cultivar, and it was proposed that this fun-
gus could be applied in areas where downy mildew
is not severe or in combination with metalaxyl or
copper- or sulfur-based fungicides (to which F. pro-
liferatum is insensitive). A chytrid fungus Gaertnerio-
myces sp. has been found to be an ettective parasite
of P. sorghi oospores, but field applications have not
been tested.

3. Nonspecific Resistance

Resistance based on cohorts of minor nonspecific
genes could contribute to a durable, broad-based
resistance. Initially, it was thought that a broad-based
genetic control of resistance would be predictable by
studying complex, partial, or late-onset resistance.
However, it has been found that the underlying ge-
netics cannot be predicted {rom the structural or
biochemical responses from resistant plants since
even the most complex responses can be caused by
single genes triggering a cascade of biochemical or
physiological events.

There are, however, some types of resistance which
may be conferred by more than a few genes and
which therefore might contribute to a more durable
type of resistance than the Dm genes described in

Section V.B. For example, the pea cultivar Dark Skin
Perfection was used for more than 35 years and,
although it is affected by downy mildew under condi-
tions favourable to the pathogen, usually exhibits
partial resistance.

a. Landraces

One advantage of African small-scale agriculture
is that cereal landraces are usually grown which are
heterogeneous and well adapted to the local environ-
ment. This sometimes results in a stable and accept-
able level of disease incidence because of the continu-
ous evolution and coevolution of host and pathogen.
Germplasm from thesc landraces may provide useful
sources for resistance breeding programs.

In India in 1993, 60% of the pearl miljet varieties
grown were F1 hybrids, which give uniformity ol
growth, early maturity, and a relatively high yield.
However, downy mildew incidence varied from 27
to 53%, which was higher than that for the genetically
heterogeneous, open-pollinated cultivars that have
shown durable resistance for many years. Clearly,
losses from downy mildew must be balanced against
the other traits which lead to marketable yield.

b. Field Resistance

One component of the resistance of landraces is
probably similar 1o the field resistance studied in
lettuce and also found in brassicas, cucumbers, and
peas. With cultivars expressing field resistance the
downy mildews were found to have a low infection
efficiency and a low reproductive output in the field,
but this epidemiology was not reflected accurately
in laboratory tests using the same cultivars.

Contrary to expectations, the expression of field
resistance was not found to imply anything about its
inheritance, durability, or race specificity. This type
of resistance can be either race nonspecific or race-
specific, and it is probably controlled by few genes.
It is characterized by part of the response being trig-
gered very early following infection, and it results in
the delayed appearance of symptoms, reduced sever-
ity, a reduced number of diseased plants and infected
leaves, and a slow epidemic.

c. Resistance Transferred from Wild Hosts
In the past it has been found that resistance can
be transferred to a crop from related wild species.
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For example, at least {ive race-specific (Dm) genes
have been introgressed from the wild lettuce Lactuca
serriola into cultivated lettuce (Lactuca sativa). As
with all race-specific resistance, however, it is not
expected to last long.

In contrast, some accessions of Lactuca saligna
are completely resistant to all isolates of B. lactucae
isolated from L. sativa and are therefore classified as
nonhosts to these isolates of B. lactucae. There is
evidence that the basis of this resistance is not due
to genes similar to the Dm genes used in letiuce
breeding, and that this resistance is effective at a later
stage of mycelial development than that for the Dm
genes. Additionally, it seems that this type of resis-
tance may have a multigenetic basis and therefore
durability, although transfer of this from one species
to another may prove difficult and one attempt has
already failed (in which resistance introgressed into
lettuce was overcome quickly by isolates which re-
main avirulent on L. saligna). This type of non-Dm

gene-mediated resistance has been patented by

“Sandoz. -

d. Recovery Resistance

In millet, sorghum, and maize another type of

resistance has been found. This is where uninfected
parts of a plant can compensate for early infection
by continued growth to produce perfectly healthy
leaves, tillers, and seed sets. Surprisingly, this can
occur even after systemic infection, and it is particu-
larly interesting because the plant allows the fungus
to complete its asexual life cycle (apparently no oo-
spores are produced). This presumably means that
the selection pressure for a change in virulence is
either reduced or eliminated. Pear]l millet cultivars
selected for this trait are being used for the produc-
tion of commercial hybrids in India and show recov-
eries of between 90 and 98% in areas heavily infested
(70-98% incidence) with downy mildew.

The mechanism of recovery resistance is unknown,
but it might be related to systemic acquired resistance
(discussed below) and perhaps to the phenomenon
whereby seedlings from systemically infected pea
plants rarely become systemically infected them-
selves.

e. Systemic Acquired Resistance
Systemic acquired resistance (SAR) is a plant im-
mune system that is actvated in many dicots and

monocots following an initial infection. IF'or example,
local inoculations of tobacco with Peronospora taba-
cini or tobacco mosaic virus will induce resistance to
many fungi (including P. tabacini), a bacterium and
tobacco mosaic virus. One SAR mechanism involves
salicyclic acid production, expression of SAR genes
and pathogenesis-related proteins PR1 and PR5, and
appears to be very similar throughout the plant king-
dom. Interestingly, there are several chemical in-
ducers which can be used instead of an initial infec-
tion, such as salicylic acid, 2,6-dichloroisonicotinic
acid, and benzo(1,2,3)thiadiazole-7-carbothioic acid
S-methyl ester (BTH). BTH is as effective as the fungi-
cide cymoxanil against downy mildew in maize, and
it can induce disease resistance in wheat for the entire
growing season. It is also effective in Brassica species
against P. parasitica, even when given as a seed (reat-
ment. Another chemical, BABA (pL-3-aminobutyric
acid), probably acts via a different SAR mechanism
and has been reported to protect tomato against
P. infestans, tobacco against P. tabacini, peppers

- against Phytophthora capsici, and grapes against

P. viticola.

Perhaps the most exciting possibility is given by
the discovery of lesion mimic mutants which carry
mutations in the SAR gene pathway over-expressing
these genes. Genetic engineering leading to crops
with constitutively expressed systemic acquired re-
sistance may provide the most effective means of
controlling downy mildews as well as other diseases.
[t should be noted, however, that infections by
Albugo candida can predispose horseradish leaves to
infection by P. parasitica.

VI. THE FUTURE

A key driving force in downy mildew research is
the fact that “the enormously dynamic nature of these
pathogen populations dictates an equally dynamic
approach for their control” (Crute, 1989). The insta-
bilities that characterize the use of resistance genes
and fungicides require that, even in developed coun-
tries such as the United Kingdom and the United
States, continued monitoring of the downy mildew
pathogen and introduction of new cultivars are es-
sential to avoid disaster. Research into the fundamen-
tal basis of the various types of resistance, the various
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alternatives to fungicides, and the basic biology of

these versatile pathogens is of utmost importance.

See Also the Following Articles

Prant Diseast Resistanct » Prant PATHoGENS ® SPORLITATION
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GLOSSARY

biofilm Maurix-enclosed bacterial populations adherent to
each other and/or to surfaces or interfaces.

cell sorter
technologies which allow the separation of cells on the

An instrument that uses optical or mechanical

basis of sizc or cellular properties.
chemotaxis A movement response by microorganisms in
which the stimulus is a chemical concentration gradient.
community An assemblage of populations of microorgan-
isms which occur and interact within a given habitat
ecosystem
otic and abiotic interactions to which the organism is ex-
posed.
food web
with varying [unctional capabilities.

In terms of microorganisms, the totality of bi-

The interaction of communities of organisms

habitat A location where microorganisms occur.
interspecies hydrogen transfer
trophic relationship of hydrogen producers and hydro-

The coupling or syn-

gen consumers.

Koch’s postulates A concept embodied in these postulates
defines the fundamental questions needed 1o address the
function of a microbial population within a given habitat
or its role in a function.

laser scanning confocal microscope An approach to mi-
croscopy which uses intense laser light beams, optics which
exclude light from parts other than the specimen, and com-
puter-assisted image enhancement to provide anearly three-
dimensional image without sample destruction or fixation.

microelectrode A micro version of pH, O, and specific ion
electrodes which allow the exploration of microhabitats.

PCR

Polymerase chain reaction: a method for increasing the
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number ol copies of a target nucleic-acid sequence without
having to culture the organism.
phylloplane The aboveground exposed surfaces of plants
that arc available for the colonization of microorganisms.
population
a defined area or space.
probe

detection or quantitation of a population or activity of

A group ol individuals of one species within
A chemical or molecular technique which allows the

microorganisms.

rhizosphere The region of soil which adheres to plant roots
or is influenced by the activities of plant roots.

rumen A chamber anterior 10 the digestive tract of animals
which harbors microorganisms that metabolize ingesia and
provide metabolic intermediates 1o the animal, which serve
as energy and biochemical precursors.

syntrophic An interpopulation interaction that involves
two or more populations which provide nutritional require-
ments for each other

MICROORGANISMS are often considered to be
among the first life forms on earth. Fascination with
these beings was initially predisposed to their small
size and simple forms. Early observations of microor-
ganisms (in the seventeenth century) by Leeuwenhoek,
with the aid of the first microscope, were followed by
the demonstration of the role of microorganisms in
the process of fermentation and spoilage by Pasteur
and, eventually, the development of a means to pre-
vent the growth of microorganisms, i.e., pasteur-
ization.

I. EVOLUTION OF MICROBIAL
ECOLOGY AS A DISCIPLINE

Isolation of causative microorganisms of disease,
as well as pure culture techniques, evolved in the
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late 1800s; Koch's postulates provided a solid basis
for studying microorganisms and their roles. The era
that followed provided for the continued isolation
of microorganisms, the definition of their metabolic
capabilities, and, in turn, their implied roles in im-
portant biogeochemical processes, i.e., in the nitro-
gen and sulfur cycle. Attention was given to organ-
isms from specific habitats, i.e., soil, water, animal,
and plants. The indings demonstrated the vast num-
bers of diverse microbiological forms and functions
found in nearly every location that was sampled.
Eventually, microbiological subdisciplines dealing
with microbial associations of natural (soil, water)
and manmade (food, industrial, and other) environ-
ments were established.

Within the last 30 years. it has been recognized
that common microorganisms are observed in many
habitats and common principles are involved in the
mechanisms cescribing the associations of those mi-
crobes in varying habitats. The observation that indi-
vidual populations of microorganisms are rarely
found alone suggests potential interactions between
populations and with their surrounding physico-
chemical environments. Additionally, the observa-
tion that they associate or align themselves within
specific “strata” or gradients of physiochemical pa-
rameters points to the large number of metabolic
functions of these organisms. They also have been
shown to have the ability to sense (e.g., chemotaxis)
and move by various means of locomotion within
these gradients to maintain selected conditions for
their growth.

The field of ecology is defined as a discipline of
biology which deals with organisms’ interactions
with each other and surrounding environments. As
one might expect, these alorementioned observa-
tions of microorganisms and their habitats led to
the development of the subdiscipline known as
microbial ecology. This development further em-
phasizes the need to establish a union between
the examinations of the physicochemical nature of
a habitat and microbiological investigations. An
equally important emphasis in microbial ecology is
the structure and activities associated with micro-
bial communities rather than the earlier emphasis
in causative populations of disease or specific pro-
cesses.

Il. MICROBIAL COMMUNITIES

Although observations of microorganisms and
their associations have been made in numcrous habi-
tats, a few of these observations are felt to highlight
the importance of the interactions between microor-
ganisms which leads to community vs population re-
sponses.

The rumen ecosystem has received considerable
attention, which has been driven principally by eco-
nomic considerations. Research in this system has,
however, defined the syntrophic relationship be-
tween members of the microbial fermentative com-
munity and the animal’s growth and survival. Techni-
cally, approaches to this ecological niche present
somewhat greater difficulties than thosc of soil or
natural waters. The ecosystem is internal to the ani-
mal and the microbes are strict anaerobes. Mechanis-
tically, however, rumen microbial ecology is rela-
tively easier to discern, inasmuch as both input and
output to and from the system are clearly defined,
in much a similar relationship as an industrial biore-
actor. Itis interesting to note that syntrophic commu-
nity-level interactions are frequently illustrated with
the rumen system, in regard to hydrogen transfer
and methane production.

The classic anaerobic food web first described by
Hungate, and later by Woll, which occurs in the
rumen, involves the interpopulation interactions
among bacterial communities capable of plant poly-
saccharide hydrolysis (e.g., cellulose), monomer fer-
menting communities, fatty acid-oxidizing commu-
nities, and, finally, terminal communities (e.g.,
methanogenesis), which oxidize fatty acids and re-
duce CO, to CH,. The hydrogen is derived from
previous oxidative steps. The coupling, or syn-
trophic, relationship between hydrogen producers
and hydrogen consumers (interspecies hydrogen
transfer) is now recognized as a fundamental rela-
tionship in other systems dominated by anaerobic
microorganisms. In the rumen, rates and extent of
metabolism are controlled by the interdependence
of one community on another. The rumen system
has also served as an example of a strategy for, an
approach to, and methods to conduct similar investi-
gations of animal-microbe associations, be it the
crop of tropical birds or the intestinal tract ol ter-



Ecology, Microbial 133

mites. Similar interactions have been observed in
other anaerobic systems (such as sewage sludge, lake
and marine sediments), which suggest common con-
trols and mechanisms associated with metabolism of
complex organic compounds in all of these systems.
These relationships have also been shown to be in-
volved in the metabolism of naturally occurring and
manmade halogenated compounds. One such reac-
tion involved dehalogenation by replacement of a
halogen substituent of a molecule with a hydrogen
atom. The hydrogen is derived from hydrogen-pro-
ducing fermentative microorganisms.

Questions related to the response of these commu-
nities and the interactions among populations to dis-
turbance of their physical-chemical environment
will rely on tools which allow analyses of change
in both the nature of the populations involved and
changes in their functions. Do populations adapt and
respond phenotypically or do they replace each
other?

Traditional food web descriptions in aquatic and
terrestrial ecosystems have often failed to consider
the role of microbial interactions as a contribution
to carbon and nitrogen cycling in these systems. Early
recognition of these contributions was blurred by the
examination of individual populations of organisms
and by inadequately examining the interactions and
controls of population size and distribution in the
surrounding communities. Figure 1 illustrates, in
its simplest form, the relationship among primary
producers in aquatic/marine or terrestrial environ-
ments, heterotrophic bacteria, and phagotrophic pro-
tozoans or zooplankton.

Primary producers release soluble organic com-

Primary Producers
(Plants, Phytoplankton)

/ \

Ammonia Soluble
Phosphate Organic Material

/ \
Bacterial Grazers Heterotrophic
(Protozoa, Zooplankton) Bacteria

-——

Fig. 1. Relationship of primary producers, heterotrophic
bacteria, and bacterial consumers in aquatic/marine and
terrestrial environments.

pounds (root exudates, algal metabolites), which are
consumed by heterotrophic bacteria, which are sub-
sequently grazed by phagotrophic protozoans or zoo-
plankton. The grazers excrete nitrogen and phospho-
rus, which is used by the primary producers.

In sum, these observations have strikingly modi-
fied the contemporary view of the structure and
mechanistic controls and regulation of growth of
higher plant and animal forms in aquatic and terres-
trial systems. They also point to the importance of
a thorough understanding of these interactions if one
is 1o consider management of these associations in
applied applications, e.g., sustainable agriculture
or aquaculture.

Microbial biohlm communities were first de-
scribed by Zobell and Anderson. Over the past two
decades, their significance and ubiquity have been
documented. [t is now recognized that biofilm com-
munities predominate numerically and metabolically
in most ecosystems. Further, it is clear that biofilm
cells are fundamentally phenotypically distinct from
nonadhering cells. It now appears that the ability
to form surface-associated structured biofilms is a
common characteristic of, at least, bacteria. Remark-
able intercellular and interspecies interactions, facili-
tated by chemicals released by these organisms, leads
to complex structured communities, made up of both
prokaryotic and eukaryotic organisms.

These examples, however, primarily involve inter-
actions based on an exchange of chemical metabo-
lites. The fact that these described interactions in-
volve high densities of cells in close proximity to
each other, e.g., biofilm, can also lead to intercellular
exchange of genetic information, which can lead to
adaptive change in function within communities.
Knowledge of naturally occurring phenotypic and
genotypic viability of microorganisms has been ham-
pered because the majority of our knowledge comes
from laboratory-selected strains, grown under con-
trolled conditions, and on medium which has no
resemblance to the environment from which they
were selected. It is important to realize that ap-
proaches to microbial ecology must recognize not
only isolated individual populations but, more di-
rectly, the interactions of populations within a com-
munity and the resultant effect on the overall func-
tions of the community.
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lll. APPROACHES TO
MICROBIAL ECOLOGY

The fundamental approach to higher plant and
animal ecological studies uses quantitative observa-
tions of specific populations in various environ-
ments. For over 100 years, plant and animal ecolo-
gists have observed and detailed the frequency of
occurrence of specific plant and animal populations
under various environmental conditions. These ob-
servations have led to the development of models for
predicting the occurrence of. as well as relationship
between, the organisms and the associated environ-
ments in which they were observed. Recently, these
observations have been complemented with physio-
logical and genetic approaches that suggest specific
mechanisms of selection which have led to the ob-
served frequency or distribution of organisms. Unfor-
tunately, our understanding of microbial systems is
still embryonic in both description and prediction.

Kluyver, in 1956, estimated that about one half
the “living protoplasm™ on earth is microbial. This
estimate is now considered conservative, and the
sheer numbers represent a daunting challenge to the
microbial ecologist. Even the most modern tech-
niques do not allow routine quantification of micro-
bial numbers and definition of specific populations.
It is principally the size of the microorganism, and,
equally important, the size of the local habitat, that
creates a considerable constraint on the observation
ol microorganisms in natural surroundings. Num-
bers of organisms ranging from 1 million cells per
milliliter of water to 10 billion cells per gram of
human fecal material. Further, the spatial distribu-
tion of these organisms within these habitats makes
it difficult to recover a representative sample to exam-
ine. In situ observations are further complicated by
our inability to observe this environment without
disturbing the microorganism’s natural habitat. The
various surfaces and potential differences in chemis-
tries of the habitat provide varying degrees of carbon
and nitrogen resources and physicochemical envi-
ronments (e.g., gaseous exchange) for colonizing mi-
croorganisms. Additionally, other organisms, micro-
and macro- alike, have a potential impact on the
nalive organisms. Grazing of microorganisms by
other microbes or faunal components of a habitat

have a significant impact on numbers and types of
microorganisms present.

As noted, microbial ecology evolved as a cross-
discipline of standard microbiology and environmen-
tal analytical analysis. The activity of a specific popu-
lation or community of microorganisms was inferred
by estimating their relative numbers by direct micro-
scope counts, viable colonial or turbidimetric deter-
minations, or specific chemical analyses (e.g., chloro-
phyll for algae). Unfortunately. limitations by both
the microbial and the environmental analyses have,
in most cases, failed to accurately define the ecology
ol microbial habitats. Recently, novel analytical and
microbiological methodologies have provided tools
for expanding our view of microbial habitats, in a
fashion that is not constrained by the microscale
ol the environment, nor limited by our ability to
selectively cultivate members of a community.

In situ observation of microorganisms has been
expanded through use of laser confocal microscopy,
an advancement which provides for a kind of “x-ray”
imaging of material requiring neither disturbance nor
fixation. Similarly, laser optical trapping allows the
removal of individual cells from a habitat. These
techniques provide new insights to our understand-
ing of population components of communities. These
increases in optical resolution also provide a means
of sorting communities either by size or chemical
factors through the use of cell sorters.

Advancements have also been made in developing
methodology to simulate the microhabitats and phy-
siochemical gradients which occur therein. Itis inter-
esting to note that one of the pioneering environ-
mental microbiologists, Winogradsky, simulated
gradients of light, water, sulfide, and oxygen to de-
scribe relationships between sulfide-oxidizing photo-
autotrophic bacteria, sulfate-reducing, and chemoau-
totrophic  sulfur-oxidizing organisms in his
Winogradsky column. Advances using gels and gra-
dostats to simulate diffusion barriers allow us to ex-
pand our knowledge concerning relationships be-
tween the spatial heterogeneity of the physico-
chemical environment and the distribution of diverse
groups of microorganisms. Combined with micro-
electrode techniques, precise analytical measure-
ments will complement these microbial investiga-
tions. Although our abilities 10 observe organisms



Ecology, Microbial 135

and to better understand the physical and chemical
nature of their habits have improved, we still are
unable to isolate a high percentage of these observ-
able organisms. Nevertheless, within the last 30
vears, the number of previously underscribed micro-
organisms has increased significantly.

In an effort to forego the inherent problems of the
microscopic and numerical diversity of the microbial
world, recent method development has approached
the microbial component of the unseen habitats at
the macromolecular level. The recognition that diver-
sity is intrinsically related to the organism’s genetics
has provided a sound basis for separation and charac-
terization of both microscopic and macroscopic life.

Examination of the heterogenity of DNA in soil
suggests that as many as 10,000 bacterial species can
be harbored in 100 g of soil. This estimate only
includes the bacterial fraction and, again, reinforces
the challenge presented to understanding the diver-
sity of microorganisms in natural systems. From an
ccological perspective, it also presents a challenge to
understanding how so many species coexist in such
small areas.

Recombinant DNA technology has allowed the
identification and determination of the specific nu-
cleotide sequence of genes. It has provided ecologists
with novel methods to pursue community structure.
[h practice, microbial community samples can be
analyzed without cultivation or microscopic observa-
tion of microorganisms. In brief, nucleic acid is iso-
lated from the sample and utilized for hybridization
studies with the corresponding gene of interest (i.e.,
the probe). This probe can represent either a meta-
bolic gene or a systematic determinant, such as the
16S rRNA gene sequence. In turn, as one may infer,
the sample can be evaluated in terms of population
diversity at the species level or community diversity
at the kingdom level (Eukaryotic vs Prokaryotic). All
of these analyses have been expanded by inclusion
of the polymerase chain reaction (PCR), a method
allowing amplification and subsequent detection of
as few as 10 microorganisms. Interestingly, these
methods have, in fact. relied on previous isolation
and characterization of specific microbial popula-
tions prior to isolation of a gene for use as a probe.
These investigations have, however, illustrated the
universal nature of certain sequences, such as from

16S rRNA genes, for random use in community anal-
yses. An example ol this technology is the use of
various profiling techniques. Separate PCR-amplified
165 rRNA gene-fragment sequences are separated,
and the resulting numbers provide an estimate of
diversity within the community.

Areas that still remain to be explored in microbial
ecology are the relationship of microbial diversity to
the response of microbial communities to varying
degrees of disturbance and the relationship between
diversity and the function of the community. In
higher plant and animal systems, the relationship of
diversity within communities to their resistance to
change or recovery after disturbance (e.g., fire, tiil-
age) has been discussed and debated for decades.
Various indices have been used o calculate diversity
within communities. In their simplest form. these
indices represent the number of species found within
the community; therefore, communities with many
species are described as having high diversity. Other
indices relate the dominance of specific species 10
the total diversity, such that even communities with
high diversity can have a few populations which
dominate activity within the community. Qur cur-
rent inabilities to adequately isolate all microorgan-
isms and the lack of distinctive morphological char-
acteristics fail to provide us with accurate methods
for measuring indices of diversity. Continued 1m-
provements in our analytical skills in identifying the
macromolecular characteristics of microorganisms
will provide a basis for estimating diversity at the
phylogenetic level.

Profiles of cellular or phospholipid fatty acids from
lipids extracted [rom communities or specific chemi-
cal or antigenic determinants may provide a snapshot
of changes within microbial communities after dis-
turbance. Community-level assays of the functional
diversity of populations based on carbon source utili-
zation also provide indications of changes follow-
ing disturbance.

IV. FUTURE DIRECTIONS IN
MICROBIAL ECOLOGY

It has often been said that advancements in micro-
bial ecology are limited by the methods which are
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available to analyze microbial svsicms. some of the
advances made in the analytical and molecular meth-
ods over the past decade havce becn illustrated in this
overview. Although continued advancements in the
use of microelectrodes and opticai methods increase
our abilities to measure and obscrve microorganisms
emphasis must increase on the rehinement of tech-
niques to discern changes in microbial community
structure and the impact of these changes on the
function of the community. A signiticant area of con-
temporary concern is the remediation of habitats
contaminated with anthropogenic sources of organic
and inorganic compounds.

The applied area of bioremediaiion is, and will
continue to be, a timely subject in the decades to
come. The use and management of the intrinsic prop-
erties of microbial communities will provide stimu-
lus for applied microbial ecology. Although this area
is yet to be accurately defined, in principle, the direc-
tive is to promote microbial dissimitation of anthro-
pogenic compounds in a controlied manner.

“In a similar manner, a reduced-input ot anthropo-
genic chemicals in agricultural systems to reduce
environmental contamination will result in greater
reliance on activities of the soil microbial commu-
nities.

These and other applications require further un-
derstanding of the structure and activities of micro-
bial communities. Also required is an understanding
of changes in the structure and function of these
communities in relation to changes in the physio-
chemical environments associated with them. This,
in fact, is microbial ecology.
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GLOSSARY

categories of costs Costs can be categorized as direct
medical, direct nonmedical, or indirect costs of lost
productivity. Costs can also be categorized as either fixed
or variable.

cost-benefit analysis (CBA) A comparison of all the costs
and benefus that might occur due to an intervention to
control an infectious disease over a prespecified analytic
time horizon. These costs and benefits are discounted to
the year zero.

cost-effectiveness analysis (CEA) The total net costs of
the intervention divided by the number of health outcomes
averted (the denominator). The result is the total net cost
per unit health outcome averted (e.g.. total net cost per
death averted).

cost-utility analysis (CUA) A specialized form of CEA in
which the health outcomes used for the denominator are
valued in terms of utility or quality. An example of a utility
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or quality measure of valuation of a health outcome is the
quality-adjusted life year.

discounting A fundamental economic concept is that com-
munities and individuals have a time-based preference for
goods and services that are available now. Resources spent
and benefits gained in the future are therefore discounted
to present values to allow for time prelerences. Discounting
allows for the direct comparison of costs and henefits that
occur during different time periods.

effectiveness The reduction in incidence of a disease due
to routinely applying an intervention to a population. The
level of effectiveness is often less than the efficacy.

efficacy The maximum possible reduction in incidence of
a disease attributable to an intervention designed to prevent
and control a disease. Often measured using random con-
trolled trials.

fixed costs Costs that do not vary in the shorl to medium
term and are unlikely to vary even if there are fluctuations
in the number of cases (e.g., cost of a building).

incidence The number of new cases (infection or disease)
that occur during a defined time period.

opportunity costs The value of the resources lost due to,
or used in treating and preventing, inlectious diseases,
valued in terms of foregone alternative uses. The use of
opportunity costs is a core concept ol economic analyses.

perspective The viewpoint ol who suffers the conse-
quences of an infectious disease as well as who benefits
from an intervention to prevent or (reat an infectious
disease.

prevalence The proportion ol a defined population that
has a given disease or condition at one specilic point in
time or over a delined time period.

societal perspective
infectious disease and all the benefits of treating and pre-

Includes all the costs caused by an

venting the disease, regardless of who pays and who ben-
efits.

variable costs Costs that vary depending on the numbers
of cases treated (e.g., physician time and drugs adminis-
tered).
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INFECTIOUS DISEASES can impact societies on
such a vast scale that disease-induced changes cannot
readily be reduced to a single estimate of economic
impact. Furthermore, because the time scales associ-
ated with these impacts can vary from 12 to 24 months
for pandemic influenza to persistent annual growth
of cases of dengue fever, it is essential to carefully
define the time period covered by an assessment of
impact.

Assessments of the economic impact ol infectious
diseases are probably most relevant when there are
definite needs for such information, such as when
evaluating potential interventions. When conducting
an assessment of economic impact, the analyst has
to decide on a variety ol factors that influence the
final result, including choosing the perspective of
the study (e.g., patient, health care provider, or
societal) and what categories of costs to include.
When conducting an economic analysis, as opposed
to a financial analysis, it is also essential 10 use oppor-
tunity or “true” costs as well as to discount all future
costs (and benefits) at some predetermined rate.
Costs associated with the impact of an inlectious
disease can be categorized as direct medical (e.g.,
physician time and drugs), direct nonmedical (e.g.,
administration and patient’s travel costs), indirect
costs (e.g., time lost from work because of illness),
and intangible costs (e.g., pain and suffering). There
are three main methods of assessing economic costs
and benefits of interventions designed to control and
prevent infectious diseases: cost—benefit analysis,
cost-effectiveness analysis, and cost—utility analysis.
When using any of these methods, it is essential to
distinguish between the efficacy and effectiveness
of the intervention(s) being studied and 1o include
estimates of the harm associated with an intervention
(e.g., side effects from a drug) as well as the benefits.

I. THE HISTORY OF THE IMPACT OF
INFECTIOUS DISEASES: TWO THEMES

When considering the economic impact of infec-
tious diseases there are two themes that emerge that
are discussed in the following sections.

A. Infectious Diseases as Agents
of Change

Throughout recorded history, infectious diseases
have demonstrated the ability to notably impact the
course of human affairs. Thucydides, for example,
records that a plague spread through Athens when
it was besieged by the Peloponnesians in 430 sc,
and that the plague likely influenced the Peloponne-
sians to withdraw earlier than originally planned.
Alexander the Great, who conquered enough territo-
ries to assemble one of the largest empires ever, died
from what some have speculated was a case of ma-
laria. His death hastened the shrinkage of the Mace-
donian empire. The “Black Death” that swept through
Europe in the 1340s and early 1350s essentially al-
tered the very fabric of society by causing the demise
of the feudal system (see Box 1). Such large-scale
devastalions caused by infectious diseases can and
do continue to occur. Acquired immunodeficiency
syndrome (AIDS), caused by the human immuno-
deficiency virus (H1V), is currently wrecking havoc
on the African continent, causing an enormous death
rate among some of the most productive members
ol society (Box 1).

It is a principle of military history that “diseases
destroy more soldiers than do powder and the sword”
(Maj. W_S. King, U.S. Army surgeon, after the first
battle of Bull Run, U.S. Civil War, 1861). In earlier
centuries, soldiers died from plagues that swept
through encampments as well as from infections that
took hold after battle-related injuries, no matter how
minor such injuries may have initially been. Even
the advent of antibiotic drugs and vaccines against
infectious diseases has not removed the problem of
infectious diseases among late twentieth-century ar-
mies. For exampte, the official history of the United
States Medical Corp in the Vietnam conflict records
that approximately 71% of all hospital admissions
of active-duty personnel were due to diseases (with
malaria accounting for a large portion of those admit-
ted with discase). It is pure speculation to discuss
how society and ecconomies would have been
changed if infectious diseases had not been such a
constant harvester of troops on almost every military
campaign of note.

The impacts of infectious diseases on history are
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BOX 1

The Impact of the Black Death and AIDS:
| Defying Simple Economic Analysis?

! it has been estimated that the Black Death that
' ravaged Europe from the late 1340s through the
early 1350s killed between 25% and 50% of Eu-
rope’s population. Such alarge and rapid depopula-
tion had direct consequences on societies and their
economics. For example, labor on feudal manors in
England had become so scarce that villeins often
left their fiefs (manors) to which they were inden-
tured, and went to work for another lord for a
wage. With labor scarce, such wages quickly in-
creased, and there were several attempts by king
and parliament to pass ordinances, including the
famous Statute of Labourers of 1351, attempting
to regulate wages and to stop serfs from running
away. Such attempts essentially failed, and the
shortage of labor so empowered the laborers that
they rebelled in 1381, causing a formal abolition
of villenage (although traces of such practices con-
tinued for some time afterward). in France, in which
the king was trying to raise money and troops to
reverse the defeat by the English at Crecy (1346),
the Black Death so ravaged the taxpayers of Mont-
pellier that the king abolished their tax assessment.
The high death rate caused by the Black Death
in Cairo, Egypt, caused the prices of manufactured
goods, such as linens, to decrease to one-fifth of
their preplague prices. Furthermore, the reduction
in available labor caused rents from land to decline

while the price of agricultural goods such as
grains increased.

Although not as rapid or as severe as the Black
Death, globally AIDS accounted for approximately
1% of all deaths in 1990, and this percentage is
estimated to increase to 2% by 2020. The World
Health Organization estimated that, at the end of
1997, there were almost 31 million people living
with HIV/AIDS (approximately 90% of those in-
fected live in Africa). This is three to six times higher
than the estimate made for 1987. It has been diffi-
cult for experts to agree on whether or not AIDS
will have a net negative economic impact, as mea-
sured by per capita gross national product (GNP),
on those countries most affected. However, it is
also true that GNP does not adequately measure
all aspects of human welfare and, at this point in
history, predicting the long-term impact of AIDS
on a nation’s GNP is more art than science. Some
examples of the economic impact of AIDS include
the World Bank estimate that the annual treatment
cost of an AIDS patient in any country is equal to
approximately 2.7 times the per capita GNP of that
country. As an example of the opportunity cost,
this amount could, on average, pay for a year of
primary education for 10 students. Even more strik-
ing is the fact that AIDS has markedly reduced live
expectancy in Africa. For example, in Burkina Faso,
AIDS has reduced average life expectancy by 11
years, whereas in Zimbabwe the reduction is ap-
proximately 22 years.

not limited to military history. Trade routes, com-
merce, and new enterprises can be prevented and
disrupted by infectious diseases. Yellow fever, for
example, defeated the initial attempts to build the
Panama Canal. The discoveries that malaria and yel-
low fever are spread by mosquitoes allowed sanita-
tion enginecrs to target their disease control efforts
on eliminating mosquito breeding grounds. The re-
sultant reduction in the number of disease vectors
(insects or animals that spread an infectious disease)
allowed the eventual completion of the monumental
engineering feat.

From this discussion, it is clear that infectious
diseases can often cause large, long-lasting, and wide-
ranging economic impacts. The effects can be so great
and diverse that it can be difficult to calculate, in
monetary units, reliable estimates of their eco-
nomic impact.

B. Time and the Impact
of Infectious Diseases

Time is the second theme to consider when ap-
praising the economic impact of infectious diseases.
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Epidemics of infectious diseascs can come and go.
in varying lengths of time, and the duration of an
epidemic is not a good measure of total impact. The
Black Death, for example, was not a single epidemic
that swept through Europe in one single cycle of
events. Rather, after the initial onslaught in the 1340s
and 1350s, it remained a threat that appeared and
reappeared on numerous occasions over a time scale
that spanned several centuries. In contrast, the in-
fluenza pandemic of 1918 lasted just 12-24 months
but caused an estimated 20-25 million deaths world-
wide. In the twentieth century, the influenza pan-
demic was unique in the number of deaths caused
by a single infectious agent during such a relatively
short period of time (Fig. 1).

Not all infectious diseases cause significant eco-
nomic impact through epidemics. Some diseases
have exhibited a persistent, and increasing, burden.
An example of such a disease is the mosquito-borne
virus that causes dengue fever. Although classic den-
gue is rarely fatal, with symptloms such as fever,
headachies, and malaise, it can lead to dengue hemor-
rhagic fever (DHF) which can result in death due
to internal bleeding and circulatory failure. Those
patients who receive adequate care. often in a hospi-
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tal setting, usually recover. 1t has been estimated
that, although there were probably less than 1 million
cases of dengue per year in the early 1970s, by the
late 1990s there are approximately 20—-30 million
annual cases worldwide of dengue and DHF. Less
than 10% of these were reported to public health
authorities such as the World Health Organization.
There are probably many reasons for underreporting,
including the lack of a cure (although symptoms can
be treated) and the absence of definitive public health
interventions (vaccines are being developed).
Figure 1 can also give the impression that, in devel-
oped countries such as the United States, infectious
diseases no longer pose the threat that they used to.
The reduction in deaths due to infectious diseases has
been due to a multitude of factors, such as improved
sanitation, less crowded housing, an explosion of
knowledge concerning the transmission of infectious
diseases, and a new “arsenal” of antibiotic drugs and
vaccines. However, the insert in Fig. 1 shows a dis-
tinct increase in deaths due to infectious diseases in
the United States since the early 1980s. Much of
this increase is due to HIV/AIDS and AIDS-related
complications. Although the number of deaths in the
United States due to HIV/AIDS in a single year has

Influenza pandemic: 1918
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Fig. 1. Crude infectious disease mortality rate in the United States from 1900
through 1996 (adapted from Armstrong et al., 1999).
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not reached the proportions of deaths due to the
1918 influenza pandemic, the longevity of the disease
in a patient and the cost of treatments (but not cures)
makes HIV/AIDS one of the most important infec-
tious diseascs in terms of economic impact (see
Box L).

Another time-related element is the discovery that
many chronic diseases may initially be caused by
an infectious pathogen. For example, it has been
estimated that 82% of cervical cancers are caused
by human papillomavirus, and that many stomach
ulcers are caused by the bacteria Helicobactor pylori.
Some of these chronic diseases can take years, if not
decades, to manifest themselves in a patient, and
then they can take a similar time scale to reach a
point of resolution, be it cure or death.

This second theme of time emphasizes that any
assessment of the economic impact of an infectious
disease has to carelully define the time period cov-
ered by the assessment. Such careful definition will
inevitably mean that some important economic im-
pacts are likely to occur outside the period studied.

Il. INCIDENCE AND PREVALENCE

The first step in determining the economic impact
of an inlectious disease is to calculate the number
of persons in a given population who succumb to
the disease within a defined time period. Prevalence
describes what proportion of a defined population
has a given disease or condition at one specific point
in time or over a defined time period (a “snapshot™).
Incidence describes the frequency of occurrence of
new cases over a defined time period.

A. The Connection between
Prevalence and Incidence

Most burden of disease estimates are prevalence
estimates, often the number of cases (new and ex-
isting) that exist in a year. To calculate the economic
impact of a disease, and the benefits of an interven-
tion, an analyst often needs to know the incidence
of disease. Assume, for example, that an intervention
has been proposed that can prevent infection from
a defined pathogen but cannot cure those who are

already infected (e.g., polio vaccination). Assessing
the benefits of such an intervention will require mea-
suring the incidence of the disease before and after
the intervention. Unfortunately, it is often expensive
and difficult to organize the collection of data needed
to determine disease incidence. It is possible, how-
ever, to calculate estimates of incidence from preva-
lence data using the following standard equation:

Incidence = P/(1 — P)D

where P is the prevalence and D is the average dura-
tion of the disease.

Cumulative incidence is the number of cases of a
disease that can occur over a predefined time period.
The average time during which an infected person
can readily transmit the infection to others (i.e., be
infectious) is often used as the time period for calcu-
lating cumulative incidence:

Cumulative incidence = 1 — ¢~'*"

where t is the total time period in which
transmission/infection can occur, ! is the incidence,
e is the constant for natural logarithms, which is
approximately 2.71828.

lll. ASSESSING THE ECONOMIC IMPACT
OF AN INFECTIOUS DISEASE

Although infectious diseases can cause momen-
tous impacts that appear to defy being quantified
in economic terms (see Section 1), there are many
instances in which the impact of infectious diseases
can be at least partially assessed. Table I provides
examples of estimates of costs incurred while treating
some infectious diseases in the United States in the
early and mid-1990s. No matter how interesting the
data in Table I, such numbers probably have little
impact or value unless the estimates are applied in
some manner. For example, an estimate of the eco-
nomic impact of a disease could be used to evaluate
the costs and benefits of an intervention designed to
prevent and control the disease. The data in Table I
were used to help explain to policymakers and the
public the need to invest government funds into
programs focusing on the prevention and control
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TABLE |
Annual National Costs Associated with Some Infectious Diseases: United States (1991-1993)°

Disease

Annual cost ($)"

Type of costt

AIDS 5.8 billion

703 million

4.5 billion
2.9-6.7 billion?
1.23 billion
294 million

1.0 billion

Tuberculosis

Nosocomial infections (acquired in hospital)
Food-borne bacteria

Human papillomavirus

Neonatal group B streptococcal infections
Bacterial vaginosis

Direct medical charges (1993 dollars)
Direct medical charges (1991 dollars)
Hospital charges (1992 dollars)

Direct and indirect costs (1993 dollars)
Direct medical charges (1991 dollars)
Direct medical charges (1993 dollars)
Direct medical charges (1993 dollars)

“ Adapted from Centers for Disease Control and Prevention (1998).

" The sources of these estimates are cited in the Centers for Discase Control and Prevention (1998).

“ Cost can be categorized into direct medical costs, direct nonmedical costs, indirect costs, and intangible costs. Sce Section 11 for further details.

" Range of direct + indirect costs due to lood-horne ilinesses caused by six pathogens: Campylobacter jejuni or coli, Clostridium perfringens,
Escherichia coli OV57:H7, Listeria monocytogenes, Salmonella (nontyphoid), and Staphylococcus aureus.

* Preliminary estimates are based on the fact that human papillomavirus causes 82% of all cervical cancers; thus. annual charges were
calculated by assuming that 82% of the following treatment charges are auributable to human papillomavirus: 1 million follow-up visits due
to precancerous lesions identified by Pap smear costing $1,100 each for a subtotal of $1.1 billion. 55,000 treatments of carcinoma in situ al
$+4,360 each for a subtotal of $0.2 billion, and 15,800 treatments of cervical cancer costing $11,300 each for the subtotal of $0.2 billion. These
estimates do not include indirect costs attributable 1o lost productivity or the cost ol screening for cervical cancer.

of emerging and reemerging infectious disease. The
following sections present concepts and methods to
measure and evaluate the economic impact of infec-
tious diseases.

A. Infection versus Clinical Disease: An
Economic Perspective

In many infectious diseases, a portion of those
who become infected do not show any clinical symp-
toms as a result of the infection (i.e., they become
subclinically ill). For epidemiologists and others
studying how diseases are spread, those with subclin-
ical illnesses can be very important because they can
transmit the infectious agent to susceptible persons.
By definition, subclinical cases do not consume re-
sources and thus do not cause a negative economic
impact. Indeed, subclinical cases may represent a
positive economic impact because the infection could
naturally immunize the person against future 1llness.
Valuing natural immunization as an economic bene-
fitis rarely, if ever, done. Thus, an economic analysis
of an infectious disease usually focuses on clinical
cases that cause some verifiable economic impact,

such as a half day lost from work, a visit to a physi-
cian, or the cost of a drug taken as treatment.

B. Opportunity Costs: Financial versus
Economic Analyses

There are at least two methods that can be used
to assess the economic impact of an infectious dis-
ease—financial and economic. A financial analysis
of the impact of an infectious disease is essentially
an accounting approach wherein the analysis is re-
stricted to actual cash-based costs, such as the cost
of any drugs used or the physician’s fee. An economic
analysis, however, will use the “true,” or opportunity,
costs. Opportunity cost is defined as the value of the
resources used (o lreat or prevent an infectious
disease, where the resources are valued in terms of
foregone alternative uses. An example of an opportu-
nity cost is the time lost from work by a patient
suffering from a “mild” case of influenza. The time
lost has a value to both the patient and society. Even
if the person is unemployed, the illness may prevent
household and community chores from being done,
which are valued. Perhaps the greatest opportunity
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costs exerted by infectious diseases is that of prema-
ture death. From an economics point of view, every
person who dies early represents a loss of potential
return on resources invested up Lo the point of death
in the feeding, clothing, housing, and education of
that person.'

C. Perspective of the Analysis

The choice of perspective of the analysis is as im-
portant as the choice between conducting an eco-
nomic or financial analysis. The perspective is the
viewpoint of who sulfers the consequences of an
infectious disease, as well as who benefits from an
intervention Lo prevent or treat an infectious disease.
Typically, textbooks on health economics will list
at least four different perspectives: that of (i) the
individual patient, (i1) the provider of health care
services (e.g., physician, clinic, and hospital), (iii)
the third-party payers of health care services (e.g.,
private and national health insurance schemes), and
(iv) society. The societal perspective includes all the
costs due to an inlectious disease and all the benefits
of treating and preventing the disease, regardlesss of
who pays and who benefits. Thus, any other perspec-
tives is a subset of the societal perspective (see Sec-
tion VII.B).

1. Some have argued that, while premature death repre-
sents aloss of future productivity, it also represents a savings
in terms of future consumption avoided. For example, al-
though tobacco smokers often die earlier than non-smokers
(and often require costly medical care (o treat smoking related
discases such as lung cancer), it has been calculated that such
early death resulls in a net savings to U.S. society. The net
savings is duc to the reduced payments from the social security
and Medicare trust funds. What the argument lor including
avoided consumption lacks is a clear definition of society’s
ohjective. Inclusion of such savings implies that the “efhcient”
consumption of resources is a primary objective of a society.
We are then in danger of routinely condemning to death all
those with long-term illnesses, physical or mental handicaps,
or cven infirmity as a result of old age. When evaluating the
economic impact of inlectious diseases, we should not ignore
the imiplicit social contract that human life itsell has value
greater than the sum of resources required to sustain it (see

Section X1.B for further comments on the valuation of life).

D. Approaches to Estimating the Value
of Health and Nonhealth Outcomes

There are two standard methods of measuring the
opportunity costs of a disease: the cost-of-illness
(COT) method and the willingness-to-pay (WTP) ap-
proach.

1. COI

The COI methodology collects and uses data con-
cerning direct medical, direct nonmedical costs and
productivity losses, or indirect nonmedical costs
(see Section IILE for additional definitions and ex-
amples).

2. WTP

The WTP approach estimates what an individual
or society would be willing 1o pay to avoid con-
tracting a given disease ov condition. The WTP ap-
proach goes beyond the COI methodology in that
it implicitly provides a valuation on some ol the
intangible costs associated with a case of an infectious
disease, such as fear and pain. WTP estimates are
often obtained directly through surveys, although
indirect methods are available. In a typical WTP sur-
vey, a respondent is given a hypothetical scenario
regarding an intervention (e.g., suppose a vaccine
were available to protect against disease X). The re-
spondent is then asked what is the maximum that
they would be willing to pay for the intervention.
This maximum amount could be solicited as either
a single, open-ended question (e.g., “What is the
maximum that you would be willing to pay?”) or
the respondent could be given a set amount and
asked if he or she would pay that amount (e.g.,
“Would you be willing to pay $Y?"). The latter tech-
nique can be made more sophisticated by randomly
assigning each respondent to one of several different
set amounts. An analysis of the distribution of per-
centage of positive responses versus the amount “of-
fered” can provide a decision maker with a view of
how people value an intervention over a wide range
of values. WTP surveys also usually collect some
sociodemographic information (education, income,
age, sex, etc.) and data regarding the respondent’s
knowledge and attitude toward the problem. By using
statistical models, the analysts can obtain an under-
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standing of how valuations are influenced by sociode-
mographics and knowledge and attitudes.

E. Categorizing Costs

In the COI methodology, costs can be categorized
as direct medical, direct nonmedical and indirect
costs of lost productivity. Examples of costs in each
category are given in Table II, which also includes

an illustration of how the perspective of the study
(see Section [11.A) can determine whether such costs
are included in an economic analysis of the impact
of a disease.

1. Fixed and Variable Costs

Costs can be categorized as either variable or lixed,
where variable costs are those costs that vary de-
pending on the numbers of cases treated (e.g., physi-

TABLE N
Categorizing Costs: Examples of Costs and When to Include in, or Exclude from, a Study

Include (+) in or exclude (=) from study?

Perspective of study

Patient Physician
Cost category Example of costs with insurance”  (private practice)* Payer'  Socieiy’
Direct medical Physician time Copayment + + +
Medical personnel time (e.g.. nurse and _ - -t +
technician) S
Drugs Copayment + -+ +
Medical devices (c.g., syringes and ultra- - + + +
sound)
Expandables used in laboratory tests - + + +
(e.g., x-ray film and reagents)
Direct nonmedical ~ Administration/ - + + +
Physical facility (e.g., clinic and office) - + = +
Utilities (e.g.. telephone and electricity) - + - +
Patient’s travel costs + - - +
Temporary hired caregiver* + - - +
Indirect costs Time off from work to visit physician + - - +
Time off work while ill and recuperating + - - +
Hire temporary household help while ill’ + - - +

* Inclusion of a cost item in a study will depend on the chosen perspective. The {our perspectives shown in the table do not cover all possible
erspectives. For example. a researcher may wish to study the cost of an infectious disease from the perspective of a hospital (another lorm of
p y Y !
health care provider). In such a case, the analysis would most likely include the cost of the time of the physicians hired by the hospiial.
" Assumed patient is covered by some form of health care insurance.
3 Y
‘ Physician perspective assumed to be that of a physician who has his/her own private practice. Many of the costs listed, such as laboratory-
based costs, are likely 1o be reimbursed by a health insurance company (assuming the patient has insurance that covers the treatment).
4 Payer represents the perspective of the third-party health insurance paver. who reimburses the physician for services rendered to a patient
¥ persp party pa phy
covered by an insurance scheme (private or public).
“Societal perspective is the sum of all perspectives Care must be taken, however, not to double account. such as including laboratory fecs
persp persp 8
from both physicians and payer perspectives.
"' Physician’s practice and health insurance may cach have separate administration costs.
¢ Temporary caregiver may be hired to look after family members while adult visits physician.
" Temporary help may be hired to do houschold chores and look after amily while an adult is ill or to allow an adult 1o concentrate on
P may )
nursing a sick child. These costs may or may not he reimbursed by an insurance scheme.
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cian time and drugs administered). Fixed costs are
those costs that do not vary in the short to medium
term and are unlikely to vary if there are fluctuations
in the number of cases (e.g., cost of a building). It
is recommended that one set of cost terminology,
appropriate for the intended audience, be used
throughout a single study.

2. Intangible Costs

Another category of costs, labeled intangible costs,
includes items such as pain, suffering, and fear. 1t is
often difficult to find widely accepted values for such
items. The WTP approach of costing health outcomes
(see Section [11.D.2) can be used to obtain values for
such items. However, if a COl approach is used, then
researchers may resort to simply listing the number
of readily identifiable intangible costs that may be
associated with the impact of an infectious disease.
These non-dollar-valued costs and benefits may be-
come crucial in the public debate concerning the
adoption of an intervention designed to prevent or
control an infectious disease.

3. Sources for Obtaining Economic Costs

[t was recommended in Section 1I1.B that an eco-
nomic analysis of the impact of an infectious disease
use opportunity costs. However, financial charge
data, such as the price of drugs bought at a {or-
profit pharmacy, are often more readily available than
opportunity costs. The analyst can obtain estimates
of the economic costs in a variety of ways. Large-
volume discount prices, for example, can be used as
proxies for opportunity costs. An example of large
volume discount purchases is the Medicare health
insurance scheme in the United States for those 65
years of age and older. Under the Medicare system,
the U.S. federal government sets the amount of
money that it will reimburse hospitals for inpatient
care, reported by Diagnostic-Related Groups. These
amounts are usually published annually in the Fed-
eral Register by the Health Care Financing system of
the Department of Health and Human Services (e.g.,
Federal Register 61,(170) 46166—46328, August 30,
1996). Textbooks on health economics, such as that
by Haddix ct al. (1996), typically provide a list of
resources that a researcher can use to start collecting

financial and economic data associated with health
care systems.

4. Data Limitations

Many sources of financial and economic data re-
lated to health care have limitations. The most com-
mon limitation is that many report average cost per
procedure but not the cost per case of disease. A
researcher, for example, may readily find the Medi-
care national average reimbursement for an office
visit or an x-ray. However, it is far mare difficult to
find data concerning the “average” cost of treating,
for example, an uncomplicated case of influenza.
There are even fewer data concerning the indirect
costs borne by the patient (Table I1), such as time
lost from work due to a specified disease.

Another important limitation of many cost data-
bases is that they only report average costs. Cost data
are most likely not normally distributed (i.e., they
do not have a “bell-shaped™ prohability distribution
curve), and median costs are often much lower than
average costs. Thus, average costs may overstate the
costs accrued by a patient with a “typical” case of a
given disease.

5. Overcoming Data Limitations

The researcher can overcome the lack of data con-
cerning the cost of treating a given disease by making
some assumplions regarding the number of physician
visits required, the number and type of diagnostic
tests that may be ordered, and the type of antibiotics
prescribed. In effect, the researcher is modeling the
impact of the infectious disease in terms of health
care resources used to treat the disease. Each of these
components can then be priced using average or
median costs, such as average Medicare allowable
rates. Sometimes even average cost data are not
readily available, and a researcher will have to con-
duct original research, such as examining medical
charts and conducting interviews, to obtain relevant
cost data. If the researcher is able to model the costs
of an infectious disease using average costs, there is
no assurance that such a model reflects actual average
costs. The researcher, however, knowing the ele-
ments used to construct such an estimate, can con-
duct sensitivity analyses (see Section VIIL.C.1) to
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determine the impact of increases or decreases in the
costs of various components.

V. DISCOUNTING COSTS OVER TIME:
A KEY ECONOMIC CONCEPT

When measuring the impact of infectious diseases,
analysts will frequently consider the impact over time
periods of more than 1 year. A kev economic concept
is that society places a premium on benefits gained
in the present when compared to those that may be
gained in the future. To reflect this preference for
goods and services that are delivered now, both re-
sources spent and benefits gained in the future are
discounted when being compared to resources spent
and benefits gained in the present.

To illustrate the concept ol discounting, imagine
a stockpile of drugs established, using public funds,
to treat and prevent a sudden outbreak of an infec-
tious disease. This stockpile might be considered

as an investment made by society. If an outbreak

occurred this year, and the stockpile was used to
treat and prevent disease and reduce the number of
adverse outcomes, then those saved from adverse
health outcomes related to the disease (including
death) will be able to continue contributing to soci-
ety. Such contributions represent the “return” 1o the
investment made in the resources expended to build
the stockpile of drugs. However, il the stockpile re-
mains unused for 10 years, then the resources in-
vested in the stockpile are “idle” and cannot be in-
vested in other opportunities such as public-financed
education. Discounting, therefore, allows for the di-
rect comparison of costs and benefits that occur dur-
ing different time periods.

A. Formula for Discounting

To calculate the present value of a “stream” of
costs or benefits that extend into the future, the
following formula is applied (see Section VI.A for an
example of the formula applied to data):

'\' $
PV = I
;,(1—%:}‘

where PV is the present value. $ 1s the dollar value
of cost or benefit in year ¢, r 15 the discount rate

expressed in decimals (e.g., 3% = 0.03), ( is the time
period ranging from 0 to N, and N is the maximum
time period being examined.

For example, suppose that a proposed infectious
disease control program will save $15,000 in direct
medical costs every year for 5 years (first year =
Year 0). The PV of this stream of savings is as follows:

$15.000,50 , $15,000,. | $15,000,.:
(1 4+ 003" (1+0.03) (1+0.03)
$15.000,..,  $15.000,.. .
+ A1l e — ‘B70\7 6,-8
(1+003)  (1+003) 02

B. Choosing a Discount Rate

The present value of future costs and benelits is
dependent on the discount rate r. A common ques-
tion is: What is the “correct” discount rate to use?
The answer depends partly on the perspective of the
analysis (see Section 111.C). If the perspective is that
ol a provider (e.g., a single physician’s private prac-

tice), then an. appropriate discount rate lor the cost

of time and other inputs may be the raie on some
instrument of savings or the rate on an investment
that could be a potential alternative. If, however, the
analysis has a societal perspective, then a much lower
discount may be applied. The exact rate used in an
analysis with a societal perspective is usually based
on recommendations from expert panels and govern-
ment agencies such as the U.S. Federal Olfice of
Management and Budget (OMB). In the past decade,
the OMB has recommended that a discount rate of
3-5% be used for analyses with a U.S. societal per-
spective. Given that there are no exact methods for
choosing the appropriate discount rate, analysts
should also consider conducting sensitivity analyses
(see Section VI11). The goal of such sensitivity analy-
ses would be to determine if altering the discount
rate would alter the overall conclusions. Note that,
when doing a sensitivity analysis, a rescarcher might
include a scenario which has a 0% discount rate.

C. Discounting Nonmonetary Costs
and Benefits

It is important to emphasize that all future non-
monetary costs associated with an infectious disease,
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such as future deaths directly due to infection in the
present, should also be discounted. Society also has
a time preference for such nonmonetary costs and
routinely values the life of somebody living now
compared to a birth or death in some future time.

V. CONCEPTS NEEDED TO ASSESS THE
ECONOMICS OF AN INTERVENTION

The science and technology developed in the in-
dustrial and postindustrial ages have produced a
variety of technologies and concepts that have been
applied both to treat clinical cases due to an infec-
tious pathogen and to systematically prevent and
control the spread of infectious diseases (e.g., antibi-
otics, vaccines, and improved sanitation). Thus, the
costs associated with an infectious disease often ex-
tend beyond the cost per patient treated (Table 1)
and include the costs of resources expended in at-
tempts to interrupt the transmission of infectious
diseases. In addition to the economic concepts that
must be employed to measure the economic impact
of an infectious disease, there are at least three other
concepts that must be employed when measuring
the economic costs and benefits associated with an
intervention.

A. The Need to Assess the Economic
Costs and Benefits of an Intervention

Atany given point in time a society has a limited set
of resources for communitywide activities. Usually,
there are more opportunities Lo use those resources
than there are actual resources. Members of a com-
munity have a need for, among other items, educa-
tion, housing, security, food, and health care. There-
fore, given the variety of demands on resources,
decision makers often ask: Does it make economic
“sense” 1o invest in the control and prevention of a
specified infectious disease? That is, will the benefits
associated with the intervention be greater than the
costs of implementing the intervention? To answer
such questions. the analyst has to consider both the
costs of an intervention and the benefits associated
with a potential reduction in the number of cases
that will need treatment.

B. Efficacy versus Effectiveness

It is rare for an intervention 1o totally eliminate a
disease. Randomized controlled trials (RCTs) are of-
ten conducted to provide estimates of the maximum
reduction in the number of cases of a disease that
can be achieved by using a specified intervention.
This maximum possible reduction in incidence of a
disease is termed the efficacy of an intervention. The
maximum impact (efficacy) is achieved because well-
done RCTs carefully select patients who will comply
with the protocol and often do not have other dis-
eases or conditions that may “interfere” with the
intervention being studied. Furthermore, clinicians
participating in RCTs are usually carefully selected
for their interest and expertise in the problem, and
they work with carefully trained staff who have time
for follow-up and record keeping.

It is not surprising that in most cases the beneht
obtained from an intervention applied in routine
clinical or public health settings is less than that
achieved by the RCTs. The benefit that accrues from
an intervention routinely applied to a population
larger than that used in the RCTs is called eflective-
ness. The difference between efficacy and effective-
ness can be significant, and it is a major challenge
to obtain realistic measures of effectiveness. Unless
data can be obtained from an observational study,
an analyst will probably have 1o resort to modeling to
estimate the level of effectiveness, conducting many
sensitivity analyses (see Section VIII.C) to determine
the economic impact of various levels of effec-
tiveness.

C. Recognizing Both Benefits and
Harms Resulting from an Intervention

Although we often focus on the benefits of an
intervention, the associated harms must also be rec-
ognized. The problem is that many costs and harms
may be hidden, take some time to become apparent,
or be of such low probability of occurrence that they
do not show up in the initial trials and thus are
excluded from an initial evaluation of an interven-
tion. For example, Guillain-Barré syndrome (GBS)
has been associated with viral, bacterial, and other
infections as well as vaccinations. Although GBS is
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TABLE 1l
Three Methods of Conducting an Economic Analysis of an
Intervention to Control and Prevent and Infectious Disease?

Costs included?"
Outcome measure

Method of analysis Direct Indirect (benefit)*
Cost—benefit Yes Yes Dollars
Cost-eflectiveness Yes Often Health outcome”
Cost-utility Yes Occasionally Utility measure'

“ Adapted from Melizer and Teutsch (1998).
P All future costs and benefits, monetary and nonmonetary, should be dis-
counted 10 year zero (see Section V).

¢ An example of a health outcome is cases averted.

! An example of a utility measure is a QALY.

associated with a wide variety of outcomes, including
partial paralysis from which a victim often gradually
recovers, the risk associated with contracting GBS
from vaccination is approximately 1 per 1 million
vaccinees. Thus, although the risk of contracting a
case of GBS [rom certain vaccinations is extremely
small, the potentially high cost associated with the
harmful outcomes suggests that this harmful side
effect should be included as a cost associated with
the appropriate intervention.

Many interventions, particularly for infectious dis-
eases, are large-scale population-based programs in
which the harms and costs are accrued by large
groups of subjects, most of whom do not have, nor
will they contract, the disease that is the target of
the program. The benefits, however, may only accrue
to a few who will avoid contracting the disease as a
result of the program. It is therefore important to
fully assess the magnitude and severity of both the
benefits and the harms and who accrues these bene-
fits and harms and then compare the overall “bal-
ance” (i.e., do the benefits outweigh the harms for
society?).

VI. METHODS OF ASSESSING THE
ECONOMIC COSTS AND BENEFITS OF
DISEASE CONTROL AND PREVENTION

There are three main methods used to assess the
economics of an intervention designed to control

and prevent a disease: cost—benefit analvsis (CBA),
cost-effectiveness analysis (CEA), and cost—utility
analysis (CUA) (Table 11I). Some texts, in addition
to the three methods listed here, include cost analysis
as a fourth method. However, because cost analysis
does not include estimates of the benetfits associated
with an intervention, it will not be considered here
as a distinct method of evaluating the economics of
a disease control intervention.

A. Cost-Benefit Analysis (CBA)

For many applied economists, CBA is considered
the “gold standard” by which all other methods are
judged. In its simplest form, a CBA lists all the costs
and benefits that might occur due to an intervention
over a prespecified analytic time horizon. These costs
and benefits are discounted (see Section IV.A) 10 the
year zero. If the total discounted benefits are greater
than the total discounted costs, then the intervention
is said to have a positive net present value (NPV).
The formula for calculating NPV is as follows:

N :
< (benefits — costs),
NPV 2T

where t is the year from 0 to N, N is the number ol
vears being evaluated, and r is the discount rate.
CBA is most uselul in three circumstances. First,
it is useful when a choice has to be made between
two or more options. In such a case, the logical



Economic Consequences of Infectious Diseases 149

action is to give top priority to those options that
give the highest positive NPVs. Second, the results
of a CBA analysis can also indicate the economic
impact ol a single intervention. Third, CBA is
useful because it can include an array of important
benefits or costs not directly associated with a
health outcome, such as time off from work taken
by lamily members to care for sick relatives. One
of the most important quantitative issues related
to CBA is the fact that all costs and benefits must
be expressed in monetary terms, including the
value of human lives lost or saved as a result of
the intervention. Quantifying all benefits and costs
is a nontrivial task.

B. Cost-Effectiveness Analysis (CEA)

A CEA expresses the net direct and indirect costs
and costs savings in terms of a predelined unit of
health outcome (c.g., lives saved and cases of illness
avoided). The total net costs of the intervention
are calculated, and then this is divided by the
number of health outcomes averted (the denomina-
tor). The result is the total net cost per unit health
outcome (e.g., net $ cost or savings per death
averted). Many ol the data required for an economic
CEA, with a societal perspective, are the same as
those needed for a CBA, with the most important
exception being the avoidance of valuing a human
life. Explicitly or implicitly, the value of a human
life is part of the health outcome used (eg.
lives saved).

A distinct limitation of CEA is that there is no
numerical valuation of the actual health outcome.
For example, CEA can only provide estimates of
the net costs of averting a case of polio. CEA
cannot provide any information regarding how soci-
ety might value each averted case, even in a seem-
ingly similar outcome. For example, how might a
community value averting a case of influenza in a
75-year-old person versus a case in an infant?
Thus, CEA is best used when comparing two or
more strategies or interventions that have the same
health outcome. For example, is vaccination more
cost-effective than chemoprophylaxis in preventing
a case of influenza?

C. Cost-Utility Analysis (CUA)

CUA is a specialized form of CEA in which the
health outcomes used for the denominator are valued
in terms of utility or quality. A CUA, for example,
may attempt to differentiate between the quality asso-
ciated with an averted case of polio and an averted
case of influenza. Examples of the nonmonetary units
of valuation include the quality-adjusted life year
(QALY; see Box 2) (Patrick and Erickson, 1993)
and the disability-adjusted life year (DALY) (Murray,
1994). The result of a CUA is usually expressed as
the total net cost per unit of utility or measure of
quality (e.g.. net $ cost or savings per QALY gained).

Similar to CEA, in CUA the value of life is implicit
in the denominator (e.g., calculation of a QALY re-
quires the valuation of life). An unresolved quantita-
tive issue, however, is how to deal with time costs,
such as time lost from work due to illness. Some
analysts maintain that indirect productivity losses
associated with a disease should not be incorporated
in the numerator because utility measures used in
the denominator (e.g., QALYs) implicitly incorporate
a value for lost productivity. Other analysts merely
state that care should be taken 10 avoid having pro-
ductivity losses in both the numerator and the de-
nominator (i.e., avoid double accounting). Thus,
when conducting a CUA | the analyst should explic-
itly state if morbidity costs, such as lost productivity,
are included in the numerator.

There are other, more fundamental problems with
using CUA. One key problem is that the techniques
used to measure quality of life lost due to a disease
(see Box 2) often focus on long-term disabilities.
Therefore, are QALYs an appropriate tool to measure
the impact of diseases, such as influenza and dengue
fever, that cause short-duration morbidity among
large numbers of a population? A related problem
occurs when attempting to use CUA to compare be-
tween noticeably different diseases and health states.
Is it feasible to compare, for example, the loss of
utility due to diabetes with the loss of utility due to
influenza? The danger is that “league tables,” in
which interventions are ranked according to their
cost-utilities, and decisions made on such rankings,
may be constructed without regard to differences
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Utility and QALYs: A Brief Explanation

QALYs are a measurement of the ""usefulness”
or utility of a given health state and the length of
life lived under that health state. For example, is
the value or quality of living a year with both legs
paralyzed due to polio equal to 0.65 of a year with-
out the polio-induced paralysis? There are three
basic methodologies for aobtaining values of the
utility of a defined health state: expert opinion,
values used in previous studies, and conducting sur-
veys. The latter can be divided into two categories—
direct and indirect.

Direct Valuation of Utilities

Technigues for directly soliciting utility evalua-
tions via surveys include the standard gamble, time
trade-off, and the use of a rating scale. Typically,
in the standard gamble method, an individual is
asked to choose between two options. One option
is a gamble. For example, assume that there is a
probability (p) of dying due to a medical intervention
to alleviate polio-induced paralysis and, for the
same intervention, a probability (1 — p) of healthy
life for 29 years. The other option, with perfect
certainty, is to live, for example, 30 years with polio-
induced paralysis of the legs. During an interview,
the probabilities are systematically changed until
the respondent is indifferent between the two op-
tions (the gamble and the perfect certainty). The

BOX 2

probability that generated the point of indifference
(e.g., 0.65)isthen equivalent to the quality-adjusted
life year of a person living with polio-induced paraly-
sis of the legs. Problems with these methods include
the fact that each method is a simplification of the
number of options/outcomes facing an individual,
and that respondents may have difficuity evaluating
the probabilities assigned to the gamble.

Indirect Valuation of Utilities

Indirect valuation of utilities is often attempted
using questionnaires that break down a health state
into sub-groups, or domains. Examples of these
domains are opportunity (e.g., social and cultural),
health perceptions (self-satisfaction with health
state), and physical function (e.g., mobility and self-
care). Within each domain, a respondent must rate
the impact of the disease from a set of descriptions.
For example, in the domain of mobility, a respon-
dent might state that he or she is able to walk
around his or her house and neighborhood without
help but with some limitations. This response is
assigned a preference weight, such as 0.9, on a
scale of 0 to 1. The preference-weighted responses
from all the other domains are then used to con-
struct a single utility index using a pre-determined
equation. The key to such a system, however, is
determining the appropriate set of preference
weights for each response within each domain.

due to estimation techniques and natural differences
in disease states.

VIl. CONDUCTING AN ECONOMIC
ANALYSIS: FIVE ESSENTIAL STEPS

Each of the following steps should be fully ad-
dressed at the start of an economic evaluation of an
intervention to control and prevent an infectious
disease.

A. Define the Question and the
Intended Audience for the Answer

This step should define both the type of study
(e.g., financial and economic; see Section 1lI) and
the methodology (CBA, CEA, or CUA; see Section
VI). Many studies suffer from attempting to answer
too many questions at once, confusing readers.
“Stakeholders™ are usually the most interested in the
answer, where a stakeholder is defined as a person
or group who may have a vested interest in seeing
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the intervention deployed (or even preventing the
intervention [rom being deployed). Examples of
stakeholders for public health interventions include
government public health officials, politicians, those
suffering from the disease that the intervention aims
to alleviate, private firms producing the intervention
(e.g., pharmaceutical companies), nongovernment
aid agencies, providers, health insurance firms, and
advocacy groups.

B. Decide on the Perspective

The perspective defines those costs and benefits
that are included in a study (see Section 111.C). To
help decide the appropriate perspective, ask who will
pay for the costs and consequences of the interven-
tion. The choice of perspective will often depend on
the question and the intended audience. Whenever
interventions will use societal resources such as tax
revenues, it is best 1o use a societal perspective.

C. List Other Possible Interventions

Although the potential audience may [ocus on the
economics of a particular intervention, including
other practical interventions in a study will allow a
direct comparison of the costs and benefits associated
with other options. The “do-nothing” option should
also be considered for inclusion because it can be
used to illustrate both the burden imposed by the
discase and the magnitude of the benefits from de-
ploying an intervention(s).

D. Decide on the Health Outcome
of Interest

Potential health outcomes include cases averted,
lives saved. years of healthy life saved, treatments
prevented, QALYs gained, and DALYs gained. The
choice will depend, to some extent, on the question,
audience, perspective, and analytic method. For ex-
ample, a hospital administrator may be most inter-
ested in trecatments prevented because this would
represent potential financial losses. Conversely, a
health insurance company may consider reduced
number of treatments a savings.

E. Determine the Time Frame and
Discount Rate

Although the choice of the time frame for the
intervention is often obvious, the choice of the ana-
lytic time frame is dependent on the analyst’s inter-
pretation of how long the costs and benefits will
“linger.” For example, in a vaccination campaign of
a cohort of children, the intervention costs may be
spread over a relatively short period (e.g., 2 years).
Some other costs may be generated over time, such
as the costs of care associated with those children
that develop long-term sequelae in reaction to either
the vaccine or the disease. The benefits, however,
may accrue over many years in the form of reduced
mortality and morbidity. Thus, the time frame should
be sufficiently long to capture all the significant costs
and benefits. The absolute necessity of discounting
future costs and benefits is discussed in Section 1V
along with a description of methods.

F. Reporting Outcomes:
Cost-Effectiveness Ratios

In addition to the basic results ol an economic
analysis, such as the NPV of a CBA, ratios can be
calculated for each of the three methods of conduct-
ing a economic analysis (see Section VI). For CBA,
the present value of the benefits can be divided by
the present value of the costs to give the benefit:cost
ratio (BCR). The problem with the BCR is that, al-
though it provides an estimate of the return (benefit)
obtained for each dollar of cost, it does not provide
a sense of perspective. Thus, although a BCR of 6:1
indicates that there are $6 of benefits for each $1
of costs, there is no indication of how much the
intervention actually costs. Thus, when reporting a
BCR, it is essential to also report the present value
of both the costs and benefits as well as the resul-
tant NPV.

For CEA, one can calculate at least two different
ratios: average cost per unit of health outcome and
the marginal cost of an additional unit of health
outcome. The average cost is simply the total costs
of an intervention divided by the total number of
health outcomes provided by the intervention. The
marginal cost is the cost of obtaining one extra unit
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of health outcome. For example, if a planned inter-
vention is estimated to save 150 lives, at an average
cost of $X/life saved, what would be the cost of
saving the 151st life?

The cost-effective ratios for CUA are similar to
those used in CEA, with the exception that the out-
come is always indicated in a utility measure. For
example, one can calculate average cost per QALY
saved or estimate the marginal cost of expanding an
intervention so that one additional QALY is saved.

VIIl. TOOLS FOR CONDUCTING
AN ECONOMIC ANALYSIS:
DECISION TREES

Sections V1and VII outlined concepts and methods
for conducting an economic analysis of an interven-
tion to control and prevent an infectious disease.
There is often a need, however, to combine these
concepts and methods in a manner that allows the
- intended audience to readily appreciate the methods
and data used. Decision trees are one commonly
used methodology that can be used to compare the
economic benefits and harms of one or more inter-
ventions versus no intervention.

A. Outline for Building a Decision Tree

1. List all appropriate options for intervention.
Two or more interventions can be evaluated in a
side-by-side comparison. It is generally appropriate
to consider including the do-nothing, or no interven-
tion, option. Indeed, the do-nothing option must be
included if only one intervention is being evaluated.

2. Decide on the unit of outcome. The appropriate
unit is dependent on the perspective (see Section
VILD). For example, clinicians may primarily be in-
terested in clinical and epidemiological parameters
(e.g., cases averted and reduction in mortality),
whereas policymakers and analysts may emphasize
the need to have the benefits and harms measured
in economic terms (e.g., dollars). The “construction
rules” listed later contain an important rule related
o outcormes.

3. Construct a decision tree. A decision tree is a
“skeleton,” or schematic diagram, that presents all

the options being studied and all the different paths
that a patient(s) or a population may follow to end-
up at one of the defined outcomes. Figure 2 is an
example ol a decision tree examining the economic
costs and benefits of vaccinating an individual adult
against Lyme disease. Reading from the left- to the
right-hand side of the figure, the first set of
“branches” are the interventions being studied: vacci-
nation versus no vaccination.

4. Attach probabilities to each branch. Afier the
initial split that differentiates the interventions being
studied, each time a branch splits into two or more
possible occurrences the point of splitting is termed
a “probability node.” In Fig. 2, for the strategy labeled
“Vaccinate? YES,” the first probability node describes
the probability of a patient who is vaccinated of con-
tracting a case of Lyme disease (probability =
0.00075). This probability is equivalent to the proba-
bility of vaccine fatlure, which is a harm associated
with vaccination. This probability can be compared
in Fig. 2 with the probability of 0.005 of contracting
Lyme disease under the strategy labeled “Vaccinate?
NO.” If a vaccinated person does contract a case of
Lyme disease, the next probability node describes
the probabilities of being diagnosed with an early
case of Lyme disease (there is a probability of 0.80
of being diagnosed with early Lyme disease). !l di-
agnosed with early Lyme disease, then the patient
faces one of four health outcomes: cardiac (proba-
bility = 0.01), neurologic (probability = 0.01),
arthritic (probability = 0.05), and case resolved
(probability = 0.93). In Fig. 2, the probabilities of
each of these outcomes are different than those for
a patient diagnosed with a late-stage case of Lyme
disease (from the branch labeled “Recognized early
LD? No"). Note that the final outcomes are clinical
outcomes and do not indicate any valuation of
each outcome.

5. Calculate the expected values for each option.
This is done by multiplying and adding, or “{olding
back,” the values of the outcomes by the probabilities
along the branches. This procedure provides a single
estimate of the expected value associated with tach
option. For example, in Fig. 2 the expected probabil-
ity of successfully identifying and treating an early
case of Lyme disease under the “Vaccinate? YES®
strategy is determined as follows: probability of
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Fig. 2. A decision tree: determining the costs and benefits
of vaccinating an individual adult to prevent Lyme disease
(LD). Health outcomes and sequelae have been simplified
into five categories: No LD, no Lyme disease; cardiac,
cardiovascular sequelae (e.g., high-grade atrioventricular
blocks); neurologic, neurological sequelae (e.g., isolated
nerve palsy); arthritic, arthritic or rheumatological/mus-
culoskeletal sequelae (e.g., episodic oligoarticular arthri-
tis); and case resolved, case resolved after a course of an
oral antibiotic, with no further complications. Probabilities
are only for illustration of the techniques of building and
analyzing data using a decision tree. The actual risk of
contracting Lyme disease, the probability of being diag-
nosed with early Lyme disease, probabilities associated
with the various health outcomes, and the reduction in
probability of contracting Lyme disease after vaccination
may vary by individual and by locale (reproduced with
permission from Meltzer et al., 1999).

“arthritic”™ (0.05); multiplied by the probability of
“Recognize early LD? Yes” (0.80) multiplied by the
probability of "Get LD? Yes™ (0.00075), which cquals
a final expected probability of 0.00003 (0.05 X 0.80
X 0.00075 = 0.00003). This figure should then be
multiplied by the pre-determined cost of treating and
resolving a case of Lyme disease-related arthritis plus
the original cost of vaccination (which, in this
branch, failed to protect against disease). For exam-
ple, assume that the total direct and indirect costs
from a societal perspective (Table 1T) for treating
Lyme disease-related arthritis equal $1,000 and the
total direct and indirect costs of vaccination equal
$150, for a total value of $1,150. Then the expected
value of that particular outcome would be $0.0345
($1.150 X 0.00003). The same methodology would
be repeated for each arm of the “Vaccinate? YES”
strategy, and the results would be added 1o give a total
expected value for the vaccination strategy. Note that
the total would include the cost of vaccinating under
the “Get LD? No” branch (0.99925 X assumed $150
per person vaccinated = $149.8875). The total ex-
pected value for the “Vaccinate? YES” strategy would
then be compared 1o a similarly calculated total ex-
pected value for the “Vaccinate? NO” strategy. In
this particular example, the strategy with the lowest
expected value would represent the lowest cost to so-
ciety.

B. Two “Construction Rules” for
Decision Trees

First, the probabilities for all the branches that
split from a given node must sum to 1. For example,
in Fig. 2 the probabilities of “Recognize early LD?
Yes" (0.80) and “Recognize early LD? No” (0.20)
sum to a total of 1.0. Second, the outcomes must be
both exhaustive and mutually exclusive. That is, all
possible options must be listed, and each individual
can only reach one outcome.

C. The Importance of
Sensitivity Analyses

Decision trees use quantitative data, but estimates
of probabilities and the values of outcomes are often
uncertain. It is therefore essential that sensitivity
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analyses be conducted in order to evaluate the ro-
bustness ol the initial results.

1. Univariate and Multivariate

Sensitivity Analyses

Sensitivity analyses can be univariate (changing
one variable, such as altering just the probability of
getting Lyme disease after vaccination in Fig. 2) or
multivariate (two or more variables altered simulta-
neously). Within these broad categories, there are
many types of sensitivity analyses. An analysis can
be “worst case” or “best case,” or it can consist of
altering predefined parameters by given amounts or
percentages. The amount by which a given parameter
is altered may be based on some known data or may
be some arbitrary amount set by the analyst. More
sophisticated methodologies for sensitivity analyses
include Monte Carlo simulations, in which the
amount by which a parameter is increased or de-
creased is dependent on some previously defined
probability distribution.

2. Threshold Analysis as a Form of
Sensitivity Analysis

Univariate and multivariate sensitivity analyses de-
pend on a combination of data and the judgment of
the analyst as to how much a value might differ.
Threshold analysis i1s a form of sensitivity analysis
that removes the subjective element of the analyst’s
judgment. The goal of threshold analysis is to find
the value of a key parameter which will cause the
conclusion to change.

To illustrate threshold analysis, consider the fol-
lowing hypothetical example: For a given infectious
disease, an analyst may compare a proposed large-
scale screen-and-treat program to a treat-all program,
with the measure of outcome being the cost per actual
case successfully treated (note that the do-nothing
option is not valid because one program will defi-
nitely be implemented). Based on some expert opin-
ion, the analyst assumed that the test will have a
sensitivity (probability of giving a true positive re-
sult) of 95%. Assume that the initial results of the
decision tree analysis determined that the screen-
and-treat option provides the highest expected value
(i.e., had the lowest cost per case successfully
treated). Threshold analysis, however, determines

that the screen-and-treat option only provides the
lowest cost per case successfully treated il the sensi-
tivity of the screening test is 90% or greater. That is,
with a sensitivity of less than 90%, the treat-all option
would be preferred. Therefore, how realistic is it to
expect the test to be 90% sensitive “in the field”?
This is an example of how results from threshold
analyses can help define critical gaps in a database
and thus help prioritize applied research agendas.

D. Other Forms of Decision Analysis

Decision trees are not the only methodology for
conducting decision analysis. For example, screening
for cervical cancer may be done annually or less
[requently, but the probability associated with each
test is altered based on the results of previous tests.
In such a case, the process may be best analyzed
using Markov models. It is important to note that
modeling is as much of an art as a science, and there
is often more than one method that can be used to
model a particular problem. The choice of model
depends on a variety of factors, one of the most
important of which is the ability of the intended
audience to both understand and accept the results.

IX. RESOURCE ALLOCATION: WHICH
INTERVENTION TO CHOOSE

Resource allocations can be made on the basis of
the results of a CBA or CEA study. In the case of
CBA, resources should logically be allocated to those
interventions that will provide the largest NPV, as-
suming that the resources needed are available. The
strength of CBA is that such allocations can be made
across several different types of interventions, even
for very different diseases or conditions.

In the case of CEA-based studies, resources should
be allocated to the intervention that provides the
lowest cost per unit of health outcome. A problem
occurs when trying to decide resource allocation be-
tween two projects with very different health out-
comes. For example, how would you choose between
Project A, which costs $13 million and provides a
CE ratio of $1,000/case of pneumoccal disease in a
person over 65 years of age, and Project B, which
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costs $7 million and provides a cost-effectiveness
ratio of $950/casc of childhood measles?

CUA attempts to avoid some of these problems by
reducing all interventions to a common health-utility
outcome such as QALYs. With CUA data, resources
arc allocated to those projects that cost the least per
unit of health-utility saved (or save the most per unit
of health-utility saved). As mentioned eatlier, the
problem is that this method of resource allocation
implies that a QALY saved by preventing heart at-
tacks is equal to a QALY saved by preventing child-
hood diabetes.

A. Cost-Effectiveness Does Not
Equal Cost Savings

An important point to note regarding the com-
ments made on resource allocation is that cost-eflec-
tiveness does not equal cost savings. Indeed, many
prevention-oriented interventions result in a net cost
for society rather than a net savings. Tengs et al.
(1995) reviewed published literature and evaluated
the cost per life saved for 587 health interventions.
Approximately 10% of the interventions saved more
money than they cost. The median cost per life saved
for all interventions was $42,000. Most childhood
immunizations and some drug treatment and some
prenatal care programs save society money.

B. Valuing Outcomes: Quality and
Other Adjustments

Allocating resources to interventions based solely
on economiic criteria is fraught with many problems.
There are obvious limits to an economic analysis of
health interventions. For example, what is the cut-
off point or threshold value for cost-effectiveness in
terms of dollars spent per life saved? Is $50,000/life
saved too much? What about $1.5 million/life saved?
Also, does it matter if the life saved or QALY gained
would belong to somebody aged 3 years versus some-
one 63 years old? None of these questions can be
answered simply by an economic analysis. In the
end, an economic evaluation can only provide data

for a societal debate as to the value of a given inter-
vention or set of interventions.

See Also the Following Articles
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1. Why Educate in Microbiology?

Il. Who Should Be Educated in Microbiology?
1. What Should Be Studied?
1V. How Should We Educate in Microhiology?

GLOSSARY

active learning A process in which students participate in
classroom activities to develop and reinforce understanding
of key concepts rather than simply receive information pas-
sively. ©

curriculum  The totality of the aims, processes, and desired
outcomes of a course of educalion.

deep learning A process leading to thorough and long-
lasting understanding of concepts and lactual information.

independent (open) learning A process in which indi-
viduals study at their own pace using materials designed
to instruct and assess, with little if any direct contact be-
tween the students and the educator.

surface learning A process resulting in fragmented factual
knowledge and limited, short-term understanding.

syllabus The specification of course objectives. indicating
the knowledge and skills to be developed during it.

MICROBES affect almost every aspect of our lives.
To influence their activities tc our advantage, we must
understand them. Without education, our under-
standing will be little better than supposition or even
myth. An effective education must go far beyond the
knowledge of the interested layperson; science is both
technically and intellectually a difficult discipline, often
appearing counterintuitive to the general public, and
its application to microbiclogical actwities requires
much specialized knowledge and experience. Hence,

Encyclopedia of Microbiology, Voiume 2
SECOND EDITION

the education of members of the public to help them
act to reduce microbiological hazards and contribute
sensibly to the political debate over contentious issues
in microbiology is a particularly difficult problem. A
review of education necessarily differs from one of a
scientific topic, for two reasons—the national goals
and mechanisms of education differ widely across the
world, whereas a scientific study attempts to reflect
universal truths; and scientific reviews are based on
the critical evaluation of reproducible evidence rather

~ than on personal opinion, whereas reproducible evi-

dence is rare in discussions of education, which are
much more opinion-based. Hence, this article is inevi-
tably more influenced by the personal opinion and
national experience (in this case, mainly in the UK) of
the author. However, it will survey principles rather
than attempt to make a comprehensive review of prac-
tice because the latter differs so much from country
to country. The article, in effect, addresses four key
questions about education in microbiology: Why?
Who? What? and How?

. WHY EDUCATE IN MICROBIOLOGY?

A. Scientific Reasons

Many of the world’s eminent microbiologists were
trained in other scientific disciplines. The big ad-
vances in microbiology of the second half of twenti-
eth century were in our molecular understanding of
microhes. The skills of chemists and biochemists in
particular were the tools that enabled microbes to
be exploited to answer fundamental questions in mo-
lecular biology and disease. The underlyving philoso-
phy of using prokaryotes as simple models of eukary-

Copyright © 2000 by Academic Press.
All rights of reproduction in any form reserved.
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otes, especially of human cells, was spectacularly
successful for several decades. It is still essential that
students of related disciplines be educated in micro-
biology to appreciate the opportunities that these
organisms offer, and, conversely, that microbiolo-
gists become familiar with and unafraid of chemical
and mathematical approaches.

Since the 1980s, however, there has been increas-
ing recognition that microbes are useful and interest-
ing in themselves—as industrial biocatalysts, as nu-
trient cyclers and environmental bioremediators, and
as extremely successful parasites. It is now clear that
microbes, as any other successful organisms, are ex-
treniely sensitive and responsive to their environ-
ments, be these human tissues, chilled loods or deep
subsurface rock formations. Thus, their molecular
mechanisms can only be interpreted and understood,
let alone be influenced by humans, in the context of
their environments. Medical microbiology and food
microbiology, for example, are increasingly seen as
studies of ecological systems. Microbiology now de-
mands a more integrated or holistic view ol the or-
ganism and its environment, a “feel for the organism,”
which comes only from a prolonged study of the
biology and ecology of microorganisms and which
cannot be developed simply as an adjunct to an-
other discipline.

B. Political Reasons

Because microbes alfect so many human activities,
national political goals in agriculture, health, wealth
generation, and many other areas are underpinned
by microbiology. Without an adequately educated
and trained workforce, as well as the necessary fund-
ing, countries will fall far short of achieving these
goals. Biotechnology, for example, has been identi-
fied by the European Union (EU) as one of the key
growth areas of the economy in the twenty-first cen-
tury. Recognizing the importance of education, the
EU launched the European Initiative for Biotechnol-
ogy Education (EIBL), which provides supporting
materials and encourages good practice in biotech-
nology education (Grainger, 1996). Significantly,
this support is targeted particularly at secondary
schools. Interaction between microbiologists and
politicians is necessary for the latter to have arealistic

view of the time scales and benefits of investment in
the science. Informed political debate is necessary
on many contentious microbiological issues, ranging
from environmental management to the sale of genet-
ically manipulated foods and the treatment of HIV
infection. Although these debates need specialist in-
put from microbiologists, all sectors of society are
entitled to have their views considered and the more
informed and educated those views are, the higher
will be the quality of the debate and the more likely
that a consensus view that is to the best advantage
of society will emerge.

C. Personal Reasons

The decline of infectious disease as a major factor
in human illness is directly proportional 1o a society’s
ability to implement public health measures. Al-
though many of these are unseen and perhaps un-
known to the general public, it is still a fundamental
responsibility of every individual in society to main-
tain an adequate level of hygiene for the protection
of him- or herself and those around them. Because
microbes are often undetected by human senses, un-
like many other dangerous stimuli, avoidance must
be based on anticipation rather than direct warning.
This requires an understanding of cause and effect,
which has 10 result from an educational process of
some kind.

Il. WHO SHOULD BE EDUCATED
IN MICROBIOLOGY?

There are four categories of people who require
or desire some level of education in microbiology.

1. Experienced microbiologists undertaking con-
tinuing professional development by updating or
widening their skills and knowledge.

2. Students studying microbiological theory and
techniques for their later professional use.

3. Those wishing to study and understand micro-
biology for their own interest.

4. Those working in other areas in which micro-
biological safety is an important aspect.
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Within each category, the range of requirement may
be very wide. Professionals include environmental
health officers, food scientists, physicians, and a wide
variety of others, in addition to the technicians and
researchers who are the first to come to mind when
the term “microbiologist” is used. The continual in-
formal updating of its practitioners has always been
a central feature of any science, but continuing pro-
fessional development is now becoming much more
formalized as certificated programs. Those with an
interest in microbiology, but who would be unlikely
to use their knowledge in a practical sense, range
from the interested layperson, who realizes that no
world picture is complete without some understand-
ing of the role of microbes, to nonmajor students
and professionals such as geologists, economists, and
historians who cannot properly understand the sys-
tems they work with unless they appreciate the roles
of microorganisms underlying them. Category 4 in
effect includes everybody—not just food handlers in
the catering and retail sectors but homemakers of
every kind who can use a basic knowledge of microbi-
ology to reduce the hazards associated with food,
water, and illness in the domestic situation.

Microbiological education should begin as early
as possible, preferably in elementary school, where
children can be intrigued by the concept of invisible
organisms having such far-reaching eflects on their
lives. This early acquaintance may be of great impor-
tance to those who stop secondary cducation early,
but who still need to know about everyday microbial
hazards (category 4). High school science is greatly
enriched by microbiological topics, although the very
cautious approach to the use of pure cultures on the
grounds of safety has limited the opportunity for
laboratory or project work at this level.

. WHAT SHOULD BE STUDIED?

Careful comparison of the knowledge and skills
of the individual with the prerequisites for any level
of microbiology education must be made before em-
barking on a course of study.

A. Who Chooses the Topics?

The choice of topics or subject matter to be in-
cluded in the syllabus of an educational programme

in microbiology may be determined dircctly by the
individual educator, imposed by an authority outside
the classroom (either from within or outside the
education or microbiology professions), or set largely
by a major textbook teaching package (but still se-
lected by the individual educator).

1. Internal versus External

At the pre-university level, the educator often has
litde if any direct experience as a microbiologist and
itis usual for the syllabus, and often the entire curric-
ulum, to be drawn up by an outside group of special-
ists (often at national level) who have both the aca-
demic and educational knowledge to determine what
is important and practicable for students to learn at
each particular stage in their education.

At the university level, the individual educator
has much more influence over the syllabus for a
microbiology course. At this level, it is usual for
students to learn directly from practitioners of what-
ever academic discipline they are studying. The latter
are assumed to be more expert and thus to know
better than anyone else what students need to know
to become competent and independent practitioners
of the discipline themselves. University educators are
expected to be sufficiently active in research to be
able to keep abreast of and interpret the relevant
research literature. Their knowledge, experience, and
teaching skill help them to choose the most appro-
priate topics for their students to study. This ap-
proach to choice of syllabus content is widespread,
particularly in countries where there is a strong tradi-
tion of academic freedom.

Increasingly, however, the academic choice of the
individual educator is becoming more limited, even
at university level. Professional bodies may instead
specify certain areas of expertise as necessary for
certification or registration. In countries where the
state provides significant resources for university-
level education, there may be pressure to teach areas
defined by national political and economic objec-
tives. This may also be a means whereby the state
tries to ensure value for their taxpayers’ money.

2. Textbook Packages

In many institutions throughout the world, univer-
sity educators choose to base their course content
on the major textbooks of microbiology. This may
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be because they are not always specialists or experi-
enced microbiologists, as would ideally be the case,
and they feel that the experience of the authors of
the major textbooks is a better guide to the needs of
students than their own. The authors of the major
texts marketed by big publishing companies have
international reputations both as microbiologists and
as educators, and can make authoritative choices of
what to emphasize in a microbiology course and
how to present it. Even experienced educators in
microbiology, however, make increasing use of such
textbook packages because they no longer consist of
just a book but come with student and tutor guides,
multimedia teaching and review aids, laboratory
guides, banks of test questions for assessment, and
a supporting website, all of which have been tested
and developed much more thoroughly than could
any individual educator. The production costs of a
major textbook package aimed at the first-year un-
dergraduate market now approach $1 million, and
few il any institutions could fund the development
ol teaching packages of similar quality just for their
own courses. Which of several competing texthbook
packages is chosen still depends on the view of the
individual educator after a careful consideration of
the content. Inevitably, the content of general text-
books is oriented toward more popular areas of mi-
crobiology, so that medical aspects, [or example, may
be emphasized more strongly than some educators
would like {or their own courses.

More advanced courses have specific requirements
that are much less easy to satisfy from a general
source like a textbook, and the expertise of the educa-
tor concentrating on the aims and objectives of the
particular program may be the only way of satisfacto-
rily deciding on the content.

B. Core Content

Many attempts have been made to define a core
content for microbiology courses—the topics and
skills that students in particular circumstances must
know and understand. A core content could be im-
posed directly by the state or other bureaucracies,
but preferably and more commonly a core content
is agreed on by consensus among the educators. A
defined core content or often an entire syllabus is
more likely at the pre-university level, where educa-

tors are less experienced and where students from
many institutions are preparing to take common na-
tional examinations. At the university level, the con-
cept of a defined core content common to a number
of microbiology courses has often been opposed on
the grounds of academic freedom or held to be un-
necessary because educators consider it inevitable
that the same basic topics will be taught in similar
courses across the country. However, the current
political emphasis toward public accountability and
appraisal make it more likely that microbiology
teaching in many countries will be based on a na-
tional core syllabus, at least at introductory or gen-
eral level.

The biggest consultation exercise for the develop-
ment of consensus core themes for introductory or
general microbiology courses was mounted by the
American Society for Microbiology (ASM) through
its undergraduate education conferences. Several
hundred microbiology educators from community
colleges, undergraduate universities, and research
universities throughout the United States engaged in
lengthy discussions over several years to develop
and revise a list of core themes and concepts for an
introductory microbiology course (Table 1).

Subsequently, the conference devised a core con-
tent for an introductory microbiology laboratory
course 1o be part of the overall course. Lhis defined
guidelines for laboratory thinking, skills, safety, and
content, identifying only those items considered es-
sential in any introductory microbiology course, re-
gardless of content or specific purpose (Table 11I).

Teaching laboratories across the world will vary
greatly in their level of facilities, but it should be
possible for any course anywhere to meet at least
these minimum requirements for introductory train-
ing in safe microbiological procedure. If not, it is
unlikely that an educational program in practical
microbiology can safely be undertaken.

C. Customized Content

1. Advanced Study

For advanced students, educators who select topics
at the cutting edge of the science with which they are
directly familiar and who teach by personal example
should always be a major part of the educational
experience. A recent survey ol 100 UK undergraduate
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TABLE |
Core Themes and Concepts for an
Introductory Microbiology Course®

Theme 1: Microbial ccll biology*

Information flow within a cell
Regulation of cellular activities
Cellular structure and function*
Growth and division*

Cell energy metabolism™

Theme 2: Microbial genetics™

Inheritance of genetic information
Causes, consequences, and uses ol mutations*
Exchange and acquisition of genetic information

Theme 3: Interaction and impact of

microorganisms and humans®

Host delense mechanisms

Microbial pathogenicity mechanisms®
Disease transmission

Antibiotics and chemotherapy*
Genetic engineering

Biotechnology

Theme 4: Interactions and impact of
microorganisms in the environment™

Environmental pressure for survival
Adaptation and natural selection

Symbiosis

Microbial recycling of resources

Microbes transforming environment
Harnessing of microbes for productive uses

Theme 5: Integrating thescs™

Microbial evolution
Microbial diversity

@ Reproduced with permission from ASM News, Vol.
64, No. 1, p. 12, 1998.

" The terms “microbes,” “microbial.” and “microor-
ganisms” refer to all microorganisms from subceltular
viruses and other infectious agents to all prokarvouc and
cukaryotic microorganisms. Asterisks denote themes and
concepts that constitute the Lab Core for Content

"o

degree courses with a high microbiology content
(C.RA.C., 1999) showed a range of 20 topic areas
being offered in the final year of study Syllabuses
will change annually as topics develop and are often
revised completely at intervals of about 5 years. More

than half of the courses required a compulsory study
of molecular biology and genetics, biochemistry and
phvsiology, and industrial microbiology in the final
year. The emphasis on molecular genetics is under-
standable. given its contribution to our current un-
dersianding of cellular activities, but there is much
concern that students are seeing it as an end in itself
and are not developing the breadth of microbiological
expertise to place it in context. This difficulty is
made worse by the trend to absorb departments of
microbiology into larger academic units of cell and
molecular biology, and the resulting dilution of stud-
ies specifically in microbiology (Woese. 1994).

2. Nonmajors

The content of courses in microbiology for non-
professionals or nonmajors will obviously depend on
their interests, their requirements. and the extent of
their prior understanding, particularly of biochemi-
cal concepts. If it is required for academic study
credit at the undergraduate level, something close to
the ASM scheme of core themes and concepts in
Table I would be an appropriate start. Alternatively,
students may want or need some familiarization with
onc or more of the advanced aspects of microbiol-
ogy—medical bacteriology or microbial molecular
genetics, for example. As the demand is usually very
occasional, it may not be cost-effective to create a
short course tailored to the specific requirements of
these students and usually they simply join an ex-
isting course for microbiology majors. Care must
obviously be taken by the academic adviser to ensure
that the student is sufficiently familiar with the neces-
sary core concepls to ensure a good understanding
of the advanced material.

3. Noncollege Education

Food handlers in catering and retail outlets usually
have a much more limited experience and interest
than those studying microbiology at university level.
In many countries, such workers are required to
undergo (raining courses to learn and show compe-
tence i safe practices. The essential content is usu-
ally dictated by the regulatory requirements. These
training courses will be more effective when they
result in understanding rather than in rote compli-
ance with rules and procedures. However, both the
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TABLE I
Core Themes and Concepts for the Introductory Microbiology Laboratory?

Laboratory content

All of the Core Themes and Concepts for an Introductory Microbiology Course (see Table 1)

taught through laboratory exercises.

Laboratory skills

Use of a bright-field light microscope o view and interpret slides, including correctly setting
up and [ocusing the microscope, proper handling, cleaning, and storage of the microscope,
correct use of all lenses, recording microscopic observations

Proper preparation of slides [or microbiological examination, including cleaning and dispos-
ing ol slides, preparing smears from solid and liquid cultures, performing wet mount and/
or hanging drop preparations, performing Gram stains

Proper aseptic techniques [or the transfer and handling of microorganisms and instruments,
including sterilizing and maintaining sterility of transfer instruments, performing aseptic

transfer, obtaining microbial samples

Use of appropriate microbiological media and test systetms, including isolating colonies and/
or plaques, maintaining pure cultures, using biochemical test media, accurately recording

macroscopic observations

Estimation of the number of microbes in a sample using serial dilution techniques, including
correctly choosing and using pipetles and pipetting devices, correctly spreading diluted sam-
ples for counting, estimating appropriate dilutions, extrapolating plate counts to obtain the

correct CFU or PI'U in the slarting sample

Correct use of standard microbiology laboratory equipment, including using the standard met-

ric system for weights, lengths, diameters and volumes, lighting and adjusting a laboratory

burner, using an incubator

Laboratory thinking skills

Demonstration of an increased skill level in formulating and testing a hypothesis, collecting
and analyzing data, discussing and presenting lab results or findings in the laboratory, and

working effectively in teams.

Laboratory safety

Demonstration of the ability 1o explain and practice safe microbiological procedures, proce-

dures for protecting oneself, and emergency procedures. In addition, institutions where mi-

crobiology laboratories are taught will train faculty and staff in proper waste stream man-

agement; provide and maintain all necessary safely equipment and information resources:
train faculty, staff and students in the use of safety equipment and procedures; and train
faculty and staff in use of materials safety data sheets (MSDS).

“ Reproduced with permission from ASM News, Vol. 64, No. 1, p. 13, 1998.

content and delivery necessary to promote under-
standing requires more thought and time, running
counter to the desire of employers to reduce costs.
Courses in food hygiene are certificated by national
bodies responsible for the maintenance of food safety
(e.g., the UK's Chartered Institute of Environmental
Health), and may be available worldwide in partner-

ship with local providers. Staff training in large food
retailers is often based on these courses.

Informing and educating members of the public
who have little microbiological interest or knowledge
is a major challenge for the communicator. There
are very few examples of sustained and effective pro-
grams that manage to reach all sectors of the public.
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One such program is “Operation Clean Hands,”
mounted by the ASM in response to a survey on
public hand-washing habits. Tracking surveys
showed that half the population of the United States
was exposed to the resulting media program out-
lining the microbiological and health consequences.
Prime-time television programs can reach a large
proportion of the public and can be very successful
in highlighting an occasional individual issue. How-
ever, the links between microbiologists and program
planners and makers are not strong, and science takes
little advantage of the medium to promote, educate,
and entertain in microbiology. Again, the ASM has
recognized this and formed a coalition, the “Micro-
bial Literacy Collaborative,” to prepare a public tele-
vision series on microbiology. An important compo-
nent is a preliminary 4-week intensive immersion ol
TV production staff in microbes and how they are
studied. Improving the microbial awareness of media
personnel in this way should have an influence on
them and on their future broadcasting activities that
goes far beyond the television series itself.

IV. HOW SHOULD WE EDUCATE
IN MICROBIOLOGY?

Fducation is a professional activity because its
practice is underpinned by a substantial body of theo-
retical concepts and supporting evidence. To be pro-
fessional, educators need to base their actions on
that body of understanding. Teaching while being
unaware of it is comparable to researching in micro-
biology without knowing the relevant literature and
with just a few old techniques learned through direct
observation. Despite this, many microbiology educa-
tors have received no formal training in education.
For this reason, some of current thinking in educa-
tion will be summarized and related to problems in
microbiology teaching.

A. How Students Learn

A paradigm change in our understanding of how
students actually learn has taken place over the last
two decades, leading to a shift in emphasis from
“How should students be taught?” to "How do stu-

dents learn?” Earlier, learning was often interpreted
in behaviorist terms. Students were thought to lcarn
by a stimulus—response process, learning appropriate
responses through conditioning. This encouraged a
didactic approach by teachers, effectively telling stu-
dents what they needed to know and rewarding the
correct responses.

The phenomenographic approach pionecred in the
1970s by Marton in Sweden and Pask and Entwistle
in the UK has given rise to a new and now widely
accepted paradigm. This distinguishes two funda-
mentally distinct approaches by students to learning,
the deep and surface approaches. The deep approach
involves an active search for meaning, with a con-
scious intention by the student to understand the
concepts and to relate them to previous knowledge
and experience. The surface approach focuses on
specific facts, which students attempt to memorize
without emphasizing the connections among them
and with no real intention of understanding. Table
Il summarizes the characteristic features of these

“two approaches to learning.

Many studies have suggested that more elfective
learning and greater student satisfaction derive from
a deep approach 1o learning. While surface ap-
proaches may be effective in passing examinations,
understanding is poor and short-lived and is often
recognized to be so by the student, who gains little
personal satisfaction [rom the process. Itis important
to recognize that:

1. The surface approach is not always intrinsically
wrong and may usefully contribute to learning, par-
ticularly in disciplines like microbiology with a high
factual content, but a full understanding cannot {ol-
low from a surface approach alone.

2. A particular approach 1o learning is not a fixed
feature of a student’s personality cr academic ability.
Most students are capable of both approaches, and
a fundamental role of the teaching process is to en-
courage the student to employ the most appropriate
approach to the task in hand. Indeed, some students
clearly use different approaches at different times in
an attempt to achieve the highest marks possible,
leading to very variable levels of undcrstanding
(sometimes referred to as the strategic approach to
learning).
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TABLE Il
Different Approaches to Learning®

Decp approach

[ntention to understand: student maintains structure of
task

Focus on what is signified (e.g.. the author’s argument, or
the concepts applicable to solving the problem)

Relate previous knowledge to new knowledge

Relate knowledge from different courses

Relate theoretical ideas o everyday experience

Relate and distinguish evidence and argument

Organize and structure content into a coherent whole

Internal emphasis: "A window through which aspects of re-
ality become visible, and more intelligible”

Surface approach

Intention only to complete task requirements; student dis-
torts structure of task

Focus on “the signs” (e.g., the words and sentences of the
text, or unthinkingly on the formula needed to solve the
problem)

Focus on unrelated parts of the task

Memorize information for assessments

Associate {acts and concepts unreflectively

Fail 10 distinguish principles from examples

T'reat the task as an external imposition

External emphasis: demands of assessments, knowledge cut
ofl from everyday reality

“ Reproduced with permission [rom Ramsden (1992)

3. There is much evidence that student workloads
and the teaching styles and attitudes of both individ-
ual educators and whole academic departments
strongly influence the learning strategy that students
will adopt (Table 1V).

Point 3 has fundamental implications for the whole
curriculum, particularly in the sciences where new
knowledge and interpretations are added to old,
rather than partly replacing them, as in some other
disciplines. More and more topics being introduced
into the microbiology syllabus when student work-
loads are already so high means that only a surface
approach will allow most students to cope. A deep
understanding becomes progressively more difficult
to achieve.

TABLE IV
Characteristics of the Context of Learning Associated
with Deep and Surface Approaches’

Surface approaches

Assessment methods emphasizing recall or the application
of trivial procedural knowledge

Assessment methods that create anxiety

Cynical or conflicting messages about rewards

An excessive amount of material in the curriculum

Poor or absent feedback on progress

Lack of independence in studying

Lack of interest in and background knowledge of the sub-
jecl matter

Previous experiences of educational settings that encourage
these approaches

Deep approaches

Teaching and assessment methods that [oster active and
long-term engagement with teaching tasks

Stimulating and considerate teaching, especially teaching
that demonstrates the lecturer’s personal commitment Lo
the subject matter and stresses its meaning and relevance
to students

Clearly stated academic expeclations

Opportunities to exercise responsible choice 1n the method
and content of study

Interest in and background knowledge of the subject
matter

Previous experiences of educational settings that encourage
these approaches

“ Reproduced with permission [rom Ramsden (1992).

B. Teaching and Learning Methods

There is an extensive and readily accessible litera-
ture on teaching and learning methodology (see the
Bibliography). This section will emphasize features
that the author has found to be particularly relevant
to his teaching of microbiologists. It will consider
only university-level teaching.

1. Lectures

The traditional lecture format allows a large body
of factual information concerning microbiology to
be selected, defined, and transmitted to a large num-
ber of students at one time. A good lecturer can give
this an enthusiastic and personal flavor, bringing the
process of doing microbiology to life in a way that
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other information sources, particularly textbooks,
cannot. Within limits, the lecturer can also vary the
pace of learning to suit the student group. To be a
useful learning experience, however, students must
be explicitly aware of the aims and objectives of
each lecture.

Written objectives and summaries are useful, but
there is less agreement over the value of giving stu-
dents copies of lecture notes. Students themselves
always value these, but there is little evidence that
providing them improves either the knowledge or
understanding gained, as assessed by examinations,
and they tend to encourage a surface approach to
learning. Partial notes, where gaps are left for stu-
dents to add their own during the lecture. may be a
slight improvement. Students should always be given
their own copies of diagrams and complex tables or
figures that are used during a lecture.

a. Active Learning

It is important to break up the lecture period (typi-
~cally 50-60 min) into shorter spells of 15-20 min,
as student concentration drops markedly after this
time. These breaks can usefully be employed to en-
gage the students more actively in learning by setting
small problems or discussion topics to reinforce the
key points in the lecture material, to be considered
by small groups of students sitting near each other
to talk over in “buzz groups.” Students may be very
apprehensive of active learning, especially if they feel
they may be singled out to make a response in front
of a large group of their peers. Tactful handling of
these sessions is thus necessary, but students usually
lose their fears with experience. Frequent active-
learning interludes should be a general feature of
lecture and other sessions from the beginning; once
students are allowed to get used to teaching as a
passive experience that is done to them, they are
seldom happy to take an active part in any learning
exercise. This requires a concerted strategy by all the
lecturers involved with the course.

b. Prior Preparation

An alternative approach is the prior-preparation
lecture, in which students are directed to read rele-
vant sections of a course text before coming in to
the lecture (and, il necessary, encouraged to do so
by a short test at the start of the session). The lecturer

then reviews and expands on the material, putiing
it into context and providing a number of “buzz
group” exercises to make students think about the
key points and their application. This approach is
possible with quite large classes and, although it is
much harder work for both the students and teacher
than a traditional lecture, students consistently rate
the approach as at least no worse and usually better
than the traditional lecture in maintaining their inter-
est and promoting understanding.

2. Small-Group Sessions

Learning sessiouns in which small groups of (5-20)
students interact with educators and each other have
long been a feature of university-level education,
though increased student-staff ratios in many
courses have resulted in their becoming less com-
mon. Tutorials, problem-solving sessions, and semi-
nars are common examples of small-group teaching.
The main aims are to develop the thinking and dis-
cussion skills of students. They do require a particu-
larly-wide range of teaching and personal skills from
the educator, however, and many studies have shown
that the majority of the talking is done by the teacher,
suggesting that the necessary skills, particularly in
listening and questioning, are often not well devel-
oped. It is particularly important that students do
not feel they will be exposed to ridicule or outright
criticism for their views or mistakes. Even an incor-
rect response often contains points that can be
praised and used to lead students toward a better
understanding. Allowing students to try their ideas
on their colleagues in subgroups of two or three
before exposing them to the teacher and the whole
group will also improve their confidence in the pro-
cess. The traditional practice of selecting one student
to prepare and read a paper, which is then criticized
by the teaching and (though not often) other student
members of the group is, for these reasons, one of
the least effective methods in small-group learning.
Students are seldom assessed on their performance
in small-group sessions, perhaps because the main
benefit is felt to be in the general skills of thinking
and discussion, which are not easy to quantify.

3. Laboratory Classes
Laboratory work is always considered essential
to a satisfactory education in microbtology, even
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though the undergraduate practical work tradition
in science dates only from the mid-1800s. Students
typically spend one-half to two-thirds of their total
class time in the laboratory, although the laboratory
work’s contribution Lo their overall assessment mark
is usually much smaller. It is also usually the most
costly aspect of microbiology education.

a. Aims

Laboratory work has many different aims, and stu-
dents and faculty may well perceive these differently.
A survey of students, graduates, and practicing scien-
tists found that the only three aims that were rated
highly by all three groups were teaching basic practi-
cal skills, familiarization with important measure-
menlt techniques and apparatus, and data analysis
and interpretation. (It is notable that the last of these
need not involve the student in laboratory work at
all.) Thus it is important that the aims and objectives
of laboratory work be clearly articulated and under-
stood by both the educator and students, and that
assessment methods (see Section 1V.B.6) address all
of them. Frequently, laboratory assessments are
based on written reports and do not assess skills used
in the laboratory itself or carry any guarantee that
the student concerned actually did any of the work.

Sterile transler techniques in particular are funda-
mental to safe working in almost every aspect ol
microbiology. Thorough training and practice in
sterile transfer should be the earliest practical experi-
ence of any microbiology student. Competence in
this cannot be assessed from written reports and
needs to be observed in the laboratory. A satisfactory
grade in sterile techniques should be an absolute
requirement for success in any introductory microbi-
ology course. This training is very labor-intensive,
however, and a useful approach is for more senior
students to teach and guide beginners in the lab on
a one-to-one basis.

b. Structured Exercises

Demonstrations and tightly structured exercises
predominate in the earlier stages of study, introduc-
ing fundamental practices such as sterile transfer
technique, cell enumeration methods, and staining
procedures. However, students must be convinced
that the experiment is a meaningful exercise or they
will have little interest in it. Many laboratory manuals

have been published with programs of basic exercises
covering all the skills in Table 11, and they can be
very useful to both educators and students. 1t is im-
portant at this stage to have experiments that reliably
work, in the sense of yielding data that the students
can usefully discuss. It is also useful to have the steps
of the experimental procedure laid out in detail for
the beginning student, who already has many things
to think about at the same time in an unfamiliar envi-
ronment.

Written instructions for experimental procedures
are usually provided as separate handouts or incorpo-
rated into a laboratory manual. For the operation of
instruments such as a spectrophotometer. however,
these may be more useful in the form of a wall-chart,
a short video, or a computer program placed beside
the instrument, rather than in written words. It is
quite common for students to come into the labora-
tory without having read through their instructions
and thus to be unaware of the aims of the exercise
or of the procedures to be [ollowed. Clearly, they
will gain less from the laboratory experience. A sim-
ple prelab test administered by computer or multiple-
choice test will take only a few minutes at the start
of the laboratory session and often acts as an effective
stimulus for prior preparation.

Tightly structured exercises [oster a “cookbook”
mentality, in which the student sees an experiment
simply as following a prescribed series of steps. There
is little development of the important skill of experi-
mental design, other than making suggestions in the
written report for improvements or remedies if the
experiment has not worked. Many laboratory classes
are scheduled for oo short a time for the student to
be able to propose and implement an improvement
to the experimental design. For this, a hybrid of
actual laboratory work and computer simulation may
be useful. For example, students can make total and
viable counts of a microbial culture in the laboratory
to experience all the real-life difficulties that are
never apparent from a textbook description of the
procedure (e.g., overlapping colonies, ill-defined
lumps in the agar, clumps of cells, and dilution er-
rors). Then, rather than using the counting methods
to follow growth of a culture in real time, which may
take all day to do just once. they can move to a
simple computer simulation of batch growth that
gives count data as its output almost instantaneously.
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Here, they can repeatedly test the effects of various
parameters on growth and continuously refine the
design of their simulated experiment until satisfac-
tory results are obtained (see Section 1V.B.3.d). Mild
failure, in terms of imperfect data, often allows a
student to learn more than does a completely success-
ful experiment, but failure to gain any useful data at
all is more common than most educators would like
to admit and probably does more harm than good.

c. Open Investigations

More open investigations, in which not only the
data but also the methods, materials, and even aims
are selected and obtained by the student, offer greater
potential benefits. With greater ownership of the
work, student motivation, understanding, and re-
ward is much higher, but the costs, in materials and
in stalf tiime for more individual attention, and in
the risks of failure are also higher. Thus, these inves-
tigations are usually restricted to advanced students
working in smaller groups. The topics are usually
‘selected from the research specializations of the de-
partment concerned, and thus vary widely from insti-
tution to institution. Again, published manuals of
advanced laboratory exercises are available, but, by
the nature of the work, the exercises are less likely
1o be successful unless the educators using them are
already well practiced in the techniques. The open
investigation is often taken to its extreme in final-
year undergraduate courses in the form of a small-
scale research project. As an exposure to front-line
microbiology, this is valuable as an experience and
as an indicator of the student’s interest and aptitude
for professional development in this direction. How-
ever, its effectiveness depends very much on the
individual project and on the people and facilities
associated with it. When it is reasonably successful,
students value the experience highly; when it is not,
the negative influence on attitudes and confidence
can be damaging out of all proportion. Miniprojects
at earlier stages of study have been attempted and
are often considered to be well worth the extra effort
they require.

d. Simulations and Data-Handling Exercises
The constraints of time, safety, cost, and availabil-
ity of equipment or expertise limit the experimental

work that students can actually do. There is no
substitute for hands-on experience at the lab bench,
but simulated experiments or data-handling exer-
cises can greatly extend students’ understanding.
Simulations allow students to design expertmental
approaches, select parameter values, and obtain
reasonably realistic data for analysis and interpreta-
tion. With improvements in computer graphics,
many simulations now provide realistic visual pre-
sentations of results rather than simple numerical
data. Excellent computer simulation exercises are
now available, ranging from the identification of
pathogens in food-poisoning outbreaks to complex
protein-purification protocols (see Section IV.C).
Data-handling exercises, either on paper or com-
puter-based, can be used to simulate the final analysis
stage of almost any kind of investigation. They are
limited only by the ingenuity of the educator (partic-
ularly in the popular studies of extraierrestrial micro-
organisms). Real data taken from research papers
(copyright restrictions permitting) or data prepared
by the educator can be used. The context must be
sufficiently convincing for the student to take the
exercise seriously, and enough variation should be
introduced into the data to give a flavor of real-life
ambiguity. These exercises are used widely particu-
larly in molecular biology.

4. Work Experience

In some countries, there is a tradition of students
spending a substantial period working in practicing
microbiological laboratories in the public or private
sector, just before they start their final year of study.
Usually, this is equal to about half or one year’s study,
though periods as short as a few weeks can be of
value to both students and employers. The range of
work experience positions in which students may
be placed is very large, covering almost the whole
spectrumm of microbiology. The selection procedures
and conditions of employment (including a stipend
or the lack of one) are also very varied. With a proper
program of training and management in the labora-
tory to ensure that the student is not used simply as
an extra pair of hands, the benefits to the student
include a great boost to the students’ self-confidence
and self-esteem when they are taken seriously by a
major employer, the experience of the discipline of



Education in Microbiology 167

a daily work regime, the experience of the commer-
cial- or public-sector social and economic culture,
the development of interpersonal relationships and
other work-based personal skills, an appreciation of
the application of microbiology to real-life situations,
the experience of using techniques that may be be-
yond those practicable in a teaching laboratory, and
help toward a career choice. There are also many
benefits to employers and to the academic institution
from these kind of links with each other.

Work experience opportunities are extremely
time-consuming to set up, even in a heavily industri-
alized country (perhaps consuming as much as one
worker-year to set up 30—40 placements). They also
require substantial time commitment to visit and
monitor the students’ activity and progress. Never-
theless, the benefits to all three participants, and
particularly to the students, are very large.

5. Independent Study

Independent study, outside the timetable of class
sessions, may be carried out individually or in
small groups. Apart {rom review for examinations or
the occasional piece of personal reading, this typi-
cally involves directed coursework exercises—
researching case studies, writing term papers, prob-
lem-solving exercises, lab-report writing and so on.
Many skills, both personal and academic, are de-
veloped.

Although cooperation between individual students
should be tolerated or even encouraged, as this is
the normal process of science, there is concern that
outright copying (plagiarism) during these exercises
is hard to prevent and distorts the assessment pro-
cess. A careful definition of topics and a requirement
that students submit rough working drafts with the
final product can make undetected copying more
difficult. Assessing individual contributions to group
exercises can also be difficult.

Independent (or open) learning takes this process
much further. Self-learning packages allow the study
of a topic or even a whole discipline at a pace and
flexibility suited to the individual student. They form
the basis of much professional development work in
many disciplines, as well as degree-level study with
institutions like the Open Universities of the UK and
The Netherlands. In these cases, their use allows

distance learning with little or no attendance at the
institution and limited contact with the educator.

Open-learning packages are increasingly useful in
conventional higher education, both [or remedial
work in basic chemistry, mathematics. and other
skills in which microbiology students are commonly
weak, and in mainstream-course delivery. They have
many advantages over traditional lectures in trans-
mitting information and developing ideas, and the
greater tace-to-face availability of the educator on
campus to help with problems means that the sup-
porting material need not take as long to develop as
it does for full distance learning.

Both distance and on-campus open learning will
undoubtedly be the major growth area in higher
education and continuing professional development
in the early twenty-first century, particularly when
based on material posted on the World Wide Web,
with its wide accessibility.

6. Assessment (Evaluation) of Students

For almost all students, it is unfortunately the case
that assessment effectively defines the curriculum.
The learning styles they adopt will be those they
perceive will gain them the highest marks in their
course assessments (see Section [V.A). Hence, meth-
ods of assessment must be an integral part of the
curriculum and be considered to be part of the teacli-
ing and learning process. They should not, as is so
often the case, be added on after the content and
organization of the course has been decided. The
importance of assessment as a learning tool cannot
be overestimated.

Student assessment has many functions, but they
can be categorized and summarized as measuring and
reporting on the progress of students (summative
assessment), giving students feedback on their prog-
ress and understanding as a method of learning (for-
mative assessmerit), and giving educators feedback
on the effectiveness of their teaching. Any one item
of assessment should fulfil at least two and preferably
all three functions at the same time.

Assessment is time-consuming, as each student
has to be considered individually. However, students
rate rapid and constructive feedback on their work
more highly than almost any other aspect of good
teaching. If there is a large number of students, de-
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tailed and rapid feedback is obviously difficult 1o
provide. Experience or a quick preliminary look
through the essays or practical reports will often
identify common errors or misinterpretations that
can be listed, with explanatory comments, on a feed-
back sheet and supplied to the individual student
with the appropriate points checked.

Traditional written examinations are still widely
used as the major part of a course assessment, despite
decades of studies showing that they largely test rote
learning and that students get no useful feedback from
them. These are exactly the circumstances that en-
courage and reward surface rather than deep learning.

It general, it is essential 1o use a variety of assess-
ment methods to give a more accurate indication
of student achievement, to make the criteria and
methods ol assessment explicit to both the student
and the assessor, and where possible to involve the
student actively in the assessment—both self and
peer assessment can be extremely effective learning
experiences, even if concerns over reliability mean
that the grades are not in the end recorded. None ol
these points about assessment is specific to education
in microbiology, but are emphasized because assess-
ment is probably the least adequately considered as-
pect of the curriculum regardless of discipline.

7. Education in Microbiological Research

The supervision of graduate research students is
probably the most personal activity in microbiology
education and, in consequence, often the most vari-
abie in quality. Serious attention is now being paid
to issues of effective supervision, completion rates,
and the integration of the research student into a
collaborative rather than individual venture. The per-
sonal and professional skills required of the supervi-
sor are many and varied, as are the styles that can be
employed successfully. This aspect of microbiology
education is too complex to be usefully considered
here; the reader is referred to items in the Bibliogra-
phy, particularly to Brown and Atkins (1988). The
supervision of undergraduate research projects re-
quires similar skills and planning, over a shorter
time scale.

C. Resources

Traditional sources of information and teaching
materials include textbooks and published laboratory

manuals. Many excellent examples are availablc and
are featured in publishers’ catalogues. These also list
a number of good computer simulations for microbi-
ology teaching. Many other simulations are not avail-
able commercially but can be obtained free or at
small cost from their authors. Several countries have
national programs for the development of science
teaching resources, particularly computer-based
ones.

The Internet, particularly through the World Wide
Web, is a huge resource of information, ideas, and
experience. Tens of thousands ol microbiology-re-
lated pages are registered with the major search en-
gines. Teaching materials, including simulations, ed-
ucational experience, and even entire online courses
of microbiology instruction may be found with a
carefully devised search strategy. A good way to start
searching is through the websites of the large micro-
biological societies, which are usually easy to find
and contain many links to other useful cducational
sites.

Learned societies of microbiology exist in most
countries and often have a division or intcrest group
concerned with education. These organize meetings
and workshops on many aspects of microbiology
education and provide unique opportunities to ex-
change experiences with educators across the coun-
try and beyond. They may carry features on educa-
tion in their newsletters to members, and sometimes
can supply teaching materials or the funding to help
develop them. The ASM has set up an International
Collection for Microbiology Teaching and Learning,
consisting of a large variety of peer-reviewed teaching
materials available from the society’s website, along
with many other teaching resources and activities.

D. Educating the Educators

University educators are seldom appointed for
their teaching ability, but instead for their compe-
tence in their discipline itself. Most have never re-
ceived formal training in education. New faculty in-
creasingly have an opportunity to pursue this
training, while in-service and reflective courses for
more experienced educators are becoming more
widely available. Nevertheless, the most experienced
can learn much [rom reading about teaching and
reflecting, with the help of colleagues, on his or
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her own practice. Good teachers constantly evaluate
their performance, but formal teaching-evaluation
schemes are used increasingly for quality assurance.
Well-designed evaluation schemes can provide feed-
back that helps even good teachers to improve fur-
ther, but most are far too simplistic Lo serve any
really useful purpose.

Wide use is also made in university microbiology
teaching of graduate students as instructors and lab
demonstrators. Although they are usually very com-
petent in the science, they too need an awareness
of the extra skills of observation, intervention, and
guidance that they will require and some help in
developing them.

See Also the Following Article
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Emerging Infections

David L. Heymann
World Health Organization

I. A 20-Year Perspective
1. Misplaced Optimism
I, Weaknesses Facilitating Emergence and Re-emergence
V. Further Amplification
V. Solutions

GLOSSARY

amplification of transmission he increased spread of
- infectious disease thal occurs naturally or because of facili-
tating factors, such as nonsterilized needles and syringes,
that can result in an increase in transmission of inlections
such as hepatitis.

anti-infective (drug) resistance The ability of a virus,
bacterium, or parasite o defend itself against « drug that
was previously effective. Drug resistance is occurring for
bacterial infections such as tuberculosis and gonorrhoea,
for parasitic infections such as malaria, and for the human
immunodeficiency virus (HLV).

eradication The complete interruption of transmission of
an infectious disease and the disappearance of the virus,
bacterium, or parasite that caused that infection. The only
infectious disease that has been eradicated is smallpox,
which was declared eradicated in 1980.

International Health Regulations Principles for protec-
ion against infectious diseases aimed at ensuring maxi-
mum security against the international spread of infeclious
disease. The Regulations provide public health norms and
standards for air- and seaports to prevent the entry of
infectious diseases, and require reporting to the World
Health Organization (WHO) the occurrence of three infec-
tious diseases: cholera, plague, and yellow [ever.

reemerging infection A known inlectious discase that had
[allen to such low prevalence or incidence that it was no
longer considered a public health problem. but that is
presently increasing in prevalence or incidence. Reemerg-

ing infections include wberculosis. which has increased

Encyclopedia of Microbiology, Volume 2
SECOND EDITION

worldwide since the early 1980s, dengue in tropical re-
gions, and diphtheria in eastern Furcepe.

EMERGING INFECTIONS are newlyidentified and
previously unknown infectious diseases. Since 1970
there have been over 30 emerging infections identi-
fied, causing diseases ranging from diarrheal disease
among children, hepatitis, and AIDS to Ebola hemor-
rhagic fever.

I. A 20-YEAR PERSPECTIVE

In the Democratic Republic of the Congo (DRC,
formerly-Zaire), the decrease in smallpox vaccina-
tion coverage, poverty, and civil unrest causing hu-
mans to penetrate deep into the tropical rain forest
in search of food may have resulted in breeches in
the species barrier between humans and animals,
causing an extended and continuing outbreak of hu-
man monkeypox. During the 1970s and 1980s, when
this zoonotic disease was the subject of extensive
studies, it was shown that the monkeypox-virus-in-
{ected humans, but that person-to-person transmis-
sion beyond three generations was rare. The outbreak
of human monkeypox in 1996-1997 is a clear exam-
ple of the ability of infectious diseases to exploit
weaknesses in our defenses against them.

Numerous infectious diseases have found weak-
ened entry points into human populations and
emerged or re-emerged since the 1970s (see Table
). In the early to mid-1970s, for example, classic
dengue fever had just begun to reappear in lLatin
America after it had been almost eliminated as a
result of mosquito control efforts in the 1950s and

Copyright i« 2000 by Academic Press.
All rights of reproduction in any form reserved.



TABLE |
Principal Newly Identified Infectious Organisms Associated with Diseases?

Discase (year and place of first
Year Newly identified organism recognized or documented case)

Diseases primarily transmitted by food and drinking water

1973 Rotavirus Infantile diarrhoea

1974 Parvovirus B19 Fifth disease

1976 Cryptosporidium parvum Acule enterocolitis

1977 Campylobacter jejuni Enteric pathogens

1982 Escherichia coli 0157:H7 Haemorrhagic colitis with haemolytic uremic syndrome
1983 Hclicobacter pylori Gastric ulcers

1986 Cvclospora cayatanensis Persistent diarrhoea

1989 Hepatitis E virus Enterically transmitted non-A and non-B hepatius (1979, India)
1992 Vibrio cholerae 0139 New strain of epidemic cholera (1992, India)

Unclear modes of transmission, thought to be primarily transmitted by drinking water

1985 Enterocytozoon biencusi Diarrhea

1991 Encephalitozoon hellem Systemic disease with conjunctivitis, in AIDS patients
1993 Encephalitozoon cunicali Parasilic disseminated disease, seizures (1959, Japan)
1993 Septata intestinalis Persistent diarrhea in AIDS patients

Diseases primarily transmitted by close contact with infectious individuals, excluding sexually transmitted diseases,
nosocomial infections and viral haemorrhagic fevers

1980 HTLV-1 T-cell lymphoma leukemia

1982 HTLV II Hairy cell leukemia

1988 HHV-6 Rosela subitum

1993 Influenza A/Beijing/32 virus Influenza

1995 HHV-8 Associated with Kaposi sarcoma in AIDS patients
1995 Influenza A/Wuhan/339/95 virus Influenza

Sexually transmitted diseases

1983 HIV-1 AIDS (1981)

1986 HTV-2 Less pathogenic than HIV-1 infection
Nosocomial and related infections

1981 Staphylococcus toxin Toxic shock syndrome

1988 Hepatitis C Parenterally transmitted non-A non-B hepatitis
1995 Hepatitis G viruses Parenterally transmitted non A non B hepatitis

Human zoonoses and vector-borne diseases, including viral haemorrhagic fevers
Transmitted by close contact with animals or animal products, excluding {ood-borne diseases

1977 Hantaan virus Hemorrhagic fever with renal syndrome (1951)
1990 Reston strain of Ebola virus Human infection documented but without symptoms (1990)
1991 Guanarito virus Venezuelan hemorrhagic fever (1989)

1992 Bartonella henselae Cat-scratch disease (1950s)

1093 Sin nombre virus Hantavirus pulmonary syndmme (1993)

1994 Sabia virus Brazilian hemorrhagic [ever (1955)

Tick-borne

1982 Borrelia burgdorferi Lyme disease (1975)

1989 Ehrlichia chaffeensis Human ehrlichiosis

1991 New species ol Babesia Atypical babesiosis

Unknown animal vector

1977 Ebola virus Ebola hemorrhagic fever (1976, Zaire and Sudan)
1994 Ebola virus, Ivory Coast strain Ebola hemorrhagic fever

Soil-borne diseases, airborne diseases and diseases associated with recreational water with no evidence of direct
person-to-person transmission
1977 Legionella pneumophilia legionnaires’ disease (1974)

“From i Rother, WD
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1960s. Twenty vears later, dengue has become hyper-
epidemic in most of Latin America, with over
500,000 cases reported in 1995-1996 of which over
13,000 were the hemorrhagic form diagnosed in 25
countries (WHO, unpublished). In 1991, cholera,
which had not been reported in Latin America for
over 100 years, re-emerged in Peru with over 320,000
cases and nearly 3000 deaths, and rapidly spread
throughout the continent to cause well over 1 million
cases in a continuing and widespread epidemic.

In North America, Legionella infection was first
identified in 1976 in an outbreak among war veter-
ans. Legionellosis is now known to occur worldwide
and poses a threat to travellers exposed to poorly
maintained air conditioning systems. During 1995
in Europe, 172 people, thought to have been infected
in hotels at which they stayed during travel, were
identified with legionellosis through the European
Working Group for Legionella Detection.

During this same 20-year period a new disease
in cattle, bovine spongiform encephalopathy, was
identified in Europe and became associated in time
and place with a previously unknown variant of
Creutzfeldt—Jakob disease; and diphtheria outbreaks
occurred in the newly independent states of the for-
mer USSR, with over 50,000 cases reported in 1995.
By 1996, food-borne infection by E. coli 0157, un-
known in 1976, had become a food-salety concern
in Japan, Europe, and in the Americas. Hépatitis C
was first identified in 1989 and is now thought to
be present in at least 3% of the world’s population,
while hepatitis B has reached levels exceeding 90%
in populations at high risk from the tropics to east-
ern Europe.

In 1976 the Ebola virus was identified for the first
time as causing a disease that has come to symbolize
emerging diseases and their potential impact on pop-
ulations without previous immunological experi-
ence. Ebola has caused at least four severe epidemics
and numerous smaller outbreaks since its identifica-
tion in simultaneous outbreaks in Zaire and Sudan.
In 1976, at the time of the first Ebola outbreak in
Zaire, HIV seroprevalence was alrcady almost 1% in
some rural parts of Zaire, as shown retrospectively
in blood that had been drawn from persons living
in communities around the site of the 1976 outbreak,

and HIV has since become a preoccupying problem
in public health worldwide.

Il. MISPLACED OPTIMISM

In this same 20-year period the eradication of
smallpox was achieved. This unparalleled public
health accomplishment resulted in immeasurable
savings in human suffering, death, and money, and
stimulated other eradication initiatives. The trans-
mission of poliomyelitis has been interrupted in the
Americas and the disease is expected to be eradicated
from the world during the first decade of the twenty-
first century. During 1996, 2090 cases of polio were
reported to WHO, a decrease from 32,251 cases re-
ported in 1988. Reported cases of dracunculiasis have
decreased from over 900,000 in 1989 to less than
200,000 in 1996, with the majority of cases in one
endemic country. Leprosy and Chagas disease like-
wise continue their downward trends towards elimi-
nation. .

The eradication of smallpox boosted an already
growing optimism that infectious diseases were no
longer a threat, at least to industrialized countries.
This optimism had prevailed in many industrialized
countries since the 1950s, a period that saw an un-
precedented development of new vaccines and anti-
microbial agents and encouraged a transfer of re-
sources and public health specialists away from
infectious disease control. Optimism is now being
replaced by an understanding that the infrastructure
for infectious disease surveillance and control has
suffered and in some cases become ineffective. A
combination of population shifts and movements
with changes in environment and human behavior
has created weaknesses in the defense systems
against infectious diseases in both industrialized and
developing countries.

I1l. WEAKNESSES FACILITATING
EMERGENCE AND RE-EMERGENCE

The weakening of the public health infrastructure
for infectious disease control is evidenced by failures
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such as in mosquito control in Latin America and
Asia with the re-emergence of dengue now causing
major epidemics; in the vaccination programs in east-
ern. Europe, which contributed to the re-emergence
of epidemic diphtheria and polio; and in yellow fever
vaccination, facilitating yellow fever outbreaks in
Latin America and sub-Saharan Africa. It is also
clearly demonstrated by the high levels of hepatitis B
and the nosocornial transmission of other pathogens
such as HIV in the former USSR and Romania, and
the nosocomial amplification of outbreaks of Ebola
in Zaire, where syringes and failed barrier nursing
drove outbreaks into major epidemics.

Population increases and rapid urbanization dur-
ing this 20-year period have resulted in a breakdown
of sanitation and water systems in large coastal cities
in Latin America, Asia, and Africa, promoting the
transmission of cholera and shigellosis. In 1950,
there were only two urban areas in the world with
populations greater than 7 million, but by 1990 this
number had risen to 23, with increasing populations
in and around all major cities, challenging the capac-
ity of existing sanitary systems.

Anthropogenic or natural effects on the environ-
ment also contribute to the emergence and re-emer-
gence of infectious diseases. The effects range {rom
global warning and the consequent extension of vec-
tor-borne diseases, to ecological changes due to de-
forestation that increase contact between humans
and animals, and also the possibility that microorgan-
isms will breach the species barrier. These changes
have occurred on almost every continent. They are
exemplified by zoonotic diseases such as Lassa fever
firstidentified in West Africa 1969 and now known to
be transmitted to humans from human food supplies
contaminated with the urine of rats that were in
search of food, as their natural habitat could no
longer support their needs. Other zoonotic diseases
include Lyme borreliosis in Europe and North
America, transmitted to humans who come into con-
tact with ticks that normally feed on rodents and
deer, the reservoir of Borrelia burgdorferi in nature;
and the Hantavirus pulmonary syndrome in North
America. The narrow band of desert in sub-Saharan
Africa, in which epidemic Neisseria meningitidis in-
fections traditionally occur, has enlarged as drought

spreads south, so that Uganda and Tanzania experi-
ence epidemic meningitis, while outbreaks of malaria
and other vector-borne diseases have been linked to
the cutting of the rainforests.

And finally human behavior has played a role in
the emergence and re-emergence of infectious dis-
eases, best exemplified by the increase in gonorrhea
and syphilis during the late 1970s, and the emergence
and amplification of HIV worldwide, which are di-
rectly linked to unsafe sexual practices.

IV. FURTHER AMPLIFICATION

The emergence and re-emergence of infectious dis-
eases are amplified by two major factors—the contin-
uing and increasing evolution of anti-infective (drug)
resistance (see Table 1), and dramatic increases in
international travel. Anti-infective agents are the ba-
sis for the management of important public health
problems such as tuberculosis, malaria, sexually
transmitted diseases, and lower-respiratory infec-
tions. Shortly after penicillin became widely available
in 1942, Fleming sounded the first warning of the
potential importance of the development of resis-
tance. In 1946, a hospital in the U.K. reported that
14% of all Staphylococcus aureus infections were re-
sistant to penicillin, and by 1950 this had increased
to 59%. In the 1990s, penicillin-resistant S. aureus
had attained levels greater than 80% in both hospitals

TABLE Il
Resistance of Common Infectious Diseases to Anti-
Infective Drugs, 1998

Anti-infective Range
Discase drug (%)
Acute respiratory infection Penicillin 12-55
(S. pneumoniace)
Diarrhea (Shigella) Ampicilline 10-90
Trimethoprim
Sulfamethoxazole 9-95
Gonorrhea (N. gonorrhoeal) Penicillin 5-98
Malaria Chloroquine 4-97
Tuberculosis Rifampicin 2-40
Isonizid
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and the community. Levels of resistance of S. aureus
to other anti-infectives, and among other bacteria
increased with great rapidity. By 1976, chloroquine
resistant Plasmodium falclparum malaria was highly
prevalent in southeastern Asia and 20 years later was
found worldwide, as was high-level resistance to two
back-up drugs, sulfadoxine-pyrimethamine and
mefloquine. In the early 1970s, Neisseria gonorrhoeae
that was resistant to usual doses of penicillin was
just being introduced into Europe and the United
States from Southeast Asia, where it is thought to
have first emerged. By 1996, N. gonorrhoeae resis-
tance to penicillin had become worldwide, and
strains resistant to all major families of antibiotics
had been identified wherever these antibiotics had
been widely used. Countries in the western Pacific,
for example, have registered quinolone resistance
levels up to 69%.

The mechanisms of resistance, a natural defense of
microorganisms exposed to anti-infectives, include
both spontaneous mutation and genetic transfer. The
selection and spread of resistant strains are facilitated
by many factors, including human behavior in over-
prescribing drugs, in poor compliance, and in the
unregulated sale by nonhealth workers. In Thailand,
among 307 hospitalized patients, 36% who were
treated with anti-infective drugs did not have an
infectious disease. The over-prescribing of anti-infec-
tives occurs in most other countries as well. In Can-
ada, it has been estimated of the more than 26 million
people treated with anti-infective drugs, 50% were
treated inappropriately. Findings from community
surveys of Escherichia coli in the stool samples of
healthy children in China, Venezuela, and the United
States suggest that although multiresistant strains
were present in each country, they were more wide-
spread in Venezuela and China, countries where less
control is maintained over antibiotic prescribing. An-
imal husbandry and agriculture use large amounts
of anti-infectives, and the selection of resistant strains
in animals, which then genetically transfer the resis-
tance factors to human pathogens or infect humans
as zoonotic diseases, is a confounding factor that
requires better understanding. Direct evidence exists
that four multiresistant bacteria infecting humans,
Salmonella, Campylobacter, Enterococci, and Escheri-
cia coli, are directly linked to resistant organisms in

animals (WHO Conference on the Medical Impact
of the Use of Antimicrobial Drugs in Food Animals,
Berlin, 13-17 October 1997).

Infections with resistant organisms require in-
creased length of treatment with more expensive
anti-infective drugs or drug combinations; and a dou-
bling of mortality has been observed in some resistant
infections. At the same time, fewer new antibiotics
reach the market, possibly in part due to the financial
risk of developing a new anti-infective drug that may
itself become ineffective before the investment is re-
covered. There is no new class of broad-spectrum
antibiotic currently on the horizon.

The role of travel in the spread of infectious dis-
eases has been known for centuries. Because a travel-
ler can be in a European or Latin American capital
one day and the next day be in the center of Africa
or Asia, humans, like mosquitoes, have become im-
portant vectors of disease. During 1995, over 500
million people travelled by air (World Tourism Orga-
nization), and contributed to the growing risk of
exporting or importing infection or drug resistance.
In 1988, a clone of multiresistant Streptococcus pneu-
moniae first isolated in Spain was later identified in
Iceland. Another clone of multiresistant S. pneumon-
iae, also first identified in Spain, was subsequently
found in the United States, Mexico, Portugal, France,
Croatia, Republic of Korea, and South Alrica. A study
conducted by the Ministry of Health of Thailand on
411 exiting tourists showed that 11% had an acute
infectious disease, mostly diarrheal, but also respira-
tory infections, malaria, hepatitis, and gonorrhea (B.
Natth, personal communication). Forced migration
such as by refugees is also associated with the risk
re-emergence and spread of infectious diseases. By
January 1, 1996, there were over 26 million refugees
in the world (UNHCR, 1996). In a refugee population
estimated to be between 500,000 and 800,000 in
one African country in 1994, an estimated 60,000
developed cholera in the first month after the influx,
and an estimated 33,000 died.

V. SOLUTIONS

Eradication and regulation may contribute to the
containment of infectious diseases, but do not replace



Emerging Infections 175

sound public health practices that prevent the weak-
nesses through which infectious diseascs penetrate.
lradication was successful for smallpox and is ad-
vancing for poliomyelitis with virus transmission in-
terrupted in the Americas. Eradication or elimination
applies to very lew infectious diseases—those that
have no reservoir other than humans, that trigger
solid immunity after infection, and for which there
exists an affordable and effective intervention.

Attempts at regulation to prevent the spread of
infectious diseases were first recorded in 1377 in
quarantine legislation to protect the city of Venice
[rom plague-carrying rats on ships from foreign
ports. Similar legislation in Europe, and later the
Americas and other regions, led to the {irst interna-
tional sanitary conference in 1851, which laid down
a principle for protection against the international
spread of infectious diseases—maximum protection
with minimum restriction. Uniform quarantine mea-
sures were determined at that time, but a full century
elapsed, with muluple regional and inter-regional
initiatives, before the International Sanitary Rules
were adopted in 1951, These were amended in 1969
to become the International Health Regulations
(IHR), which are implemented by the World Health
Organization (WHO).

The IHR provide a universal code of practice,
which ranges {rom strong national discase detection
systems and measures of prevention and control in-
cluding vaccination to disinfection and de-ratting.
Currently the THR require the reporting of three in-
fectious diseases—cholera, plague, and yellow fever.
But when these diseases are reported, regulations
are often misapplied, resulting in the disruption of
international travel and trade, and huge economic
losses. For example, when the cholera pandemic
reached Peru in 1991, it was immediately reported
to WHO. In addition to its enormous public health
impact, however, misapplication of the regulations
caused a severe loss in trade (due to concerns for
food safety) and travel, which has been estimated as
high as $770 million.

In 1994, an outbreak of plague occurred in India
with approximately 1000 presumptive cases. The ap-
pearance of pneumonic plague resulted in thousands
of Indians fleeing from the outbreak area, risking
spread of the disease to new areas. Plague did not

spread, but the outhreak led to tremendous economic
disruption and concern worldwide, compounded by
misinterpretation and misapplication of the THR. Air-
ports were closed to airplanes arriving from India,
exports of foodstuffs were blocked, and in some
countries Indian guest workers were forced to return
to India even though they had not been in India for
several years before the plague epidemic occurred.
Estimates of the cost of lost trade and travel are as
high as $1700 million. Again, the country suffered
negative consequences from reporting an IHR-man-
dated diseases due to the misapplication of the IHR.

A further problem with the IHR is that many infec-
tious diseases, including those which are new or
reemerging, are not covered even though they have
great potential for international spread. These range
from relatively infrequent diseases such as viral hem-
orrhagic fevers o the more common threat of menin-
gococcal meningitis.

Because of the problematic application and disease
coverage of the IHR, WHO has undertaken a revision
and updating of the 1HR to make them more applica-
ble to infection control in the twenty-hrst century.
The revised regulations will replace reporting of spe-
cific diseases, such as cholera, with reporting of dis-
ease syndromes, such as epidemic diarrheal disease
with high mortality. They will have a broader scope
to include all infectious diseases of international im-
portance and will clearly indicate what measures are
appropriate internationally, as well as those are inap-
propriate. It is envisaged that the revised IHR will
become a true global alert-and-that response system
o ensure maximum protection with minimum re-
striction.

But eradication and elimination cannot substitute
for good public health—rebuilding of the weakened
public health infrastructure and strengthening water
and sanitary systems; minimizing the impact of natu-
ral and anthropogenic changes in the environment;
effectively communicating information about the
prevention ol infectious diseases; and using antibiot-
ics appropriately. The challenge in the twenty-first
century will be to continue to provide resources to
strengthen and ensure more cost-eflective infectious
disease control while also providing additional re-
sources for other emerging public health problems,
such as those related to smoking and aging.
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GLOSSARY

aerobic respiration The energetically downhill clectron
ransler [rom a donor molecule or ion to oxygen, which
is reduced 1o water, with concomitant coupled ion translo-
cation and thus generation of an electrochemical gradient.

anaerobic respiration The energetically downhill elec-
tron transfer, from a donor molecule or ion to a molecule
other than oxygen, or to an ionic species, with concomitant
coupled ion translocation and thus generation of an electro-
chemical gradient. The reduction products of the acceptors
can either be released from the cell or, sometimes, used as
further electron acceptors.

antiport The transport of a molecule or ion up its chemical
or electrochemical gradient with the concomitant move-
ment in the opposite direction, but down its electrochemi-
cal gradient, ol one or more protons or sodium ions.

bacteriorhadopsin A protein of the cytoplasmic mem-
brane of the halophilic archaebacterium Halobacterium
salinarum (formerly halobium) that has a covalendy
attached retinal molecule. Absorption of light by the
latter pigment results in proton translocation across
the membrane.

chemiosmotic mechanism The transduction of energy be-
tween two forms via an ion electrochemical gradient (q.v.)

(usually of protons but sometimes of sodium) across a
membrane. Examples of such membranes are the cyto-
plasmic membranes of bacteria, the inner mitochondrial
membranes of eukaryotes, and the thylakoid membranes
of algae.

cytochrome Hemoprotein in which one or more hemes is
alternately oxidized and reduced in electron-transfer pro-
cesses.

electrochemical gradient The sum of the electrical gradi-
ent or membrane potential (A¢) and the ion concentration
gradient across a membrane (the latter is often defined as
ApH for protons).

electron acceptor 1ow-molecular-weight inorganic or or-
ganic species (compound or ion) that is reduced in the
final step of an electron-transfer process.

electron donor TLow molecular weight inorganic or or
ganic species (compound or ion) that is oxidized in the
lirst step of an electron-transfer process.

electron transport The transfer of electrons from a donor
molecule (or ion) 1o an acceptor molecule (or ion) via a
series of components (a respiratory chain, q.v.), each capa-
ble of undergoing alternate oxidation and reduction. The
electron transfer can either be energetically downhill, in
which case it is often called respiration (q.v.), or energeli-
cally uphill when it is called reversed electron transfer
(q.v.).

F.F, ATP synthase The enzyme that converts the pro-
tonmotive force into the synthesis of ATP. Protons (or more
rarely sodium ions) {low through the membrane sector of
the enzyme, known [or historical reasons as F,, and thereby
cause conformational changes, with concomitant ATP syn-
thesis, in the globular F, part of the molecule. In some
circumstances the enzyme can generate the proton-motive
force at the expense of ATP hydrolysis.

oxidase The hemoprotein that binds and reduces oxygen,
generally waler. Oxygen reduciase is the function.

oxidative phosphorylation Adenosine triphosphate
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(ATP) synthesis coupled Lo a proton or sodium electro-
chemical gradient (q.v.), generated by electron transport,
across an energy transducing membrane.

P/0 (P/2e) ratio  The number of molecules of ATP synthe-
sized per pair of electrons reaching oxygen, or more gener-
ally any electron acceptor.

photophosphorylation Adenosine triphosphate (ATP)
synthesis coupled to a proton or sodium electrochemical
gradient generated by light-driven electron transport,
which is often cyclic in bacteria.

proton-motive force The proton elecirochemical gradient
(q.v.) across an energy-transducing membrane in units of
volts or millivolts.

quinone Lipid-soluble hydrogen (i.e., proton plus elec-
tron) carrier that mediates electron transfer between respi-
ratory chain components.

respiration The sum of electron transfer reactions resulting
in reduction of oxygen (aerobically) or other electron ac-
ceptor (anaerobically) and generation of proton-motive
force.

respiratory chain Set of eleciron-transfer components,
which may be arranged in a linear or branched fashion,
that mediate electron transfer {from a donor o an acceptor
in aerobic or anaerobic r'es[')ir'ali'ori (qv) S

redox potential A measure of the thermodynamic ten-
dency of an ion or molecule 1o accept or donate one or
more electrons. By convention, the more negative the redox
potential the greater is the propensity lor donaling elec-
trons and vice versa.

reversed electron transport The transfer of electrons
energetically uphill toward the components of an electron-
transfer chain that have more negative redox portentials.
Such electron transfer can be regarded as the opposite
of the respiration (q.v.) and is driven by the proton-
motive force.

symport The wransport of a molecule up its chemical or
electrochemical gradient with the concomitant movement,
in the same direction but down its electrochemical gradient,
of one or more protons or sodium ions.

uniport The transport of an ionic species in direct response
lo the membrane potential across a membrane.

THE INNER MITOCHONDRIAL MEMBRANE of
the microbial eukaryote and the cytoplasmic mem-
brane of the prokaryote are the key sites where energy
available from processes such as the oxidation of nutri-
ents or from light is converted into other forms that

the cell needs. Most prominent among these other
forms is ATP and thus these types of membrane are
concerned with oxidative phosphorylation (or photo-
phosphorylation).

I. INTRODUCTION

Energy-transducing membranes share many com-
mon components, but most importantly they oper-
ate according to the same fundamental chemios-
motic principle. This states that energetically
downhill reactions that are catalyzed by the compo-
nents ol these membranes are coupled to the trans-
location of protons (or more rarely sodium ions)
across the membranes. The direction of movement
is outward from the matrix of the mitochondria
or the cytoplasm of bacteria. The consequence of
this translocation is the establishment of a proton
electrochemiical gradient.” This means that the ma-
trix of the mitochondria or cytoplasm of the bacteria
tends to become both relatively negatively charged
(thus, called the N side) and alkaline relative to
the other side of the membranes, the intermembrane
space in the mitochondria and the periplasm in
gram-negative bacteria (and equivalent zone in
gram-positive bacteria and archae), which is thus
called the P side (Fig. 1). This electrochemical
gradient is in most circumstances dominated by
the charge term, which means that there is often
a substantial membrane potential across the mem-
branes, frequently estimated to be on the order of
150-200 mV. In most circumstances, the pH gradi-
ent generated by the proton translocation is small,
0.5 unit would be an approximate average value.
The membrane potential is added to the pH gradient
to give the total gradient, which is usually called
the proton-motive force if it is given in millivolts.
The conversion factor is such that 0.5 pH unit is
approximately equivalent to 30 mV. Strictly speak-
ing, the expression of the gradient as an electro-
chemical potential requires that units of k}/mol be
used; in practice this is rarely done, which some-
times causes confusion. I use the term proton-
motive force in this article.
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Fig. 1. (a) Idealized mitochondrion in a eukaryotic cell and (b) gram-negative bacterium
showing the direction of proton translocation linked to an exergonic (energetically down-
hill) reaction. P means a relatively positive aqueous phase (i.e., outside the inner mitochon-
drial membrane or the bacterial cytoplasmic membrane); N means a relatively negative
aqueous phase (i.e., inside the mitochondrion (the matrix) or the cytoplasm of a bac-

terium. ¢ represents the ATP synthase enzyme.

Il. MITOCHONDRIAL ENERGETICS

The best-known machinery for generating the pro-
ton-tolive force 1s the mitochondrial respiratory
chain. The standard mitochondrial respiratory chain
is found, at least under some growth conditions, in
cukarytoic microbes. The key point is that as a pair of
clectrons traverses the chain from NADH to oxygen
there are three segments (formerly called sites, but
this term is inappropriate because it implies equiva-
lence and relates to a very old idea that ATP is made
at three sites within the electron-transport chain)
where protons can be translocated across the mem-
brane. The first and last of these segments move four
protons per two electrons, while the middie segment
moves only two (Fig. 2) (consideration of the mecha-
nisms of these proton translocations is beyond the
scope of this article). Thus, 10 protons are moved per
two electrons moving along the chain from NADH to
O,. Electrons may enter the chain such that they
miss the first proton-translocating segment of the
chain; succinate and the intermediates generated
during fatty-acid oxidation are the most prominent

examples of electron sources for this. In these cases,
six protons are translocated per two electrons. The
entry of electrons at the third segment would obvi-
ously give a translocation stoichiometry of four.
The proton-motive force generated can then be
used to drive various uphill reactions. Most promi-
nent is ATP synthesis. This is achieved by protons
flowing back across the membranes and through the
ATP synthase enzyme, often called FoF1 ATP syn-
thase. There is increasing insight into the mechanism
of this enzyme; it appears to function akin to a rotary
motor in which the flow of protons through the F,
is coupled to rotation and structural changes in the
F, part of the molecule, events that are somehow
linked to ATP synthesis. It is not settled how many
protons must pass through the ATP synthase to make
one ATP molecule; a consensus value adopted here,
even though it is not fully confirmed, is three. On
the basis of “what goes one way across the membrane
must come back the other,” it might therefore be
thought that the stoichiometry of ATP production
per pair of electrons (called the P/O or P/2e ratio)
flowing trom NADH to oxygen would be 10/3 (ie.,
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Fig. 2. Considerably simplified representation of the proton-translocation stoichi-
ometry, per two electrons, of the mitochondrial respiratory chain. | indicates com-
plex 1 (otherwise known as NADH dehydrogenase); lll, complex Ill (otherwise known
as the ubiquinol-cytochrome ¢ oxidoreductase or cytochrome bc, complex); 1V,
complex IV {otherwise known as cytochrome C oxidase or cytochrome aa; oxidase);
P, positive aqueous phase; and N, negative agueous phase.

3.3) for NADH and 6/3 (i.e., 2) for succinate. How-
ever, matters are a little more complicated. The com-
bined process of entry of ADP and Pi (phosphate)
into mitochondria and the export of ATP to the cyto-
plasm involves the movement of one proton into the
matrix (Fig. 3). Thus for each ATP made, the ex-
pected stoichiometry is 10/(3 + 1) = 2.5 for NADH
and 6/(3 + 1) = 1.5 for succinate. These values
differ from the classic textbook values of 3 and 2,
respectively, but they are rapidly becoming accepted.

It was generally thought that eukaryotes were only
capable of aerobic respiration. However, there is now
evidence for a form of mitochondrial anaerobic respi-
ration in which nitrate is reduced to nitrous oxide
(more typically a prokaryotic characteristic, see the
following) and for a novel type of mitochondrion
from the ciliate protist Nyctotherus ovalis that reduces
protons to hydrogen. In both these examples, elec-
trons are derived from NADH.

[ll. BACTERIAL ENERGETICS

Many species of bacteria employ a respiratory
chain similar to that found in mitochondria in order
to generate a proton-motive force. However, there
are many more types of electron donor and acceptor

ATP* ADP® OH™ P/ P-side

ZEMNN
]
<

3H

ADP+P;  ATP

N-side

Fig. 3. Charge movement, associated with ATP synthesis
and translocation of adenine nucleotides and phosphate
across the inner mitochondrial membrane. The stoichiome-
try of proton translocation through the ATP synthase is
commonly taken to be 3 but this is not a definite value.
The translocated protons are not believed to pass through
the active site of the ATP synthase enzyme. Note that the
adenine nucleotide exchange moves one positive charge
into the matrix per nucleotide exchanged and the opera-
tion of the phosphate transporter effectively moves the
chemical part of the proton (but not the charge) into the
matrix. Thus, in combination, the two transporters move
one positive charge into the mitochondrion per ATP syn-
thesized and returned to the P phase. Note that these
transporters do not operate in bacterial ATP synthesis.
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species that can be used by bacteria (eukaryotes are
restricted to the oxidative breakdown of reduced car-
bon compounds), and various forms of anaerobic
respiration are widespread. A further general differ-
ence between bacteriaand microbial eukaryotesis that
in the former the protonmotive force can drive a
wider range of functions and be generated in more di-
verse ways than in the latter. Thus, functions along-
side ATP synthesis (for which the enzyme is very simi-
lar to that found in mitochondria), such as driving of
many active transport processes and the motion of the
[lagella, are important processes that depend on the
protonmotive force in many organisms (Fig. 4).

A common mode of active transport is known as
the symport; the classic example of this is the lac-
tose—proton symporter coded for by the lacY gene of
the lac operon of E. coli. In this case, a transmem-
brane protein translocates together a proton down
its electrochemical gradient and a lactose molecule
up its concentration gradient (Fig. 5); the exact
mechanism is presently unknown. There are cases
known where Na is the translocated ion. A second
type of transport system is the antiport (Fig. 5). Here
the movement via a protein of the proton down its
clectrochemical gradient is obligatorily linked to the
movement of another species, typically an ion, in
the opposite direction and up its electrochemical
gradient. The third type, uniport, is the case where
an ion moves in direct response to the membrane
potential and is probably rarer than the other two
exmaples in the prokaryotic world.

_ Bacterial
Active flagella
transport

movement
\ / ATP

Reductants | Protonmotive force | —=

AN 7 ADP + P,

Electron

transport ‘\
Light

Fig. 4. The central role of the proton-motive force in link-
ing diverse reactions. Note that the direct generation of
proton-motive force from light is unusual, but is exempli-
fied by the proton-pumping bacteriorhodospin protein
foundin halobacteria. Normally light drives electron-trans-
port processes, which in turn generate the proton-mo-
tive force.

c* X H* H* z*
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Fig. 5. The three common modes of substrate transport
across the bacterial cytoplasmic membrane.

It is important to appreciate that not all transport
processes across the bacterial cytoplasmic membrane
are directly driven by the proton-motive force. Some
transport reactions are driven directly by ATP. Nota-
ble among such systems are ABC (ATP binding cas-
sette) transporters.

A more subtle aspect of prokaryotic energetics is
that in some species of bacteria the proton-motive
force must drive reversed electron transport under
some circumstances (see later).

A common misconception when multiple func-
tions of the proton-motive force are discussed is that
this force can be divided (e.g., 100 mV for ATP
synthesis and 50 mV for flagella motion). This notion
is incorrect because the proton-motive force across
a membrane has a single value at any one time and
itis the magnitude of this force that is acting simulta-
neously on all energy-transducing units, be they ATP
synthases, active transporters, or flagella.

IV. PRINCIPLES OF RESPIRATORY
ELECTRON-TRANSPORT LINKED ATP
SYNTHESIS IN BACTERIA

In principle, energy transduction on the cyto-
plasmic membrane is possible if any downhill reac-
tion is coupled to proton translocation. The most
familiar examples are probably those that also occur
in mitochondria, for example, electron transfer from
NADH to oxygen or from succinate to oxygen. In
these cases, the electrons pass over a sizeable redox
drop (Table I). In contrast to mitochondria, various
species of bacteria can use a wide variety of electron
donors and acceptors. The fundamental principle is
that the redox drop should be sufficient for the elec-
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TABLE |
Approximate Standard Redox Potentials
of Some Electron-Donar and -Acceptor
Couples Used in Respiratory Processes’

Eo
Couple (mV)
N,O/N, +1360
NO/N,O +1180
0,/H,0 +820
NO;/NO; +430
NO, /NH; +360
NO,/NO +350
fumarate/succinate -30
methanol/formaldehyde -180
NAD /NADH —-320
CO,/formate —430
COL/CO ~540

“ Redox potential refers 1o the standard state (1 M
concentrations for solutes and | arm pressure for
gases). Conditions experienced by cells may vary sig-
nificantly from these and thus the actual redox poten-
tials ol the couples should be calculated from the

" Nernst equation” and may’ differ substantially” from
those in this table.

tron transfer to be coupled to the translocation of
protons across the cytoplasmic membrane. Table 1
shows that such sizeable drops are associated with
the aerobic oxidation of hydrogen, sulfide, carbon
monoxide, and methanol, to cite just a few electron
donors. Anaerobic respiration is also common with
many suitable pairings of reductants and oxidants
(e.g., Table I). Thus NADH can be oxidized by ni-
trate, nitrite, nitric oxide, or nitrous oxide. The flow
of electrons to these acceptors, each of which (other
than nitrate) is generated by the reduction of the
preceding ion or molecule, is the process known as
denitrification. In E. coli under anaerobic conditions,
formate is frequently an electron donor, and nitrate
and nitrite are the acceptors, with the latter being
reduced to ammonia (Table 1) rather than to nitric
oxide, as occurs in denitrifying bacteria. A wide vari-
ety of electron-transport components, including
many different types of cytochrome are involved in
catalyzing these reactions. The mechanisms whereby
electron transport is linked to the generation of the
proton-motive force are frequently complex. How-

ever, nitrate respiration (Fig. 6) provides an example
of one of the simplest mechanisms that corresponds
to Mitchell’s original redox loop mechanism.

An important point is that the consideration of
the energy drop between the donor and acceptor
(Table 1) is only a guide as to whether proton translo-
cation, and thus ATP synthesis, can occur and, if so,
with what stoichiometry. Thus while many bacterial
species can form a respiratory chain with consider-
able similarity to that found in mitochondria, others
vary from this pattern. Notable here is Escherichia
coli, which always lacks the cytochrome bcl com-
plex, and which, following some growth conditions,
has cytochrome bo as the terminal oxidase. but which
under others has cytochrome bd. The consequence
is that when the former proton-pumping oxidasc is
operating only eight protons are translocated per pair
of electrons flowing from NADH to oxygen, while
with the latter oxidase the stoichiometry would be
six. The corresponding stoichiometry for mitochon-
dria is ten. This example illustrates the important

+
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Hems graups
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Vel H
; |
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NOs + 2HT NOs + H,0

Fig. 6. A simple mechanism for generating the proton-
motive force, the bacterial nitrate reductase system. Oxida-
tion of ubiquniol (UQH,) to ubiquinone (UQ) at one side
of the membrane is accompanied by release of protons to
the P side and translocation of the electrons towards the
N side, where they combine with protons and nitrate to
produce nitrite. Overall, the process effectively translo-
cates two protons per two electrons across the membrane.
The mitochondrial electron-transport chain (see Fig. 2) in-
volves more complex mechanisms for proton transiocation.
DH; is an unspecified donor to the ubiquinone, and D is
the product of oxidizing CH;.
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point that it is not just the energy drop between a
donor and an acceptor that is important, but also
the details of the components (or molecular machin-
ery) in between. Another example is methanol to
oxygen. Periplasmic oxidation of methano! feeds
electrons into the electron-transport chain close o
the terminal oxidase, yet energetic considerations
alone would indicate that electrons could span more
proton-translocating sites just as they do when suc-
cinate is the electron donor (compare the redox
potentials for fumarate—succinate and methanol-
formaldehyde Table I). A final example to consider
is the case in which both the electron donor and
acceptor are in the periplasm and they are connected
purely by periplasmic components. In such a case,
which applies to methanol (as donor) and nitrous
oxide (N,0 as acceptor), the electrons do not pass
through any proton-translocating complex. Thus, no
proton translocation would occur no matter what
the redox drop between the two components.

It is not necessary for electrons o [low over such
a large energy drop as they do when they pass from
NADH to oxygen (Table 1) in order to generate a
proton-motive torce. Thus, if the driving force associ-
ated with a reaction was very small, it might still
be energetically be possible for the passage of two
electrons from a donor to an acceptor to cause the
translocation of just one proton. If three protons are
required for the synthesis of ATP, then the ATP yield
stoichiometry would be 0.166 per electron [lowing
from electron donor to acceptor. This seemingly bi-
zarre stoichiometry is not only energetically possible
but also mechanistically possible because the chemi-
osmotic principle involves the delocalized proton-
motive force that is generated by all the enzymes of
the membrane and also consumed by them all. There
is no case known that matches this extreme; never-
theless, there may well be organisms yet to be discov-
ered that have such low stoichiometries of ATP syn-
thesis.

One example of the lowest known stoichiometries
of ATP synthesis per pair of electrons reaching the
terminal electron acceptor (oxygen) occurs in Ni-
trobacter. Table 1 shows that the redox drop is small
between nitrite and oxygen. This organism also illus-
trates the versatility and subtlety of the chemiosmotic
mode ol energy transduction. Nitrobacter species oxi-

dize nitrite to nitrate at the expense of the reduction
of oxygen to water in order to sustain growth. The
energy available as a pair of electrons flows from
nitrite to oxygen is sufficient to translocate two pro-
tons (a more detailed consideration of how this is
done is outside the scope of this chapter). This
means, recalling the current consensus that three
protons are needed for the synthesis ol one ATP
molecule, that the ATP yield stoichiometry would
be 0.66/2e. Nitrobacter also illustrates another im-
portant facet of energy transduction in the bacterial
world. The organism is chemolithotrophic, which
means that it grows on nitrite as the source not only
of ATP but also of reductant (NADPH), which is
required for reducing CO, into cellular material. En-
ergetic considerations immediately show that nitrite
cannot reduce NADP directly. What happens in the
cell is that a minority ol the electrons originating
from nitrite are driven backward up the electron-
transfer system to reduce NAD(P) to NAD(P)H. This
is achieved by the inward movement of protons re-
versing the usual direction of proton movement (Fig.
7). This reversed electron-transport process is an
important phenomenon in a variety of bacteria, espe-
cially those growing in the chemolithotrophic mode.

Most studies of electron transport-linked ion trans-
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Fig. 7. Reversedelectron transportillustrated by the exam-
ple of Nitrobacter. The majority of eletrons derived from
nitrite flow energetically downhill to oxygen via a cyto-
chrome oxidase, which generates a protonmotive force. A
minority of electrons is driven energetically uphill by the
protonmotive force so as to reduce NAD' to NADH. Note
that in this diagram no proton stoichiometry values are im-
plied.



184 Energy Transduction Processes

location have been done with species of eubacteria.
However, the same fundamental process also occurs
in archaebacteria, although with some novel features
that reflect some of the extreme growth modes toler-
ated by these organisms. For example, a key step
in methane formation by methanogenic bacteria is
electron transfer from hydrogen or other reductant
to a small molecule contains a disulfide bond. The
latter is reduced to two sulfides and the overall pro-
cess is coupled to the translocation of protons across
the cytoplasmic membrane. The proton-motive force
thus set up can be used to drive ATP synthesis.
Interestingly the ATP synthase in archaebacteria
shows significant molecular differences from its
counterpart in eubacteria and mitochondria, but is
believed to function according to the same principle.

V. GENERATION OF THE ION
ELECTROCHEMICAL GRADIENT OTHER
THAN BY ELECTRON TRANSPORT

A. ATP Hydrolysis

Organisms that are incapable of any form of respi-
ration still require an ion electrochemical gradient
across the cytoplasmic membrane for purposes such
as nutrient uptake. One way in which this require-
ment can be met is for some of the ATP synthesized
by fermentation to be used for ATP hydrolysis by
the F,F, ATPase. This means that this enzyme works
in the reverse of its usual direction and pumps pro-
tons out of the cell. Thus there are many organisms
that can prosper in the absence of any electron-trans-
port process, either as an option or as an obligatory
aspect of their growth physiology.

B. Bacteriorhodopsin

A specialized form of light-driven generation of
proton-motive force, and hence of ATP, occurs in
halobacteria; these organisms are archaebacteria. The
key protein is bacteriorhodopsin, which is a trans-
membrane protein with seven a-helices that has a
covalently bound retinal. The absorption of light by
this pigment initiates a complex photocycle that is
linked to the translocation of one proton across the

cytoplasmic membrane for each quantum absorbed.
Bacteriorhodopsin is one of a family of related mole-
cules. Another, halorhodospin, is structurally very
similar and yet catalyzes the inward movement of
chloride ions driven by light.

C. Methyl Transferase

One step of energy transduction in methanogenic
bacteriainvolvesan electron-transfer process (see ear-
lier). Another important process in methanogens is
the transfer of a methyl group from a pterin to a thiol
compound. This exergonic (energetically downhill)
reaction is coupled to ion, in this case sodium, translo-
cation across the cytoplasmic membrane.

D. Decarboxylation Linked to
lon Translocation

In the bacterial world, the electrochemical gradi-
ents can be generated by diverse processes other than
electron transport or ATP hydrolysis. For example,
Propionegenium modestum grows on the basis of cata-
lyzing the conversion of succinate to propionate and
carbon dioxide. One of the steps in this conversion
is decarboxylation of methyl-malonyl coenzyme A
(CoA) to propionyl CoA. This reaction is catalyzed
by a membrane-bound enzyme that pumps sodium
out of the cells, thus setting up a sodium electro-
chemical gradient (or sodium-motive force). This
gradient in turn drives the synthesis of ATP as a
consequence of sodium ions reentering the cells
through a sodium-translocating ATP synthase en-
zyme. Apart from illustrating that sodium, instead
of proton circuits, can be used for energy transduc-
tion in association with the bacterial cytoplasmic
membrane, this organism also illustrates that the
stoichiometry of ATP synthesis can be less than one
per CO, formed. It is believed that each decarboxyl-
ation event is associated with the translocation of
two sodium ions and the synthesis of ATP with three.
Thus non-integral stoichiometry is consistent with
the energetics of decarboxylation and ATP synthesis.
This is an important paradigm to appreciate; the
underpinning growth reaction for an organism does
not have to be capable of supporting the synthesis
of one or more integral numbers of ATP molecules.
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Fig. 8. Two examples of generation of protonmotive force
by end-product extrusion from fermenting bacteria.

E. Metabolite lon-Exchange
Mechanisms

Another example of the generation of a proton-
motive force is ion exchange across the membrane.
For example, in fermenting bacteria there is evidence
thatunder some conditions an end-product of metab-
olism, lactic acid, leaves the cell together (ie., in
symport) with than one proton; this results in the
generation of a protonmotive force (Fig. 8). A sec-
ond example is provided by Oxalobacter formigenes,
in which the entry of the bivalent anion oxalate is
in exchange for the exit of the monovalent formate
ion generated by decarboxylation of the oxalate, lead-
ing Lo the net generation of membrane potential (Fig.
8). This seems to be the principal mode of generating
membrane potential in this organism.

VI. PHOTOSYNTHETIC ELECTRON
TRANSPORT

Prokaryotic photosynthesis involves a cyclic elec-
tron-transport process in which a single photosystem
captures light energy and uses it to drive electrons
around the cycle (Fig. 9). The consequence of this
cyclic electron flow is the generation of the proton-
motive force. There are two types of photosystem
found in prokaryotes. One is related to the water-
splitting photosystem that is found is plants; typically
this bacterial photosystem is found in organisms such
as Rhodobacter sphaeroides. The second type of pho-
tosystem is closely related to the second photosystem
of plants, the one that is concerned with the genera-
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Fig. 9. An oversimplified outline of the cyclic electron-
transport process of photosynthetic bacteria. There are
two types of reaction centers, depending on the organism.
The molecular composition of the system depends on the
organism. Two components contribute to the generation
of the protonmotive force.

tion of NADPH. Heliobacter is an example of an or-
ganism carrying this type of center. Some microor-
ganisms have both of these photosystems, arranged
to operate in series as in plants. In this group are
the prokaryotic blue-green algae and the eukaryo-
tic algae.

VII. ALKALIPHILES

An interesting unresolved problem relates to en-
ergy transduction in the alkaliphilic bacteria. The
problem is straightforward. These organisms can
grow in an environment with a pH as high as 11 or
12. A cytoplasmic pH even as high as 9 means that the
pH gradient could be as much as 3 units (equivalent
to 180 mV) the wrong way around in the context of
the chemiosmotic mechanism. The membrane poten-
tial always seems to be larger than 180 mV, but the
total protonmotive force can be very low (e.g.,
around 50 mV). For some organisms that use a con-
ventional proton-translocating respiratory chain and
ATP synthase, it is not understood how they survive
energetically. In other organisms, there is evidence
for the role of a sodiummotive force. This would
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sidestep the problem of the adverse proton concen-
tration gradient.

See Also the Following Articles
ABC TRANSPORT * AEROBIC RESPIRATION ® FLAGELLA ® METHANO-
GENESIS
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I. Bacterial Agents of Inflammatory Diarrhea

Il. Bacterial Agents of Noninflammatory Diarrhea
L. Bacterial Agents of Enteric Fever
Bacterial Agents of Gastritis
V. Miscellaneous Bacterial Enteric Pathogens

GLOSSARY

bacteriophage A virus that infects bacteria.

colitis Inflammaiion of the large intestine (colon).

cytotoxins Bacterial products that damage cells.

diarrhea Increase in the [requency ol howel movement and
decrease n the consistency of stool.

dysentery
severe abdominal cramps, rectal urgency, and pain during

Inllammatory disease of the large bowel with

stool passage and the presence of blaod, pus. and mucus
in stool.

enteritis Inflammation of the small intestine.

enterotoxins Baclerial products that cause fluid secretion
from intestinal cells.

fimbriae (or pili) Rigid rod surface organelles with diame-
ters of about 2 to 7 nm in gram-negative bacteria that often
mediate hacterial adherence o host cells.

flagellae Ropelike surface organelles of 15 to 20 nm in
diameter that provide bacteria with moulity and the abil-
ity to move toward nutrients and away from toxic sub-
stances (chemotaxis).

gastritis Inflammation of the stomach.

pathogenicity island Segment of DNA that is [oreign to
the bacterial host and carries virulence genes.

plasmid Exuachromosomal self-replicating DNA element.

type lll secretion pathway A specialized protein secretion
system, responsible [or export of virulence determinants
by some gram-negative bacterial pathogens and symbionts
of animals and plants. Some of the proteins secreted by
this pathway are translocated by the bacteria into host cells.

type IV fimbriae Special type of limbriac produced by
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certain pathogenic gram-negative bacteria. These imbriae
have subunits with different primary structures and olten
different morphologies from common limbriac.

ENTERIC INFECTIONS are caused by a variety of
microorganisms, including bacterial pathogens.
Among these infections, diarrheal diseases are a major
cause of mortality in the children of third-world coun-
tries, due to malnutrition, poor personal hygiene, and
insufficient environmental sanitation. In industrialized
countries, diarrhea may result from food-borne out-
breaks and is common in day care centers, hospitals,
and chronic care institutions, among homosexual men
and immunocompromised patients. Diarrhea can re-
sult from inflammatory infections in the colon and/or
small intestine caused by pathogens, such as Shigella,
Salmonella, and Campylobacter, or noninflammatory
infections in the small intestine by pathogens such as
Vibrio and enterotoxigenic Escherichia coli. Diarrhea
can also result from ingestion of preformed toxins,
produced by bacteria such as Clostridium perfringens
and Baciflus cereus. In addition, infections by entero-
pathogenic bacteria may cause systemic syndromes,
such as typhoid fever caused by Salmonella typhi. An-
other form of enteric infection, gastritis, results exclu-
sively from infections with Helicobacter pylori. We will
briefly review the epidemiology, pathogenesis, and
clinical features of the most important bacterial enteric
pathogens of humans.

I. BACTERIAL AGENTS OF
INFLAMMATORY DIARRHEA

In the majority of cases, inflammatory diarrhea in
the distal small bowel and colon occurs in response

Copyright © 2000 by Academic Press.
All rights of reproduction in any form reserved.



188

Enteropathogenic Bacteria

TABLE |

Epidemiology and Clinical Characteristics of Bacterial Enteric Pathogens

Pathogen Route of transmission Site of infection Clinical syndrome
B. cereus Foods such as fried rice and vanilla Small intestine Watery diarrhea
sauce Vomiting
Abdominal cramps
C. jejuni Contaminated food and water Colon Watery diarrhea

C. difficile

C. perfringens
EAEC*

EHEC"

EIEC
EPECY
CETECT
H. pylori
Salmonella (nontyphi)

S. typhi
Shigella

. aureus

. cholerae

. enterocolitica

Fecal-oral

Environmental contamination with
spores

Fecal-oral

Foods such as meat, turkey and chicken

Food contaminated with cattle feces
Person—person contact

Contaminated food and water
Fecal-oral
Person—person contact

Contaminated food and water
Fecal-oral (?)
Person—-person contact (?)

Contaminated food and water
Animal-person contact

Contaminated food and water

Fecal—oral

Contaminated food and water
Person—person contact

High salt- or high sugar-containing foods

Contaminated food and water
Shellfish

Contaminated food
Person—pig contact

Small intestine

Colon

Small intestine

Small intestine

Colon

Colon

Small intestine

Colon

‘Small intestine

Stomach

Small intestine
Colon
Systemic
Colon

Small intestine

Small intestine

Small intestine
Systemic

Dysentery
Watery diarrhea

Pseudomembranous colitis

Watery diarrhea

Necrotic enteritis

Watery and mucoid di-
arrhea

Diarrhea

Hemorrhagic colitis

Hemolytic uremic syndrome

Watery diarrhea
Dysentery
Watery diarrhea

" Watery diarrhea

Gastritis

Peptic ulcer
Gastric cancer
Watery diarrhea
Dysentery
Typhoid fever
Watery diarrhea
Dysentery

Watery diarrhea
Vomiting
Rice-water diarrhea

Acute diarrhea
Enterocolitis
Mesenteric adenitis

“ Entercaggregative E. coli.

* Enterohemorrhagic E. coli.

“ Enteroinvasive E. coli.
Enteropathogenic E. coli.
‘ Enterotoxigenic E. coli.
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1o bacterial invasion ol the intestinal tissues. How-
cver, in some infections, enterocolitis can be an out-
come of bacterial toxicity without invasion. Caus-
ative agents of these infections include:

A. Shigella spp.

Shigella, the major etiologic agent of bacillary dys-
cntery. is traditionally divided into four species based
on biochemical and serological characteristics. These
species include S. dysenteriae, S. flexneri, S. sonnei,
and S. boydii. However, techniques such as multilo-
cus enzyme electrophoresis have revealed that all
Shigella strains are actually encompassed within the
species E. coli. Clinical syndromes of shigellosis in-
clude a mild watery diarrhea, which is often followed
hy severe dysentery with blood, mucus, and inflam-
matory cells in feces. The incubation period ranges
from 6 hr to 5 days. Epidemiological studies show
that Shigella is transmitted by the fecal-oral route
or by contaminated food and water. As few as 100
organisms can cause infection in an adult.

Shigella invades the colonic mucosa and this inva-
sion involves entry and intercellular dissemination.
Bacteria enter the cells by a micropinocytic process,
which requires polymerization of actin at the site of
entry. Shortly after entry, bacteria lyse the phagocytic
vacuole and move ito the cytoplasm where they
multiply. Within the cytoplasm, Shigella recruits ac-
tin microfilaments at one pole of the bacterium,
which leads to the formation of a polymerized actin
tail behind the bacterium and, consequently, move-
ment of the bacteria (Fig. 1). The movement of the
bacteria leads to the formation of cell membrane
protrusions that extend from one cell into the adja-
cent cell and allow dissemination of bacteria without
their release into the extracellular environment. The
ability of Shigella to spread from cell to cell is mea-
sured in vitro by the formation of plaques on a con-
fluent cell monolayer (plaque assay) and in vivo by
formation of keratoconjunctivitis in guinea pigs
(Sereny test).

All of the genes required for Shigella invasion are
carried on a 200-kb virulence plasmid. A 30-kb frag-
ment contains the genes that encode secreted pro-
teins called IpaA, B, C, and D, the chaperones for
these proteins called Ipgs. and a specialized type 111

Fig. 1. Actin tail formation by Shigella flexneri. Actin mi-
crofilaments are polymerized at one end of the bacterium
and help it to move within the host cell cytoplasm. Bacteria
are stained in red and actin in green. The areas where
bacteria and actin colocalize appear in yellow (courtesy of
Coumarin Egile and Philippe J. Sansonetti). See color insert.

secretion system for these proteins called Mxi—Spa.
Several other proteins that might be important in
the entry process are also secreted by the Mxi—Spa
machinery. This machinery becomes activated upon
contact of bacteria with the host epithelial cells. The
icsA (virG) gene, which confers the ability of Shigella
to spread from cell to cell, is located approximately
40 kb away from the ipa—ipg—mxi—spa region.
Following secretion, IpaB and lpaC [orm a com-
plex, which triggers recruitment of actin at the site
of bacterial entry by a mechanism that involves the
small host G protein, Rho. IpaA contributes 10 the
entry process by interacting with other cytoskeletal
proteins, such as vinculin and a-actinin. Contact
with macrophages results in delivery of IpaB into
the cytoplasm of macrophages where IpaB induces
programmed cell death and release of interleukin-1.
Release of this cytokine triggers a cascade of pro-
inflammatory responses, which opens intercellular
junctions and destabilizes the epithelia, thus facilitat-
ing bacterial invasion and ulceration of the colon.
Infections due to S. dysenteriae are morc severe
and more likely to lead to complications than are
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infections with other Shigella species. S. dysenteriae
produces a lethal cytotoxin, called Shiga toxin. This
toxin is composed of an enzymatically active A sub-
unit and five B subunits that mediate binding of the
toxin to target cell receptors. The toxin functions by
cleaving 285 rRNA of eukaryotic cells and inhibiting
protein synthesis. Shiga toxin may play a role in
manifestations of hemolytic uremic syndrome, an
occasional consequence of shigellosis.

B. Enteroinvasive E. coli

E. coli is commonly regarded as a harmless com-
mensal of the intestines of humans. However, at least
six varieties have been identified that possess specific
pathogenic mechanisms allowing them to cause diar-
rhea. These pathogens include Enteroinvasive E. coli
(EIEC). EIEC is closely related to Shigella spp. in
biochemical and serological characteristics, patho-
genic mechanisms, and virulence determinants (sce
preceding). EIEC is identified as E. coli based on its
biochemical profile but is distinguished from other
strains of E. coli based on genotypic and phenotypic
characteristics of Shigella spp. Therefore, the Sereny
test and plaque assay are appropriate tests for identi-
fication of EIEC.

Like Shigella spp., EIEC is transmitted by contami-
nated food and water. The infectious dose, however,
is 2 to 3 logs higher than that for Shigella infection.

Therefore, transmission from person to person is
likely less than is the case for Shigella. Infection
with EIEC leads to watery diarrhea, with dysentery
syndrome in only some of the patients.

C. Nontyphoidal Sa/lmonella

Salmonella spp. other than Salmonella typhi are the
cause of salmonellosis in humans. There are over
2000 serotypes of Salmonella that infect a wide range
of hosts, from humans to domestic animals, birds,
reptiles, and insects. Most of the Salmonella serotypes
associated with human infections belong to subgroup
1 of the 6 subgroups of Salmonella enterica. Many
serolypes are species-specific; thus, a particular sero-
type may be nonpathogenic in one host species and
cause severe infection in another.

Gastroenteritis is the most common manifestation
of Salmonella infections. Diarrhea begins 8 to 48 hr
after ingestion of contaminated food and lasts for 3
to 7 days. Infection is often food-borne and associated
with consumption of {oods of animal origin, such
as chicken, raw milk, and undercooked eggs. The
infectious dose ranges from 10° to 10" organisms
and depends on serotype, source of infection, and
host factors. Food-borne salmonellosis seems to be
predominantly a disease of industrialized countries.
Infections can also be transmitted by the fecal-oral
route, particularly among homosexual men. Immu-

TABLE Il
Mechanisms of Pathogenicity of Enteropathogenic Bacteria

Pathogenicity mechanism

Organism

1. Invasion of epithelial cells

2. Colonization of epithelial cells
A/E" of intestinal epithelial cells
toxin production with overt damage to epithelial cells
production of an enterotoxin without overt damage to
epithelial cells
3. Release of toxins in the absence of colonization

Shigella, EIEC", Salmonella, Yersinia, C. jejuni, L. monocyto-
genes

EPEC‘, EHECY

C. difficile, EHECY EAEC*, non-Cholerae Vibrios, A. hydrophi-
lia, P. shigelloides, H. pylori, V. cholera, ETEC!

C. perfringens, B. cereus, S. aurcus

“ Enteroinvasive E. cofi.

" Attaching and effacing.

¢ Enteropathogenic E. colr.
¢ Enterohemorrhagic E. coli
' Enteroaggregative I, coli.
' Enterotoxigenic E. coli.
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TABLE il
Mechanisms of Action of Toxins Produced by Enteropathogenic Bacteria

Mode of Action Toxin Organism Type of toxin
Inhibition of protein synthesis by cleaving 285 rRNA Shiga toxin Shigella, EHEC* Cytotoxin
ADP-ribosylation of G, Cholera toxin V. cholerae Enterotoxin
Heat-labile toxin ETEC® Enterotoxin
Activation of guanylate cyclase Heat-stable toxin CTEC! Enterotoxin
EASTI* EAECY. EPEC', FHEC* Enterotoxin
Glucosylation of Rho Toxin B C. difficile Cylotoxin
Pore formation CPE! C. perfringens Cylotoxin
Ace! V. cholerae Cytotoxin
Aerolysin A. hydrophila Cytotoxin

“ Enterohemorrhagic E. coli.

" Enterotoxigenic L. coli.

" Enteroaggregative heat-stable toxin.
4 Enteroaggregative E. coli.

¢ Enteropathogenic E. coli.

YC. perfringens enterotoxin,

£ Accessory cholerae enterotoxin.

nocompromised hosts, such as HIV-infected individ-
uals, are more prone to Salmonella infections. In
these patients, nontyphoidal Salmonella usually
causes bacteremia.

Salmonella spp. invade mucosal cells of the small
intestine by a bacterial-mediated endocytosis process
similar to Shigella entry. Bacteria stimulate signal
transduction pathways in epithelial cells that lead to
cytoskeletal rearrangements and membrane ruffling,
similar 10 those induced by growth factors on mam-
malian cells. Membrane ruffling results in uptake of
bacteria into cells. Unlike Shigella, Salmonella re-
mains in membrane-bound vacuoles, modifies the pH
of the phagolysosome, and multiplies. The organisms
can also be taken up by macrophages, where they
multiply and penetrate into deeper tissues (see the
section following on S. typhi).

Most of the research on the molecular genetic basis
of Salmonella invasion has been done on S. typhi-
murium. The genes that confer the ability of Salmo-
nella to invade are located on a 40-kb pathogenicity
island. called SPI-1, at the 63 minutes of S. typhi-
murium chromosome. SP1-1 encodes the components
of a type IIl secretion pathway, called Inv—Spa,
and the Sip proteins secreted via this machinery.
Sip proteins have functions similar to Shigella Ipa
proteins in the process of entry and induction of

proinflammatory response and tissue destruction
(see preceding section on Shigella).

Lipopolysaccharide (LPS) is another factor in-
volved in invasiveness of Salmonella. Rough mutants
with short O-side chains are less virulent. Salmonella
also produces several adhesins, which might facilitate
attachment to epithelial cells prior to penetration.
[n addition, nontyphi Salmonella strains produce an
enterotoxin that has cytoskeleton-altering activity.

Salmonella strains induce secretion of cytokines
such as IL-8 [rom epithelial cells. 1L-8 is a chemoat-
tractant for polymorphonuclear leukocytes (PMNs)
and stimulates transmigration of PMNs through epi-
thelial cell tight junctions into the intestinal lumen.
The passage of PMNs through cellular junctions can
lead to fluid leakage and consequent diarrhea.

D. Campylobacter spp.

Campylobacters are slender, spirally curved gram-
negative rods. carrying a relatively small (1.6 X 10°
bp) AT-rich genome that has been already sequenced.
These organisms are microaerophilic, thermophilic,
and require complex media for growth. Campylo-
bacters are one of the most commonly reported
causes of diarrhea worldwide. Infections with these
organisms usually result in inflammatory dysentery-
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like diarrhea in adults of industrialized nations and
watery diarrhea in children of developing countries.
Campylobacters can also cause systemic disease. C.
jejuni and C. fetus are the prototypes for diarrheal
and systemic infections, respectively.

Campylobacter spp. are found in the gastrointesti-
nal tracts of most domesticated mammals and fowls.
Transmission occurs by contaminated food or water
or by oral contact with feces of infected animals
or humans. The organism cannot tolerate drying or
freezing, thus being limited in transmission. Infec-
tions occur all year long, with a sharp peak in sum-
mer. The infectious dose can be as small as 500 or
as high as 10° organisms, depending on the source
of infection. The incubation period ranges from one
1o seven days and the duration of the illness is usually
one week, with occasional relapses in untreated pa-
lients.

C. jejuni causes inflammation in both the colon
and the small intestine. The resulting nonspecific
colitis can be mistaken for acute ulcerative colitis.
The inflammatory process can be extended to the
appendix, mesenteric lymph nodes, and gall bladder.
Bacleremia can also occur in some cases. Infections
with C. jejuni may be {ollowed by noninfectious com-
plications, such as Guillain—Barre syndrome (GBS),
an acute disease of peripheral nerves, and reactive ar-
thritis.

Inflammation and bacteremia caused by C. jejuni
suggest tissue invasion by this organism. Invasion
seems to be linked to the presence of flagellae. Flagel-
lae enable the organisms to move along the viscous
environments and penetrate the intestinal mucosa.
Binding of C. jejuni to host epithelial cells leads to
bacterial uptake by a complex mechanism that re-
mains controversial. Bacteria also penetrate the un-
derlying lymphoid tissue and survive within the mac-
rophages.

C. jejuni strains also produce several toxins. These
toxins include a heat-labile cholera-like enterotoxin
(CLT). which correlates with watery diarrhea, a cyto-
lethal distending cytotoxin (CLDT), which alters the
host cytoskeleton, and a hemolysin(s).

C. fetus causes febrile systemic illness more often
than diarrheal infections. This organism has a tro-
pism lor vascular sites, thus causing bacteremia. The
organism uses lipopolysaccharide (LPS) and a sur-

face (S) layer protein, which functions as a capsule,
to resist phagocytosis and serum-killing. C. fetus can
disseminate to cause meningoencephalitis, lung ab-
scess, septic arthritis, and urinary tract infections.

E. Clostridium difficile

C. difficile is a gram-positive anaerobic spore-form-
ing bacillus. This organism is widespread in the envi-
ronment and is found in the intestincs of several
mammals, including humans. C. difficile is the most
common recognized cause of diarrhea in hospitals
and chronic care facilities in developed countries.
Antibiotic therapy disrupts the normal flora of the
colon and allows colonization or proliferation of C.
difficile. Infection occurs by ingestion of spores from
the environment. The spores resist the gastric acid
and germinate into the vegetative form in the colon.
The symptoms of disease range from mild diarrhea
to severe pseudomembranous colitis. Infection with
C. difficile is more common in the elderly, whereas
neonates are resistant to colonization by this or-
ganism.

Pathogenic strains of C. difficile produce two very
large toxins: toxin A and toxin B. Toxin A is a cyto-
toxin with a molecular weight of 308 kDa. This toxin
stimulates cytokine production by macrophages and
infiltration of PMNs, which results in the inflamma-
tion seen in pseudomembranous colitis. Toxin B is
a protein of 207 kDa that also pdssesses cytotoxic
activity. This toxin has glucosyltransferase activity
that catalyzes transfer of glucose to the small GTP-
binding protein, Rho. Modification of Rho leads to
actin cytoskeletal disruption, which results in
rounding of the cells. C. difficile also produces hy-
drolytic enzymes, such as hyaluronidase, gelatinase,
and collagenase, which might contribute to destruc-
tion of connective tissue and subsequent fluid accu-
mulation.

Il. BACTERIAL AGENTS OF
NONINFLAMMATORY DIARRHEA

The noninflammatory watery diarrhea caused by
bacteria is usually associated with the production of
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an enterotoxin after bacterial colonization of the
small intestine or with the presence of preformed
enterotoxins in food. Occasionally, bacteria can
cause a drastic effect on intestinal epithelial cells
in the absence of an enterotoxin. This category of
diarrhea is caused by:

A. Vibrio cholerae

V. cholerae belongs to the family Vibrionaceae and
has been the cause of seven cholera pandemics since
1817. 1t is transmitted by contaminated food and
water. Food-borne transmission often occurs by in-
gestion of raw or undercooked shellfish. Since the
acid-sensitive bacteria must pass through the stom-
ach to colonize the small intestine, a high inoculum
of 10" organisms is required to cause disease. The
diarrhea can be extremely severe, with characteristic
“rice water” stools, which can lead to rapid dehydra-
tion, circulatory collapse, and death.

Cholerais caused by toxigenic strains of V. cholerae
01 and O139 Bengal. The Ol strains can be divided
into E1 Tor and classical biotypes that are epidemio-
logically distinct. V. cholerae O139 is a new strain
that caused a major epidemic in 1992 in India in a
population which was already immune 1o V. cholerae
Ol strains. The non-O1 serogroups ol V. cholerae
cause choleraand dysentery but have not been linked
to cholera epidemics.

V. cholerae secretes cholera toxin (CT), which is
responsible for the characteristic secretory diarrhea.
CT is an enterotoxin that binds to enterocytes via
five B subunits that facilitate the entry of the enzy-
matically active A subunit. The A subunit then cata-
lyzes the ADP-ribosylation of the GTP binding pro-
tein. G, , which results in activation of adenylate
cyclase, accumulation of cAMP in enterocytes, and
increase in secretion of chloride and water. Increased
release of water into the intestinal lumen leads to
secretory diarrhea. CT is encoded by the ¢(xAB genes
carried on a filamentous bacteriophage. The receptor
for the phage is a type TV fimbria, called the toxin-
coregulated pilus (TCP), which is an essential coloni-
zation factor of V. cholerae. The gene encoding TCP
is located on a 40-Kb pathogenicity island (PD. This
Pl is associated with pandemic and epidemic strains
of V. cholerac.

V. cholerac Ol also produces two other 1oxins,
called the zonula occludens toxin (Zot) and the ac-
cessory cholera enterotoxin (Ace). Zot affects the
structure of the intercellular tight junction, zonula
occludens. Ace is postulated to form ion-permeable
channels in the host cellular membrane. The role of
these toxins in pathogenesis is unknown.

B. Enteropathogenic E. coli

Enteropathogenic E. coli (EPEC) is an important
cause of diarrhea in infants less than 2 years of age.
EPEC is transmitted by the fecal-oral route by per-
son-to-person contact. The infection occurs more
frequently during the warm seasons. Infection with
EPEC is often severe and leads to a high mortality
rate in developing countries. The symptoms of the
disease include watery diarrhea, vomiting, and fever.
All EPEC strains induce a characteristic attaching
and effacing (A/E) lesion on the brush border of the
intestine which can be mimicked in tissue culture
(Fig. 2). Pedestal-like structures form beneath the
intimately adhering bacteria, due to the polymeriza-
tion of actin. The accumulation of actin beneath the
bacteria can be detected by a fluorescent-actin stain-
ing (FAS) assay. In addition, EPEC adheres to epithe-
lial cells in tissue culture in a localized pattern, which
can be detected by light microscopy.

Intimate attachment ol EPEC (o epithelial cells
is mediated by an adhesin called intimin, which is
encoded by the eae gene located on a 35-kb pathoge-
nicity island, called the locus of enterocyte efface-
ment (LEE). The LEE also encodes a type 11T secre-
tion system called Esc, several proteins secreted by
this secretion system called EspA, B, D, and F, and
Tir. Tir becomes localized to the host cell membrane,
where it serves as a receptor for intimin. The forma-
tion of the A/E lesions requires the Esc proteins,
EspA, B, D, Tir, and intimin. The mechanisms that
lead to diarrhea are unknown but may be related
to changes in ion secretion and intestinal barrier
function that have been detected in vitro and/or to
loss of microvilli.

Localized adherence of EPEC 1o epithelial cells is
dependent on the presence of a 90-kb plasmid, which
carries the genes required for the biogenesis of type
IV fimbriae, called bundle-forming pili (BFP). BFP
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Fig. 2. Typical attaching/effacing (A/E) lesions caused by enteropathogenic E.
coli (EPEC) in an intestinal epithelial tissue culture model. Bacteria adhere inti-

mately to the epithelial cells and induce formation of pedestals in the cell mem-

brane (courtesy of Barry McNamara).

form ropelike structures (Fig. 3) that are responsible
for the aggregation of EPEC bacteria to each other
and for the localized adherence of EPEC to host
epithelial cells. In addition to BFP, some EPEC
strains produce other types of fimbriae that may also
contribute to localized adherence. Some EPEC
strains also produce a low molecular heat stable toxin
called EAST1, similar to EAST1 of enteroaggregative
E. coli, but the importance of this toxin in disease
is unknown.

C. Enterotoxigenic E. coli

Enterotoxigenic E. coli (ETEC) is a cause of infan-
tile and childhood diarrhea in developing countries
and travelers’ diarrhea in adults of industrialized
countries visiting ETEC-endemic areas. Infection in
travelers results in mild watery diarrhea in the major-
ity of cases, whereas in infants from endemic areas,
it can cause more severe diarrhea. ETEC has a short
incubation period of 14 to 50 hr. Epidemiological
studies indicate that ETEC infection is more common
in warm seasons and is transmitted through fecally
contaminated food and water. The infectious dose
for ETEC is approximately 10%.

ETEC colonizes the mucosal epithelial cells of the
small intestine and produces at least one of the two
enterotoxins known as heat-labile toxin (L.T) and
heat-stable toxin (ST); both are encoded on a plas-
mid. LT is similar to cholera toxin (CT) in structure,
function, and mode of action (see preceding). ST is
asmall polypeptide that activates intestinal guanylate
cyclase, leading to accumulation of GMP, secretion
of chloride and water, and, thus, diarrhea. ST resem-
bles a peptide, guanilyn, normally found in the intes-
tinal epithelium.

ETEC strains produce multiple imbriae that are
host species-specific. Human ETEC fimbriae, called
colonization factor antigens (CFAs), are associated
with specific O serogroups. These fimbriae exhibit
different morphological features, such as rigid rods
similar to common fimbriae, bundle-forming flexible
rods, and thin wavy filaments. In addition, many
human ETEC strains produce a type IV fimbria,
called Longus.

D. Enterohemorrhagic E. coli

Enterohemorrhagic E. coli (EHEC) is an emerging
enteropathogen, which can cause watery diarrhea
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Fig. 3. Bundle-forming pili produced by Enteropathogenic
E. coli (EPEC). Each bundle consists of several individual
fimbrial filaments about 7 nm in diameter (reproduced
with permission from Anantha et al., (1998). Infect. Immun.
66, 122-131).

followed by bloody diarrhea, an illness designated
hemorrhagic colitis (HC). EHEC is also associated
with severe cases of hemolytic uremic syndrome
(HUS), with a mortality rate of 5-10% The reservoir
for this organism is the intestinal tract of cattle and,
therefore, undercooked contaminated beef is the ma-
jor source of infection. Contaminated milk, juice,
lettuce, sprouts, and fast food have also caused out-
breaks. Since the infectious dose is as low as 50 10
200 organisms, it is not surprising that EHEC is also
spread by direct person-to-person contact.

The most important EHEC serotype, 0157 :H7,
has been the cause of several food-borne outbreaks
in the United States, Canada, Japan, and Europe since
the 1980s. The mortality related to HUS has brought
public attention to EHEC infections and has been
the impetus for new regulations for handling and
cooking of beef products.

The major pathogenic feature of EHEC is produc-
tion of the bacteriophage-encoded Shiga toxin (or

verotoxin), that is closely related to the Shiga toxin
of S. dysenteriae. HUS is thought to be the result of
hematogenous dissemination of Shiga toxin, cytotox-
icity to endothelial cells, and microscopic thrombosis
in the kidneys and elsewhere. Shiga toxins are also
essential for development of bloody diarrhea and
hemorrhagic colitis. Many EHEC strains also pro-
duce EASTI toxin, similar to the toxin of enteroag-
gregative E. coli.

Similar to EPEC, EHEC strains also possess the
LEE pathogenicity island on the chromosome (see
preceding) and exhibit classic A/E histopathology.
The A/E phenomenon is thought to be responsible
for development of watery diarrhea, in a manner
similar to EPEC diarrhea.

E. Enteroaggregative E. coli

Enteroaggregative E. coli (EAEC) is a cause of per-
sistent diarrhea in children of developing and devel-
oped countries. EAEC infects the small bowel and
causes diarrhea in less than 8 hr, which may persist
for >14 days. The diarrhea is usually mucoid and
may be watery, with low-grade fever. EAEC has also
been associated with diarrhea in human immunode-
ficiency virus-infected patients. More importantly,
colonization with EAEC is linked to growth retarda-
tion in children, independent ol the symptoms of di-
arrhea.

EAEC induces the formation of a mucous biofilm,
which can trap and may protect the bacteria, leading
to persistent colonization and diarrhea. Bacteria also
elicit a cytotoxic effect on the intestinal mucosa. The
cytotoxic effect is mediated by genes present on a
100-kb plasmid.

EAEC exhibits an aggregative adherence pheno-
lype, mediated in some strains by a flexible bundle-
forming fimbria called Aggregative Adherence Fim-
briae 1 (AAF/1). AAF/I is a member of the Dr family
of adhesins, present in uropathogenic E. coli.

EAEC strains also produce a ST-like toxin, EAST1,
which is linked to the AAF/1 gene cluster on the
100-kb plasmid. The role of EAST1 in diarrhea is
unknown, In addition, EAEC strains produce a 108-
kDa cytotoxin that belongs to the autotransporter
family of proteins. This protein also exhibits entero-
toxin activity.
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F. Bacillus cereus

B. cereus is a gram-positive spore-forming rod that
resides in water, soil, and as part of the normal {lora
in humans. This organism produces several toxins
and causes two forms of toxin-mediated food poison-
ing, one characterized by emesis and the other by
diarrhea. The production of either the emesis or diar-
rheal toxin is dependent on the type of the food on
which the bacteria grow. The emetic toxin is a small
toxin that is resistant to heat, extreme pH, and pro-
teolytic enzymes. The toxin acts on the enteric ner-
vous system through unknown mechanisms. The
emetic toxin is associated with fried rice in the major-
ity of cases. The emetic form of the disease has an
incubation period of 2 to 3 hr and elicits symptoms
of vomiting and abdominal cramps that last 8 to
10 hr.

The diarrheal toxin is a secretory cytotoxin con-
sisting ol a two- to three-component protein com-
plex. This toxin induces secretion in the rabbit-li-
gated ileal loop and is cytotoxic in tissue culture.
The mechanism of action of this toxin is unknown.
The diarrheal toxin is associated with a variety of
foods, such as sausage, vanilla sauce, and puddings.
The incubation period for the diarrheal form ranges
from 6 to 14 hr. The illness is characterized by diar-
rhea and abdominal cramps, which may last 20 to
36 hr.

G. Staphylococcus aureus

S. aureus is a gram-positive coccus that is among
the most common causes of bacterial food-borne dis-
ease. Food poisoning usually occurs by contamina-
tion of food with infected wounds on the hands,
from the normal {lora of skin or from the respiratory
tract of food handlers. Foods such as ham and cus-
tard, which have a high concentration of salt or sugar,
provide a good growth medium for S. aureus. One
10 6 hr alter ingestion of the contaminated food.
the symptoms of food poisoning begin, with severe
vomiting and abdominal pain followed by diarrhea,
which may last 24 to 48 hr.

Food poisoning with S. aureus results from inges-
tion of the small enterotoxins A, B, C, D, or E, which
are superantigens. Enterotoxin A is the most com-

mon one associated with food poisoning. These tox-
ins act on enteric nervous system through unknown
mechanisms. As little as 100 to 200 nanogram of the
toxins can cause food poisoning. The S. aureus toxins
are resistant to heat, irradiation, pH extremes, and
proteolytic enzymes. Therefore, even overcooking of
the contaminated food does not prevent the food
poisoning. Involvement of S. aureus in outbreaks
of food-borne disease is confirmed by detection of
enterotoxins in food and by phage typing.

H. Clostridium perfringens

C. perfringens is a gram-positive spore-forming or-
ganism that can tolerate aerobic conditions, unlike
other members of Clostridia. C. perfringens type A
exists in soil and in the intestinal tracts of most
animals. This organism can cause a relatively mild
food poisoning, more frequently in winter. Diarrhea
and abdominal cramps develop 6 to 24 hr following
ingestion of preformed toxin and last up to 24 hr.
Toxigenic strains of C. perfringens usually grow on
foods such as meat and poultry at temperatures be-
tween 15 to 50°C, with a doubling time as short as
10 min. The spores are heat-resistant and can survive
cooking and germinate after cooling. C. perfringens
type A produces a 35-kDa cytotoxin called C. per-
[ringens enteroloxin (CPE) during sporulation. CPE
binds irreversibly to cells and forms ion-permeable
channels in intestinal epithelial cells and acts as a
superantigen that reacts with human T cells.

C. perfringens can also cause non-food-poisoning
diarrhea. The diarrhea is more severe, with blood
and mucus in feces, and lasts longer. The disease
occurs predominantly in the elderly or results from
antibiotic therapy, similar to the cases with C. dif-
ficile.

Infections with C. perfringens type C can lead to
necrotizing enteritis known as “pig-bel,” a syndrome
described in New Guinea related to consumption of
large undercooked pork meals in native feasts. The
symptoms of pig-bel include severe abdominal pain,
bloody diarrhea, vomiting, and death due te intesti-
nal perforation. The symptoms of pig-bel are associ-
ated with a toxin called 8 toxin. 8 toxin is a cytotoxin
with an unknown mechanism of action. This toxin
is usually inactivated by proteolytic enzymes in the



Enteropathogenic Bacteria 197

intestine. However, lack of proteolytic enzymes in
malnourished hosts or inhibition of these enzymes
by certain foods, such as sweet potato, allows the
activity of 8 toxin and subsequent necrotizing en-
teritis.

lll. BACTERIAL AGENTS OF
ENTERIC FEVER

A. Salmonella typhi

Typhoid fever is a severe systemic disease caused
by S. typhi. The disease is characterized by fever and
abdominal symptoms. Infection can be transmitted
by consumption of water or food contaminated with
the feces of a patient or a chronic carrier. Humans
are the only known reservoir for this organism, mak-
ing the studies of typhoid infection difficult. How-
ever, S. typhimurium, which normalily causes gastro-
enteritis in humans, causes a disease similar to
typhoid in mice. Therefore, most of the studies of
typhoid have focused on infection of mice and mouse
macrophages with S. typhimurium. However, it is not
clear that all of the conclusions from studies of S.
typhimurium in mice apply to S. typhi in humans.

Following oral inoculation in mice, S. typhimurium
sutvives the gastric acid barrier and reaches M cells,
specialized epithelial cells that cover lymphoid tis-
sues of the small intestine. Bacteria use M cells to
penetrate the intestinal mucosa, whereupon they are
engulfed by macrophages. Within macrophages, Sal-
monella attenuates the acidification process and mul-
tiplies. Survival within macrophages results in spread
of the organisms and systemic infection. Bacteria
enter the blood through the thoracic duct. Finally,
bacteria are taken up by tissue macrophages in the
bone marrow, liver and spleen.

The ability to multiply in macrophages and cause
systemic infections is encoded by genes that reside
on a second pathogenicity island, SPI-2, at 30 min
on the S. typhimurium chromosome. (See preceding
section on nontyphoidal Salmonella about SPI-1.) In
addition to the products of these genes, intramacro-
phage survival is also modulated by the PhoP/PhoQ
two-component regulatory system. These proteins
regulate acid phosphatase synthesis and unknown

genes, which are essential {or survival in the acidic
environment of the macrophage.

B. Yersinia spp.

Within the genus Yersinia, Y. pestis, Y. pseudotuber-
culosis, and Y. enterocolitica are pathogenic for hu-
mans. Based on DNA hybridization techniques, Y.
enterocolitica has recently been subdivided into eight
other species. Y. pestis is the cause of bubonic plague,
the “Black Death,” which claimed one-fourth of Eu-
rope’s population in the fourteenth century. Y. pseu-
dotuberculosis and Y. enterocolitica are the causes of
yersiniosis, a disease more prevalent in developed
countries. Yersiniosis is characterized by an enteric
teverlike illness, which is accompanied by acute diar-
rhea. Mesenteric adenitis is a common manifestation
of the disease, which causes an acute appendicitis-
like syndrome, with fever and abdominal pain. Extra-
intestinal manifestations can also include septicemia
and nonpurulent arthritis.

Infections with Y. pseudotuberculosis are more
common in animals and less frequent in humans. Y.
enterocolitica is carried by healthy pigs but is patho-
genic for humans. 1t is transmitted by ingestion of
contaminated water or food, more commonly, con-
taminated milk. The organisms can multiply at low
temperatures, such as those of refrigerated food. The
infectious inoculum may be 10° organisms and the
incubation period may last 4 to 7 days.

Following ingestion of Yersinia, bacteria adhere to
and enter the intestinal epithelial cells. Infection then
spreads to the mesenteric lymph nodes, where ab-
scesses develop. Adherence of Yersinia to host cells
is mediated by a plasmid-encoded adhesin, called
YadA, and a chromosomally encoded protein, called
Invasin. Invasin mediates entry into cells by inter-
acting with 81 integrin receptors. This interaction
leads to the extension of a pseudopod that forms a
“zipper” around the bacterium, resulting in internal-
ization.

At 37°C under low calcium conditions in vitro,
Yersinia spp. secrete a set of proteins called Yops.
Yops are virulence factors that enable bacteria to
survive and multiply within lymphoid tissues of the
host. The genes encoding Yops reside on a 70-kb
virulence plasmid. Yops are secreted by a type I11
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secretion system called Ysc and the secretion is regu-
lated by temperature and contact with eukaryotic
cells. Upon contact of bacteria with host cells, Yops
are synthesized, secreted, and some are injected into
the cytoplasm of host cells. Following injection,
YopE and YopT act as cytotoxins that disrupt the
actin microftlament structure. YopH is a protein tyro-
sine phosphatase that dephosphorylates certain pro-
teins of macrophages. These Yops together inhibit
phagocytosis by macrophages. YopP (Yop]) induces
apoptosis of macrophages, which results in release
of proinflammatory cytokines and subsequent in-
flammatory responses to infection.

Y. enterocolitica also produces an enterotoxin simi-
lar to heat-stable toxin of E. coli, called Yst. This
enterotoxin might be responsible for cases of food
poisoning caused by this organism.

IV. BACTERIAL AGENTS OF GASTRITIS
A. Helicobacter pylori

H. pylori is a spiral, microaerophilic gram-negative
bacterium with two to six polar sheathed flagellae
that endow the bacterium with a corkscrew mode of
motility. It has a relatively small genome of 1.7 X
10° bp which is highly AT-rich, similar o that of
Campylobacters. The complete sequence of the ge-
nome has been determined for two strains. This
organism is extremely prevalent, residing in large
numbers (10°~10" organisms per stomach) in the
stomachs of at least half of the human population.
H. pylori probably is not found in the environment
or in animals and, therefore, person-to-person con-
tact and the fecal-oral route are the likely means of
transmission. Once inoculated, the incubation period
is estimated to be 3 to 7 days and infection can last
for the lifetime of the host. H. pylori exhibits tissue
specificity exclusively for gastric mucosal epithelial
cells and does not invade beyond these tissues. Detec-
tion of the organisms is best accomplished by biopsy
of stomach tissue and subsequent testing for urease
activity, by serologic testing, or by culture.

Infections with H. pyleri result in acute and
chronic gastric inflammation, which, when un-
treated. can lead to peptic ulcers or stomach carci-

noma. The majority of cases of gastric and duodenal
ulcers are caused by H. pylori. The outcome of infec-
tion with H. pylori depends on a variety of bacterial,
host, and environmental factors.

Gastric inflammation by H. pylori is mediated by
several virulence factors. All H. pylori strains produce
urease in very high amounts. Urease is a nickel-
containing hexameric enzyme, which catalyzes hy-
drolysis of urea to ammonia. Ammonia neutralizes
gastric acid of the stomach, allowing the organism
to colonize. Flagellae are another important coloniza-
tion factor of this organism, allowing the bacteria to
move along the mucous layer of the stomach. Most
H. pylori strains produce a vacuolating cytotoxin,
called VacA, which is an autotransporter protein.
This cytotoxin induces acidic vacuoles in the cyto-
plasm of eukaryotic cells, Also, the H. pylori strains
that are more associated with duodenal ulcer and
stomach cancer carry the cytotoxin-associated gene
(cag) pathogenicity island. Genes on the cag Pl are
required for secretion of IL-8 and tyrosine phophory-
lation of host proteins.

V. MISCELLANEOUS BACTERIAL
ENTERIC PATHOGENS

Thorough coverage of all enteric bacterial patho-
gens is beyond the scope of this article. However,
we briefly describe a few other common enteropatho-
genic bacteria in the following section:

A. Non-Cholerae Vibrios

V. parahaemolyticus, V. vulnificus, V. mimicus, V.

fluvialis, V. furnissii, and V. hollisae reside in aquatic

environments and prefer high salt and warm temper-
ature habitats. These organisms have been implicated
in intestinal infections following consumption of
contaminated raw or undercooked shellfish. V. para-
haemolyticus and V. vulnificus can also cause wound
infections and septicemia. V. parahaemolyticus pro-
duces the thermostable direct hemolysin (TDH),
which acts as an enterotoxin to stimulate intestinal
secretion and subsequent diarrhea. Hemolysin may
also be involved in tissue damage observed in wound
infection. This hemolysin elicits the Kanagawa phe-
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nomenon on Wagatsuma agar. a phenotype specific
to pathogenic strains.

V. vulnificus is an invasive pathogen. Eating con-
taminated raw oysters leads to septicemia 24 to 48
hr later, particularly in people with underlying liver
disease. This organism produces several proteolytic
enzymes and a hemolysin, which contribute to overt
damage to epithelial cells in wound infections. V.
vulnificus also produces a capsule, which has been
associated with virulence.

B. Aeromonas spp.

Aeromonas spp. are widely distributed in marine
environments and can be transmitted to humans via
contaminated lood, especially during summer. Three
species, A. hydrophila, A. sobria, and A. caviae, cause
diarrhea in humans. A. hydrophila produces a hemo-
lysin called aerolysin or B-hemolysin, which. in addi-
tion to cytolytic activity, acts as an enterotoxin and
induces diarrhea. [t also produces other enterotoxins
and cytoskeleton-altering toxins. In addition, A. hy-
drophila produces a type 1V fimbria that might con-
tribute o virulence.

C. Plesiomonas shigelloides

P shigelloides has biochemical similarities to Acro
monas and antigenic similarities to Shigella spp. It is
primarily a marine microorganism, which can be
transmitted to humans by raw or undercooked sea-
food. Diarrhea, accompanied with relatively severe
abdominal cramps, occurs 24 hr after ingestion of
the organism. The stool may contain mucus, blood,
and pus, suggesting an invasive mechanism ol the
disease. P. shigelloides produces a heat-labile entero-
toxin with cytoskeleton-altering activity and a heat-
stable enterotoxin with unknown mechanism of
action.

P. shigelloides also causes extraintestinal infec-
tions, such as meningitis in neonates, septicemia in
immunocompromised hosts, and septic arthritis.

D. Listeria monocytogenes

L. monocytogenes is the only species of Listeria that
is pathogenic to humans. This organism is a gram-

positive rod, which is present in soil. as part of the
fecal flora of many animals, and on many foods, such
as raw vegetables, raw milk, chcese, fish, meat, and
poultry. Diarrhea can occur following ingestion of
10” organisms via contaminated food. The incubation
period is long and can last between 11 to 70 days.
Infections with L. monocytogenes are uncommon in
the normal population, but in immunocompromised
patients, neonates, the elderly, and pregnant women,
infection can lead to encephalitis, meningitis, and
stillbirth.

L. monocytogencs invaces both epithelial cells and
phagocytes. Entry involves a “zippering” mechanism,
similar to that described for Yersinia entry (see pre-
ceding). Interaction between Internalin, a bacterial
protein, and E-cadherin, a receptor on epithelial
cells, induces phagocytosis. Once inside the phago-
cytic vacuole, bacteria lyse the vacuo<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>