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FOREWORD

The Encyclopedia of Soils in the Environment is a vitally important scientific publication and an equally
important contribution to global public policy. The Encyclopedia brings together a remarkable range of
cutting-edge scientific knowledge on all aspects of soil science, as well as the links of soils and soil science to
environmental management, food production, biodiversity, climate change, and many other arcas of signi-
ficant concern. Even more than that, the Encyclopedia will immediately become an indispensable resource for
policy makers, analysts, and students who are focusing on one of the greatest challenges of the 21st century.
With 6.3 billion people, our planet is already straining to feed the world’s population, and is failing to do so
reliably in many parts of the world. The numbers of chronically poor in the world have been stuck at some 800
million in recent years, despite long-standing international goals and commitments to reduce that number by
several hundred million. Yet the challenge of food production will intensify in coming decades, as the human
population is projected to rise to around 9 billion by mid-century, with the increased population concentrated
in parts of the world alrcady suffering from widespread chronic under-nourishment.

Unless the best science is brought to these problems, the situation is likely to deteriorate sharply. Food production
systems are already under stress, for reasons often related directly to soils management. In Africa, crop yields are
disastrously low and falling in many places due to the rampant depletion of soil nutrients. This situation needs
urgent reversal, through increasing use of agro-forestry techniques (e.g. inter-cropping cereals with leguminous
nitrogen-fixing trees) and increasing the efficient applications of chemical fertilizers. In other impoverished, as well
asrich, parts of the planet, decades of intensive agriculture under irrigation have led to salinization, water-logging,
eutrophication of major water bodies, dangerous declines of biodiversity and other forms of environmental
degradation. These enormous strains are coupled with the continuing pressures of tropical deforestation and the
lack of new promising regions for expanding crop cultivation to meet the needs of growing populations. Finally,
there looms the prospect of anthropogenic climate change. Global warming and associated complex and poorly
understood shifts in precipitation extremes and other climate variables all threaten the world’s natural ecosystems
and food production systems in profound yet still imperfectly understood ways. The risks of gradual or abrupt
climate change are coupled with the risks of drastic perturbations to regional and global food supplies.

The Encyclopedia offers state-of-the-art contributions on each of these challenges, as well as links to entries
on the fundamental biophysical processes that underpin the relevant phenomena. The world-scale and world-
class collaboration that stands behind this unique project signifies its importance for the world community.
[t is an honor and privilege for me to introduce this path-breaking endeavor.

Jeffrey D Sachs
Director
The Earth Institute at Columbia University

Quetelet Professor of Sustainable Development
Columbia University, New York, USA



PREFACE

The term ‘soil’ refers to the weathered and fragmented outer layer of our planet’s land surfaces. Formed
initially through the physical disintegration and chemical alteration of rocks and minerals by physical and
biogeochemical processes, soil is influenced by the activity and accumulated residues of a myriad of diverse
forms of life. As it occurs in different geologic and climartic domains, soil is an exceedingly variegated body
with a wide range of attributes.

Considering the height of the atmosphere, the thickness of the earth’s rock mantle, and the depth of the
ocean, one observes that soil is an amazingly thin body - typically not much more than one meter thick and
often less than that. Yet it is the crucible of terrestrial life, within which biological productivity is generated
and sustained. It acts like a composite living entity, a home to a community of innumerable microscopic and
macroscopic plants and animals. A mere fistful of soil typically contains billions of microorganisms, which
perform vital interactive biochemical functions. Another intrinsic attribute of the soil is its sponge-like
porosity and its enormous internal surface area. That same fistful of soil may actually consist of several
hectares of active surface, upon which physicochemical processes take place continuously.

Realizing humanity’s utter dependence on the soil, ancient peoples, who lived in greater intimacy with
nature than many of us today, actually revered the soil. It was not only their source of livelihood, but also the
material from which they built their homes and that they learned to shape, heat, and fuse into household
vessels and writing tablets (ceramic, made of clayey soil, being the first synthetic material in the history of
technology). In the Bible, the name assigned to the first human was Adam, derived from ‘adama,” meaning soil.
The name given to that first earthling’s mate was Hava (Eve, in transliteration), meaning ‘living’ or ‘life-giving.’
Together, therefore, Adam and Eve signified quite literally ‘Soil and Life.’

The same powerful metaphor is echoed in the Latin name for the human species - Homo, derived from
humus, the material of the soil. Hence, the adjective ‘human’ also implies ‘of the soil.” Other ancient cultures
evoked equally powerful associations. To the Greeks, the earth was a manifestation of Gaea, the maternal
goddess who, impregnated by Uranus (god of the sky), gave birth to all the gods of the Greek pantheon.

Our civilization depends on the soil more crucially than ever, because our numbers have grown while
available soil resources have diminished and deteriorated. Paradoxically, however, even as our dependence on
the soil has increased, most of us have become physically and emotionally detached from it. Many of the
people in the so-called ‘developed’ countries spend their lives in the artificial environment of a city, insulated
from direct exposure to nature, and some children may now assume as a matter of course that food originates
in supermarkets.

Detachment has bred ignorance, and out of ignorance has come the delusion that our civilization has risen
above nature and has set itself free of 1ts constraints. Agriculture and food security, erosion and salination,
degradation of natural ecosystems, depletion and pollution of surface waters and aquifers, and decimation of
biodiversity — all of these processes, which involve the soil directly or indirectly — have become abstractions to
many people. The very language we use betrays disdain for that common material underfoot, often referred to
as ‘dirt.” Some fastidious parents prohibit their children from playing in the mud and hurry to wash their
‘soiled’ hands when the children nonetheless obey an innate instinct to do so. Thus soil is devalued and treated
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as unclean though itis the terrestrial realm’s principal medium of purification, wherein wastes are decomposed
and nature’s productivity is continually rejuvenated.

Scientists who observe soil closely see it in effect as a seething foundry in which matter and energy are in
constant flux. Radiant energy from the sun streams onto the field and cascades through the soil and the plants
growing in it. Heat is exchanged, water percolates through the soil’s intricate passages, plant roots extract
water and transmit it to their leaves, which transpire it back to the atmosphere. Leaves absorb carbon dioxide
from the air and synthesize it with soil-derived water to form the primary compounds of life. Oxygen emitted
by the leaves makes the air breathable for animals, which consume and in turn fertilize plants.

Soil is thus a self-regulating bio-physio-chemical factory, processing its own materials, water, and solar
cnergy. It also determines the fate of rainfall and snowfall reaching the ground surface - whether the water thus
received will flow over the land as runoff, or seep downward to the subterranean reservoir called groundwater,
which in turn maintains the steady flow of springs and streams. With its finite capacity to absorb and store
moisture, and to release it gradually, the soil regulates all of these phenomena. Without the soil as a buffer, rain
falling over the continents would run off entirely, producing violent floods rather than sustained river flow.

Soil naturally acts as a living filter, in which pathogens and toxins that might otherwise accumulate to foul
the terrestrial environment are rendered harmless. Since time immemorial, humans and other animals have
been dying of all manner of disease and have then been buried in the soil, yet no major disease is transmitted by
it. The term antibiotic was coined by soil microbiologists who, as a consequence of their studies of soil bacteria
and actinomycetes, discovered streptomycin (an important cure for tuberculosis and other infections). Ion
exchange, a useful process of water purification, also was discovered by soil scientists studying the passage of
solutes through beds of clay.

However unique in form and function, soil is not an isolated body. It is, rather, a central link in the larger
chain of interconnected domains and processes comprising the terrestrial environment. The soil interacts both
with the overlying atmosphere and the underlying strata, as well as with surface and underground bodies of
water. Especially important is the inrerrelation between the soil and the climate. In addition to its function of
regulating the cycle of water, it also regulates energy exchange and surface temperature.

When virgin land is cleared of vegetation and turned into a cultivated field, the native biomass above the
ground is often burned and the organic matter within the soil tends to decompose. These processes release
carbon dioxide into the atmosphere, thus contributing to the carth’s greenhouse effect and to global warming.
On the other hand, the opposite act of reforestation and soil enrichment with organic matter, such as can be
achieved by means of conservation management, may serve to absorb carbon dioxide from the atmosphere. To
an extent, the soil’s capacity to store carbon can thus help to mitigate the greenhouse cffect.

Thousands of years are required for nature to create life-giving soil out of sterile bedrock. In only a tew
decades, however, unknowing or uncaring humans can destroy that wondrous work of nature. In various
circumstances, mismanaged soils may be subject to erosion (the sediments of which tend to clog streambeds,
estuaries, lakes, and coastal waters), to leaching of nutrients with attendant loss of fertility and eutrophication
of water bodies, to waterlogging and impaired aeration, or to an excessive accumulation of salts that may
cause a once-productive soil to become entirely sterile. Such processes of soil degradation, sometimes called
‘desertification,” already affect large areas of land.

We cannot manage effectively and sustainably that which we do not know and thoroughly understand. That
is why the tasks of developing and disseminating sound knowledge of the soil and its complex processes have
assumed growing urgency and importance. The global environmental crisis has created a compelling need for a
concentrated, concise, and definitive source of information — accessible to students, scientists, practitioners,
and the general public — about the soil in all its manifestations — in nature and in relation to the life of humans.

Daniel Hillel
Editor-in-Chief
May 2004



INTRODUCTION

The Encyclopedia of Soils in the Environment contains nearly 300 articles, written by the world’s leading
authorities. Pedologists, biologists, ecologists, earth scientists, hydrologists, climatologists, geographers, and
representatives from many other disciplines have contributed to this work. Each of the articles separately, and
all of them in sequence and combination, serve to summarize and encapsulate our present knowledge of the
world’s variegated soils, their natural functions, and their importance to humans.

Concise articles surveying specific aspects of soils (soil genesis, soil chemistry and mineralogy, soil physics
and hydrology, and soil biology) are complemented by articles covering transdisciplinary aspects, such as the
role of soils in ecology, the history of soil utilization for agricultural and engineering purposes, the develop-
ment of soil science as a discipline, and the potential or actual contributions of soils to the generation, as well
as to the mitigation, of pollution and of global climate change.

This comprehensive reference encompasses both the fundamental and the applied aspects of soil science,
interfacing in general with the physical sciences and life sciences and more specifically with the earth sciences
and environmental sciences.

The Encyclopedia of Soils in the Environment manifests the expanding scope of modern soil science, from
its early sectarian focus on the utilitarian attributes of soils in agriculture and engineering, to a wider and much
more inclusive view of the soil as a central link in the continuous chain of processes constituting the dynamic
environment as a whole. Thus it both details and integrates a set of topics that have always been of vital
importance to human societies and that are certain to be even more so in the future.

Daniel Hillel
Editor-in-Chief
May 2004



GUIDE TO USE OF THE ENCYCLOPEDIA

Structure of the Encyclopedia

The material in the Encyclopedia is arranged as a series of entries in alphabetical order. Some entries consist of
several articles that deal with various aspects of a topic and are arranged in a logical sequence within an entry.
Other entries comprise a single article.

To help you realize the full potential of the material in the Encyclopedia we have provided three features to
help you find the topic of your choice: a Contents List, Cross-References and an Index.

1. Contents List

Your first point of reference will probably be the contents list. The complete contents list will provide you with
both the volume number and the page number of the entry. On the opening page of an entry a contents list is
provided so that the full details of the articles within the entry are immediately available.

Alternatively you may choose to browse through a volume using the alphabetical order of the entries as your
guide. To assist you in identifying your location within the Encyclopedia a running headline indicates the
current entry and the current article within that entry.

You will find ‘dummy entries’ where obvious synonyms exist for entries or where we have grouped together
related topics. Dummy entries appear in both the contents list and the body of the text.

Example
If you were attempring to locate material on Water Erosion via the contents list:

WATER EROSION see EROSION: Water-Induced

The dummy entry directs you to the Water-Induced article, in the Erosion entry. At the appropriate location in
the contents list, the page numbers for articles under Erosion are given,

[f you were trying to locate the material by browsing through the text and you looked up Water Erosion then
the following information would be provided in the dummy entry:

Water Erosion see Erosion: Water-Induced

Alternatively, if you were looking up Erosion the following information would be provided:



xii GUIDE TO USE OF THE ENCYCLOPEDIA

EROSION

Contents
Irrigation-Induced
Water-Induced
Wind-induced

2. Cross References

All of the articles in the Encyclopedia have been extensively cross referenced. The cross references, which
appear at the end of an article, have been provided at three levels:

1. To indicate if a topic is discussed in greater detail elsewhere

See also: Acid Rain and Soil Acidification; Archaeology
in Relation to Soils; Carbon Emissions and Sequestration;
Civilization, Role of Soils; Classification of Soils; Classifica-
tion Systems: USA; Degradation; Desertification; Erosion:
Water-Induced; Heavy Metals; Morphology: Organic Matter:
Genesis and Formation; Pedology: Principles; Quality of Soil;
Sallination Processes; Structure

ii. To draw the reader’s attention to parallel discussions in other articles

See also: Acid Rain and Soil Acidification; Archaeology in
Relation to Soils; Carbon Emissions and Sequestration; Civ-
ilization, Role of Soils; Classification of Soils; Classification
Systems: USA; Degradation; Desertification; Erosion:
Water-Induced; Heavy Metals; Morphology; Organic Matter:
Genesis and Formation; Pedology: Principles; Quality of Soil;
Salination Processes; Structure

1. To indicate material that broadens the discussion

See also: Acid Rain and Soil Acidification; Archaeology
in Relation to Soils; Carbon Emisgions and Sequestration;
Civilization, Role of Soils; Classification of Soils; Classifica-
tion Systems: UBA: Degradation. Desertification; Erosion:
Water-Induced; Heavy Metals; Morphology, Organic Matter:
Genesis and Formation; Pedology: Principles; Quality of Soll;
Sallination Processes: Structure

3. Index

The index will provide you with the volume number and page number of where the material is to be located,
and the index entries differentiate between material that is a whole article, is part of an article or is data
presented in a table. Detailed notes are provided on the opening page of the index.

4. Color Plates

The color figures for each volume have been grouped together in a plate section. The location of this section is cited
in the contents list. Color versions of black and white figures are cited in figure captions within individual articles.

5. Contributors

A full list of contributors appears at the beginning of each volume.
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Introduction

The soil mantles the land more or less continuously,
except where there is bare rock and ice, and in a way
so complex that no description of it can follow every
detail. Further, our knowledge of the soil’s properties
beneath the surface is fragmentary because it derives
from observations on small volumes of material
widely separated from one another. Any representa-
tion of the whole mantle involves simplification and
inference or prediction as to what the soil is like
between sampling points with the uncertainty that
they entail.

Research in the last 40 years has provided us with
quantitative descriptions based on samples. Two main
approaches may be discerned. In the first the soil
is divided into discrete classes (strata) which are
sampled to give estimates of mean values and vari-
ances using classical statistics. The other sees soil as
a suite of continuous variables and seeks to describe
the continuity in terms of spatial dependence and
specifically uses geostatistics. The two approaches
arc not mutually exclusive and they can be combined.

Soil Classification

Peasant cultivators and farmers have for centuries
recognized different kinds of soil, and they have di-
vided their land where the soil changes so that they
can manage it. In other words, they have classified
the soil and land spatially. More formal classification
of soil has its roots in nineteenth-century biological
taxonomy and practice in geological survey. Finite
circumscribed regions are divided into parcels by
boundaries, which are sharp lines across which
the soil changes in some sense. For any one region, the
outcome 18 a map, technically a choropleth map,
showing the region tessellated into spatial classes,
which constitute a general-purpose classification. The
map may purport to show the classes of some pre-
defined scheme of classification; alternatively the
boundaries on it may be drawn where the soil changes
more than elsewhere and between which the soil is
relatively homogeneous. There are thousands of
examples.

The map has usually been accompanied by a text
describing each of the classes displayed, with data on
individual soil properties from representative sites.
The spatial variation for any one soil property thus

appears as a stepped function, as in Figure 1a of a
transect across a region. Variation within the classes
may be acknowledged, but it is not evident. The
reality is more like Figure 1b, which is the same
transect but now with all the data from sampling at
10-m intervals shown, and for which there is a sum-
mary in Table 1. Some of the boundaries can still be
recognized where there are large jumps in the data,
but others are not so obvious.

By the 1960s, taxonomists were putting numerical
limits on the discriminating criteria for consistency.
This helped to codify description. It did nothing,
however, to quantify the variation in properties that
could not be assessed readily in the field; and it was
unhelpful to the map-maker who wished to place
boundaries where there were maxima in the rate
of change in the landscape. Description needed a
formal statistical basis, a need first recognized by
civil engineers in the 1960s.

Sampling and Estimation

In the classical approach, a soil property, z, takes
values at an infinity of points, x, = {x;y xp}, i = 1,2,
..., 00, In a region &, These values, z(x;), comprise the
population, which has a mean, 1, and variance, here
denoted as o? signifying the total variance in ®, The
region is divided into K spatial strata or classes, R,
k=1, 2, ..., K, which are mutually exclusive and
exhaustive and which are what the map displays;
each has its own mcan and variance, denoted 1, and
o3, respectively. The region is then sampled, and the
property at the N sampling points is measured to give
data, z(xy), z(x2),..., 2(xN), of which ny belong in
class ®g.

If sampling i1s unbiased, then the mean for the kth
class is estimated simply by:

/kzzkz——vz(x,) for x, € Ry (1]

The variance within ®, is estimated from the same
sample by

22
g =s

g
i nkl_. 1; {Z(X,’) — Ek}z for X; € Ry [2}

In the classical approach, the soil map plus the class
means and variances summarize the available infor-
mation on the spatial variation of z in ®, The analysis
may be elaborated by adding skewness coefficients,
computed from the third moments about the means
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Figure 1

Variation of clay content along a transect: (a) as represented by a classification; (b) actual values measured in topsoil at

10-m intervals; and (c¢) superimposition of the classification on the reality.

Table 1 Summary of 321 observations of clay content
(recorded as percentage by weight) in topsoil and subsoil
Topsoil Subsoil
Mean (%) 25.6 39.0
Median (%) 20.0 36.0
Variance (%)? 255.49 936.81
Standard deviation (%) 16.0 30.6
Skewness 1.2 0.2

for the classes, and perhaps higher-order moments.
The data might be transformed so that they approxi-
mate a normal distribution and so that the means and
variances are sufficient summaries,

More importantly, the statistics can be embraced in
a single summary. When a soil surveyor subdivides a
particular region to display the spatial distribution of
the soil, he or she usually tries to create classes of the
same categorical level, for example, all soil series or
all soil families. Ideally the variances within these are
equal, i.e., there is a common within-class variance:

my = o forall k& {3]

The differences between classes can be represented
by the between-class variance, o3. This is essentially
the variance among the means of the classes, and can
be estimated from the data as tollows. A quantity B is
calculated as the sum of the squares of the differences



SPATIAL VARIATION, SOIL PROPERTIES 3

Table 2 One-way analysis of variance

Source Degrees of freedom
Between classes K—-1
Within classes N-K
Total N-1

Mean square Parameter estimated

ﬁZ: y etz - 2)° mad - o,
N_IKZ‘:ZJ Z?kt {z{xp) ‘-Zk}a 2,
T 2tk - 21 o2

between the class means and the mean of all the data,
21 — 2, the latter being the equivalent of ji:

R )

B=—— (Zp — 2

K1 ; ni(Zy, — 2) [4]

If all the classes are sampled equally, so that 7z = n,, for
all k, then 52 is computed from B simply by:

st = (B —sy)/n [5)

If the »;, are not equal, » in Eqn [5] is replaced by:

K
n = ,_,}__ N - Z&ln_i

K1 N 6

and
sp = (B—sy)/n’ [7]

The whole can be set out in a one-way analysis of
variance, as in Table 2.

For the whole population in ®, the variances U%x,
and o, sum to the total variance, alr

oy = oy +op 8]

The ratios of these variances describe the relative
effects of the spatial classification. One ratio is the
intraclass correlation:

+ :::ﬂu

p; = 70% 9]

¥
Ty
estimated by:

N 523 _ B—s%v
i = - " 3
ofv—l-alli B+ (n* — 1)syy

[10]

The last expression enables the intraclass correlation
to be calculated directly from the table of analysis of
variance. The term derives its name from the fact that
it expresses the ‘correlation’ among individuals
within the same class.

The theoretical maximum of p; is 1 when every class
is uniform (oy, = 0). In practice there is always some
variation within the classes, and so p;< 1. Its theoret-
tcal minimum 1s zero when all the g, are equal, so that

Table 3 Means and variances of clay content in the topsoil,
recorded as percentage by weight, for 15 classes

Class Mean Variance
1 68.8 26.79
2 28.8 110.74
3 15.0 32.14
4 16.5 21.07
5 19.6 12.93
6 13.7 12.33
7 17.9 17.14
8 12.4 21.96
9 359 54.69

10 27.6 380.36

11 33.1 42.92

12 27.2 23.23

13 26.0 121.85

14 15.0 9.71

15 491 341.78

Table 4 Analysis of variance of clay content of topsoil

Source Degrees of freedom Mean square F-ratio

Between classes 14 3786.67 403

Within classes 306 93.94

Total 320 255.5

o3 = 0. Its estimate, r;, and the estimate 5?; are often
negative. The usual cause is sampling fluctuation,
where the differences between means are small in
relation to the variation within the classes, and one
can take negative values of 7, as estimates of p; = 0.

Another ratio expressing the effectiveness of the
classification is simply s§,/s3, sometimes called the
‘relative variance.’ Its complement, 1 — s§,/s2, can
be regarded as the proportion of the variance ac-
counted for by the classification, and in this respect
it is like the coefficient of determination, R?, in re-
gression analysis. Like the intraclass correlation, it
varies between 1 (uniformity within classes) and 0
(no differences between them), and for large N and
K the two have very similar values.

This analysis is applied to the classification of the
clay content of the topsoil at Sandford. Table 3 lists
the means and variances of the 15 classes, and Table 4
summarizes the analysis of variance.
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The within-class component of variance (in Table 4)
is 53, = 93.94, and the between-class component, sé,
is 176.1. This leads to an intraclass correlation for the
classification as 0.65. The complement of the relative
variance is 0.63.

There are substantial differences between the vari-
ances within the individual classes, so it 1s something
of a liberty to treat them as estimates of the same
quantity to arrive at sensible values for »; and

1 — sy /5%

The Geostatistical Approach

The artificiality of imposing boundaries between
classes to describe varation that is patently continu-
ous worried quantitatively minded soil scientists, and
soil physicists in a particular, for many years. A prac-
ticable alternative eluded them, however. They toyed
with polynomials, but any such function would have
to be of a very high order and could have no general-
ity. The variation was too complex, perhaps chaotic,
as Figure 1b shows. Such variation looks as though it
might be random. It was this last idea that provided
the breakthrough: if the variation appears random
then why not treat it as if it were random? This 1s
the basis of modern geostatistics and its approach to
describing soil variaton.

Random Variables and Random Functions

As in the classical approach, a region ®is regarded as
comprising an infinite number of points x;, i=1,2,. ..,
oc. Whereas in the classical approach the values of z at
these points constitute the population, in the geostatis-
tical approach this population is assumed to be just one
realization of a random process or random function
that could generate any number of such populations. At
each place x the soil property is a random variable, Z(x)
~notice the capital ‘Z’ — of many values. For a continu-
ous variable such as hydraulic conductivity or pH, this
number is infinite, and the whole process may be
regarded as a doubly infinite superpopulation. The
random variable at x has a distribution with a mean
and variance and higher-order moments, and the actual
value there, z(x), isjust one drawn at random from that
distribution.

In these circumstances the quantitative description
of the variation involves estimating the characteristics
of what are assumed to be the underlying random
processes. The characteristics include the means and
variances, and perhaps higher-order moments, but
most importantly the spatial covariances.

The spatial covariance between the variables at
any two places x; and x; is given by:

Clxi.x2) = E[{Z(x)) — p(x1)} {Z(x2) — p(x2)}] [11]

where 1(x|) and p1(x,) arc the means at x; and x,, and
E denotes the expected value. In practice C(x|, x2)
cannot be estimated, because there is only ever the one
realization, and to overcome this apparent impasse
assumptions of stationarity must be invoked.

Stationarity

Starting with the first moment, we assume that the
mean, g = E[Z(x)], is constant for all x, and so ju(x,)
and p(x,) can be replaced by the single value y, which
is estimated by repetitive sampling.

Next, when x; and x; coincide, Eqn [11] defines
the variance, 02 = E[{Z(x) — u}*]. This is assumed to
be finite and, like the mean, to be the same every-
where. Equation [11] is then generalized so that it
applies to any pair of points x; and x; separated by a
vector, or lag h=x, — x,, so that:

{Z (x) = uH{Z (%)) — n}]

E
=E{Z)HZ (x +h)} - 2]
C (h)

C(x;.x;)

[12]

and this is also constant for any given h. This con-
stancy of the mean and variance and of a covariance
that depends only on separation and not on absolute
position constitutes second-order stationarity.

Equation [12] shows that the covariance is a
function of the lag and only of the lag; it describes
quantitatively the dependence between values of Z
with changing lag. It is readily converted to the
dimensionless autocorrelation by:

p(h) = C(h)/C(0) [13]

where C(0) = o? is the covariance at lag 0.

Intrinsic Variation and the Variogram

In many instances the assumption of constant mean
throughout a region is untenable, and if the mean
changes the variance will appear to increase indefi-
nitely with increasing area. The covariance cannot be
defined then, because there is no value for  to insert
in Eqn [12]. Faced with this situation, geostatisticiars
consider the differences from place to place, and therr
squares, as follows. For small lag distances, the
expected differences are zero:

EiZ(x)— Z(x+h)] =0 [14)

and the expected squared differences define the
variances for those lags:

E

1 Z(x) — Z(x + W)}}| = var[Z(x) — Z(x + h)]

= 2+(h) [13]
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Figure 2 Experimental variograms of clay content of topsoil and the spherical models fitted to them: (a) global variogram with black
circles for the experimental semivariances; and (b) the global variogram plus the within-class variogram with open circles for the

experimental values.

Eqn [15] gives the variance of the difference at lag h;
and the quantity v(h), known as the semivariance, is
the variance per point. Equations {14 and {15] con-
stitute the intrinsic hypothesis of geostatistics. Like
the covariance, the semivariance depends only on the
lag and not on the absolute positions x and x + h. As a
function, y(h) is the variogram, often still called the
‘semivariogram.’

It the process Z(x) is second-order stationary then
the semivariance and the covariance are equivalent:

~(h) = C(0) — C(h)
{1 p(h)}
If it is intrinsic only, the covariance does not exist, but
the semivariance remains valid, and it is this validity

in a wide range of circumstances that makes the
variogram so useful in summarizing spatial variation.

[16]

Estimating the Variogram

Semivariances are readily estimated from data, z(x,),
z(x3), ..., by the method of moments:

i) > {alx) — 2(x, + )} [17]

in which #1(h) is the number of paired comparisons at
lag h. By changing h we obtain a sample or experi-
mental variogram, which can be displayed as a graph
of § against h. Figure 2a is an example in which the
experimental semivariances for the data in Figure 1b
are plotted as points against the lag distance, » = |h|,
for the one-dimensional transect.

The values of h define discrete points on the vario-
gram, and so sampling is best planned with regular
intervals along a line in one dimension or on a grid in

X2

Xy

Figure 3 Discretization of the lag in two dimensions for irregu-
larly scattered data. All separations within the gray sector are
assigned to lag distance h and direction /).

two or three. Otherwise the actual separations have
to be placed into ‘bins,” with limits in separating
distance and also in direction if there is more than
one dimension (Figure 3).

Maodels for Variograms

The underlying variogram, Eqn [15], is a continuous
function in as many dimensions as the variable Z(x).
The experimental variogram estimates it at a set of
points with more or less error and point-to-point
fluctuation arising from the sampling. To obtain a
variogram to describe the spatial variation in %, a
plausible function is fitted to the experimental values.
The usual approach is to fit the simplest model that
makes sense.
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Figure 4 Four kinds of bounded variogram.

Figure 4a shows the principal features of many, if
not most, experimental variograms. They are as
follows:

1. The variance increases from near the ordinate
with increasing lag distance;

2. The variance reaches a maximum at which it
remains thereafter;

3. Any simple smooth line or surface placed
through the points and projected to the ordinate
cuts the ordinate at some value greater than
zero.

The model must also be mathematically acceptable in
that it cannot give rise to ‘negative variances’ when
random variables are combined. Let z(x;), i = 1,2, .. .,
#n, be a realization of the random variable Z(x) with
covariance function C(h) and variogram ~(h), and
consider the lincar sum:

y = iA,z(xi)
[

18

Exponential

Effective
range

0
o]
(b)
Stable functian with o« = 1.75
Sil!
Effective
i range
0 :
0
{d) fag distance

where the ); are any arbitrary weights. The variable Y
from which y derives is also a random variable, and
its variance 1s given by:

var[Y] = ) 3 A0 C(xi - x;)
i=1 j=1

(19]

where C(x; — x;) is the covariance of Z between x;
and x;. This variance must be positive or zero; it
may not be negative. If Z{x) is intrinsic only then
the covariances do not exist, and we must rewrite
[19] as:

varly] = C(0) i:,\, i: A= DDA - x) [20]

n n
=1 j=1 1=

1=
where ~v(x, - x,} 1s the semivariance of Z between x,
and x,. The first term on the right-hand side of this

equation is eliminated it the weights sum to zero, so
that:
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var

21]

Y] == 2”: i AAS (X, — X,

[ |

This too must guarantee non-negative variances, and
only functions that do that are admissible. They are
said to be ‘conditional negative semidefinite,’ the con-
dition being that the weights in Eqn [21] sum to zero.

There are only a few families of simple functions
that satsfy the above criteria. They can be divided
into those that are bounded and those that are not. In
the first group are the popular spherical and exponen-
rial models. Their formulae in their isotropic forms,
i.e., for b = |h|, are as follows.

Spherical The spherical function has the following
equation:
3 10’
¥h) = en+c —(;—9)—1(—) for O0<h<a
2\a 2\a
=c for h>a
=0 for h=0 [22]

Here (k) 1s the semivariance at lag b, and c is the a
priori variance of the autocorrelated process. The
quantity ¢p 1s the intercept on the ordinate and is
known as the ‘nugget variance,” a term derived from
gold-mining. The combined cg+ ¢ is known as the
'sill” of the model, and ¢ is the sill of the correlated
variance. These quantities are illustrated in Figure 4a,
and Figure 2a shows the function fitted to the ex-
perimental variogram of clay content, Figure 1b. The
valucs of the parameters, ¢y, ¢, and a, are listed in
Table 5.

The function has a distance parameter, g; this is its
range, also know as its ‘correlation range.” It marks
the limit of spatial dependence; values at places closer
to one another than a are more or less correlated,
whereas those further apart are not. It implies that
all the variance in % is encountered within that dis-
tance, and in this sense it corresponds to the concept

Table 5 Parameters of spherical models, Egn [22], fitted to
the experimental global and within-class variograms of clay in
topsoil and subsoil

Range,
Nugget, ¢y Sill, ¢ a(m)
Topsoil Global 28.2 172.8 265
Within-class 28.1 59.3 709
Subsoil Global 117.5 551.4 191
Within-class 108.4 257.2 771
Subsoil « topsoil Global —-11 210.8 2296

of the representative elementary volume (REV). The
spherical function gets its name from the formula for
the volume of two intersecting spheres, which are of
diameter a.

The semivariance at lag zero 1s itself zero, and
for continuous processes such as most physical prop-
erties of the soil, v{b) should increase gradually as 5
increases from zero. In practice, there are usually
insufficient estimates of v(h) near the ordinate to fit
a model through the origin, and therefore the conser-
vative approach (described above) is taken. The
nugget variance is therefore best regarded as embody-
ing variation within the shortest sampling interval
plus any measurement error.

Other functions with the same general form and
finite ranges are the bounded linear function (valid
in one dimension only), the circular (valid in one
and two dimensions, but not in three), and the
pentaspherical.

Exponential The equation for the exponential

function is:

( b
b)) = co+ cil - exp(— ;)}

in which ¢g and ¢ have the same meanings as before,
but now with a distance parameter, ». The exponential
model approaches its sill asymptotically and has no
definite range therefore. A working range is often
taken as 4'=37 at which point the function has
reached 95% of ¢. This model is shown in Figure 4b.

23]

Models with reverse curvature at the origin Some
variograms appear to approach the origin with de-
creasing gradients. These may be represented by the
general equation:

)

in which 0 <a <2. If o =2 we have the Gaussian
function. This is at the limit of acceptability and gives
rise to unstable prediction. It is best replaced by stable
models with @ < 2; Figure 4d is an example. Another
recommended function to describe such variation is
the Whittle elementary correlation:

-2}

in which r 1s again a distance parameter, and K| is the
modified Bessel function of the second kind (Figure 4c).
It has the added attraction in that it derives theoretic-
ally from diffusion in two dimensions. To all can be
added a nugget variance, ¢, if desired.

[24]

25]
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Power functions
20 1.5
1.0

0.5
4]
£
o 0.2
©
=

0
0 Lag distance

Figure 5 Four valid power functions, Eqn [26] with exponents,
«,0.2,0.5,1.0,and 1.5, plus the inadmissible limiting function with
(=2

Unbounded models Variograms of processes that
are intrinsic but not second-order stationary increase
without bound as the lag distance increases. These
can usually be fitted by power functions, for which
the general equation including a nugget is:

v(h) = cp + wh” [26]
The parameter w describes the intensity of the pro-
cess, and the exponent, which must lie strictly be-
tween 0 and 2 (these limits are excluded), describes
the curvature. If o < 1 the curve is convex upward,;
if it 1s 1 we have a straight line; and if @ >1 the curve
is concave upward. The curve with a =2 is a parabola
and describes a smoothly continuous process that is
not random. Figure 5 shows the curves for several
values of a.

Anisotropy The variogram of a two-dimensional
process is itself two-dimensional, and if the process
is anisotropic so is its variogram, which is then a
function of both distance » and direction 6. In the
simplest cases, the anisotropy is geometric, meaning
that it can be made isotropic by a linear transfor-
mation of the coordinates. The transformation is
detined by reference to an ellipse:

Qf) = \/A2cos* (6 — o) + B2sin(0 — &) 27,

where A and B are the long and short diameters,
respectively, of the ellipse, and o is its orientation,
i.e., the direction of the long axis (Figure 6). Equation
[27] is embodied into the models as follows: For the
bounded models, 2 replaces the distance parameter

Xz

X4

Figure 6 Ellipse showing parameters of anisotropy

Figure 7 Perspective diagram of the variogram surface of an
anisotropic spherical function.

of the isotropic variogram. So, for example, in the
exponential:

]
v(h.B)=co+c {1 _CXP(ﬁ(_(f)>} 128]
and in the linear function:
y(h.8) = co + QO 29]

in which a = 1. Figure 7 shows an anisotropic spher-
ical function. Notice how the range of the model
changes with changing direction.
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Combining Trend and Random Fluctuation

The above functions describe processes that are en-
urely random though correlated. We can represent
the processes by the general model:

Z(x) = py + €(x) 130]

in which juy is the mean, i.e., constant, in some neigh-
bourhood V, and e¢(x) is the autocorrelated variance as
defined in Eqn [15]. It often happens that such models
are unacceptable, either because there is an cvident
long-range trend across a region or because over short
distances the variation appears smooth. In these cir-
cumstances, py cannot be treated as constant but
must be replaced by a deterministic term, say u(x),
that depends on the position x. The model becomes:

Z(x) = u(x) + €(x) (31]
If u(x) can describe the variation over the whole of &
itis called ‘trend.” If it is local only then is it known as
“drift.” In either event it is usually represented by a
low-order polynomial, so Eqn [31] becomes:

/
Z(x) = ajfj(x) + e(x) [32]

j=0

in which the a; are unknown coefficients and the f;(x)
known functions of our choosing.

It is fairly easy, even if somewhat arbitrary, to
separate any long-range trend from the short-range,
apparently random fluctuation and to estimate the
parameters of the two components scparately. It is
not at all easy to do it where there is short-range
drift. In these circumstances it involves a full struc-
tural analysis, effectively a process of trial and error.

Combining Classification
with Geostatistics

In some instances neither a classification nor a vario-
gram alone can serve to represent spatial variation in
soil properties. The choropleth map implies abrupt
changes, whereas the variogram is based on a model
of random but continuous fluctuation. If there ap-
pears to be both kinds of variation then the two
approaches may be combined. By recognizing the
class boundaries, that is, by combining the informa-
vion in Figure 1a and 1b, and analyzing the variance
(Table 4), residuals can be obtained from the class
means. Their variance is the residual mean square,
and a portion of this is likely to be autocorrelated and
have its own variogram. Figure 2b shows by the circles
an example of a within-class variogram obrained by
superimposing the classification on the data. The curve

through the points is again that of a spherical model
with parameter values as given in Table 5.

The variogram of the residuals differs from the
variogram of the original data in two important
respects:

1. The sill of the fitted model is less by an amount
approximately equal to the between-class
variance, as expected;

2. The range of the model is much less. This is
because the class-to-class variation, which evi-
dently dominated the variation over the whole
transect, has been removed to leave only the
short-range correlation.

Coregionalization — Simultaneous
Variation in Two or More Variables

Any two variables, say z,, and z,, may be correlated
and in particular linearly correlated. That relation is
conventionally expressed by the product-moment
correlation coefficient:

]
. cov|uv] 33

B Vv var(u] x var[v|

i.e., the covariance of z,, and z,, divided by the product
of their standard deviations.

The two spatial random variables, Z,(x) and Z,(x),
may also be spatially intercorrelated in that each is
spatially correlated both with itself, i.e., autocorre-
lated, and with the other. The two variables are then
said to be cross-correlated. In these circumstances,
the two variables have autovariograms, one each, as
defined by Eqn [15] and for present purposes denoted
Yuu(h) and +,,(h). They also have a cross-variogram,
Yuoh), defined by:

e (B) = FE{Zu(x) = Zu(x + W)}{Zu(x) = Zu(x + h)}]  [34]

Bab]

If both variables are second-order stationary with
means 4, and y, then will both have covariance
functions, C,,, and C,, as defined in Eqn [12], and a
cross-covariance:

Cuw(h) = E{Zu(x) — , }{Zy(x +h) — ll-u}] [35]

There is also a cross-correlation coefficient, p
given by:

ji120]

_ Cm;
V' Ciur(0)C. (0)

Pr(h) 36]
This is effectively the extension of the Pearson
product—-moment correlation coefficient of Eqn [33]
into the spatial domain, and when h=0 it is the
Pearson coefficient.
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The cross-covariance is In general not symmetric,
lLe.:
E{Zu(x) — i H{Zu(x + ) =, }]
7& E[{Z,,(X) - nuu}{zl’(x + h) - /J’u}]
In words, the cross-covariance between Z,(x) and

Z,(x) in one direction is different from that in the
other, or, expressed another way:

Cur(h) # Gy (h)
m/(h) 7é Cuu( )

137]

or equivalently

38
since:

Cw(h) - CL’H(_h)

Asymmetry can be envisaged between two soil
properties at different depths on a slope as a result
of creep or solifluction. The subsoil would tend to lag
behind the topsoil. Similarly, irrigation by flooding
always from the same end of a field might distribute
salts differentially in the direction of flow, but asym-
metric covariances have not been reported in the
literature as of 2003, as far as | know.

The cross-variogram and the cross-covariance
function (if it exists) are related by:

Vuu(h) = CW(O)

This quantity contains both C,,(h) and C,,(—h) and
in consequence loses any information on asymmetry;
it is an even function, i.e., symmetric:

Vu ()

- %{Cw(h) +Cu(=h)}  [39]

=7,,(h) forall h

Cross-semivariances can be estimated in a way
similar to that of the autosemivariances by:

1 m(h)
) = i 3 (23— i )
{zo(xi) — 20(x; + )} [40]

and the sample cross-variogram is formed by simple
incrementation of h. There is an equivalent formula
for computing the cross-covariances. Notice that
there must be numerous places where both z, and z,.
have been measured.

Modeling the Coregionalization

The cross-variogram can be modeled in the same way

as the autovariogram, and the same restricted set ot

functions is available. There is one additional con-
straint. Any linear combination of the variables 1s

itself a regionalized variable, and its variance cannot
be negative. This is assured by adopting the linear
model of coregionalization. In it the variable Z,(x)
is assumed to be the sum of independent (orthogonal)
random variables, Yf(x):

in which the superscript k is an index, not a power.
There is a similar assumption for Z,(x). If the as-
sumptions hold then the pair of variables has a
cross-variogram:

K &
ﬁi’m § r§ :/1“’ wg

k-1 j-1

[42]

The products in the second summation can be
replaced by b% to give

iy

meg (h)

The quantities are the variances and covariances,
e.g., nugget and sill variances, for the independent
components of a spherical model. For two variables
h he th b . b! db!
there are the three nugget variances, b,,,,b,,,and b,
and similarly three for the sills of the correlated
variances. The coefficients b% = bk for all k, and,
for each k, the matrix of coefficients:

[bk bk .

bgu bgl/

v

Yu(h [43]

must be positive definite. Since the matrix is symmet-
ric, it is sufficient that 4%, > 0 and b*, > 0 and that
its determinant is positive or zero:

|68, ] = b8, | < \/bE.8E,

This is Schwarz’s inequality.

Any number of regionalized variables may be
embodied in the linear model of coregionalization.
If there are V of them the full matrix of coefficients,
(6], will be of order V, and its determinant and all
its principal minors must be positive or zero.

Schwarz’s inequality has the following consequences:

[44]

1. Every basic structure, g“(h), present in the
Cross-variogram must also appear in the two
autovariograms, i.e., bY, k 240 and bL # 0 if
bf‘ #+0.Asa corollary, if a basic structure g “(h)
is absent from either autovariogram it may not
be included in the cross-variogram;
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Figure 8 Auto- and cross-variograms of clay content in topsoil and subsoil with the linear model of coregionalization fitted. The

dashed lines depict the hull of perfect correlation.

2. Structures may be present in the autovariograms
without their appearing in the cross-variogram,
i.e., b* may be zero when b > 0 and %, > 0.

uy’ uu vy

Parameters of the linear model of the coregionaliza-
tion with the above constraints can be fitted by
iteration. The distance parameters are usually first
approximated by fitting models independently to
the experimental variograms, and good compromise
values are chosen from these. Then with those values
fixed the values of the b%, are found to minimize
the sums of the squares of the residuals, subject to
the condition that the solution guarantees non-
negative variances, i.¢., is conditionally negative semi-
definite (CNSD). The validity of the resulting model
may be checked by plotting it on a graph of the experi-
mental cross-semivariances plus the limiting values
that would hold if the correlation between the
variables were perfect. These limits constitute the
hull of perfect correlation, which is obtained from
the coefficients b%,, and b%  by:

K —
hull[v(h)] = £ \/Bh,bE,¢" (h)
k=1

The line should fit close to the experimental values
for the model. It must also fall within the hull to
be acceptable. If it lies close to the hull, the cross-
correlation is strong; if, in contrast, it is far from
the bounds, then the cross-correlation is weak.

Example The clay content of the subsoil was
recorded at the same sampling points as those for
topsoil in Figure 1b and, in combination with the
topsoil data, illustrate the coregionalization. Table 1
contains a summary that includes the Pearson corre-
lation coefficient, which is 0.59, indicating a modest
correlation overall. The experimental autovario-
grams for the two depths together with their

Table 6 Fitted nugget variance and sill variances of the corre-
lated structure, i.e., the coefficients b%  of Eqn [43], of the model of

e

coregionalization of clay in topsoil and subsoil

Topsoil Subsoil

Nugget variance Topsoil 17.841
Subsoil —0.799 167.986

Sill variance Topsoil 178.659
Subsoil 211.436 509.723

cross-variogram are shown in Figure 8 by the black
circles. Spherical models can be fitted to all of them,
and their parameters are listed in Table 5. Their
ranges vary between 191 and 265 m, with a mean of
228 m. If this value is fixed for the coregionalization
model the nugget and sill component components of
the model are obrained as described above (Table 6).
They are somewhat different from those fitted
independently, but only somewhat. The final result
1s shown in Figure 8 by the solid lines through the
plotted points. The model evidently fits well.

The dashed lines on the graph for subsoil x topsoil
define the hull of perfect correlation. The cross-
variogram falls within the hull, as it should, and the
moderate distance it keeps from the upper bound is a
measure of moderate cross-correlation over the lag
distances computed.

Spatial Prediction - Kriging

The variogram and covariance functions are not only
elegant mathematical descriptions of the real world of
the soil, they are crucial for local estimation, or
spatial prediction as it might better be called, by
kriging.

‘Kriging’ is a general term for processes of weighted
averaging of data to provide unbiased local estimates
of unknown values of a variable with minimum
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variance. It is named after D.G. Krige, who developed
it for estimating the gold content of ore bodies in
South Africa. In the simplest case, for a place xq
where the mean is unknown (the usual situation),
the estimate is formed as:

X() Z)\ZX,

where the z(x,), /=1, 2, ..., N are sample data at places
Xy, X2, . . ., Xny, and the )\ are welghts The weights sum
to 1 to assure unbiasedness, i.e., SV | A, = 1, and the
variance of the estimate is given by:

{Z(Xn) - z(X())}z}

N
=2 Y Ay (x;. xq)

N
Z/\, (X X;)

fo1

[45]

=1

(Tl(X()) - E

—

[46]

Mz :I

Here 7(x;, x,) is the semivariance between the data
points x, and x;, and ~{x, X) is the semivariance
between the data point x; and the target point xg.

This variance is minimized by solution of the N + 1
equations:

N
z Airy(Xp, %) + p(x0) = y(xi, X0) V]

i=1
N

i=1

[47)

in which the ¥(xq) is a Lagrange multiplier introduced
for the minimization. The solution yields the opti-
mum weights, and these are inserted into Eqn [45] to
give the required estimate at x.

The minimized variance is also obtained from the
solution as

Z )\17 Xi, Xo) + 1/ (XO)

=1

0%)1\ (xo) (48]

This particular form of the technique is ordinary
punctual kriging — ‘ordinary’ because it is the most
used, and ‘punctual’ because the estimates are for
points of the same size and shape, i.e., the same
supports, as the bodies of soil or other material on
which the measurements were made. It is readily
generalized for estimating blocks, B, larger than the
supports of the data. Eqn {45] holds for the averaging,
though with B replacing x,. In Eqn [47] the individual
semivariances on the right-hand sides are replaced by

the means of the semivariances between the data points
and the rarget block, B, v (x,, B). Finally, the kriging
variance is given by:

N
B) = Al B) + v(B) ~ 7(B.B)

i1

0%)]‘\'( 49]

where 4(B, B) is the mean semivariance within B, i.e.,
the within-block variance.

When the kriging equations are solved, it usually
turns out that only the few points nearest to the target
point or block carry any appreciable weight; the
weights of the others are so close to zero that they can
be ignored. Kriging is thus a local weighted average.
It has two other intuitively attractive features:

1. Where data points are clustered the weight
of the cluster is divided among its members so
that the individual weights are small compared
with those of isolated points;

2. Where data points lie approximately in a line
between the target and more distant points they
screen the latter, which tend as a result to have
virtually no weight, however close they are to
the target.

This also has practical implications. The kriging sys-
tems, Eqn [47], need never be large; they are swiftly
solved, and instabilities with matrix inversion are
rare.

It is now evident why the variogram, or the equiva-
lent covariance function, is so important; the kriging
systems need values drawn from it. As above, these
must not give rise to negative kriging variances, and
so a valid function must be fitted to the experimental
variogram.

Ordinary kriging will serve in some 90% of cases;
it is the ‘work horse’ of practical geostatistics. It
requires the fewest assumptions and the least know-
ledge. Kriging has been much used to map soil
properties, including concentrations of plant nutri-
ents, salinity, trace element contents, and nematode
infestation. The kriging systems are solved at close
intervals on a grid, from which isarithms, ‘contours,’
of the estimates can be drawn by other graphics
programs. This has led to the application of kriging
in land reclamation and precision agriculture. The
kriging variances can be mapped similarly; patches
of large variance coincide with sparse sampling,
and so the maps can show where denser sampling is
necessary or desirable to achieve more reliable
estimates.

Kriging can be elaborated to embody other know-
ledge. Universal kriging takes into account known or
estimated trend in the target variable. The underlying
model 1s that of Eqn |31], usually with a simple
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low-order polynomial for the trend, as in Egn |32].
Another wav of dealing with trend 1s to regard the
rarget variable as an intrinsic random function of
order k, k >0 (IRF-k), and working with generalized
covariances. Measurements on related subsidiary
variables can be combined with those of the target
variable by co-kriging, in which the semivariances are
drawn from the model of coregionalization, Eqn [43],
with all combinations of # and v in the model. Kriging
with external drift embodies knowledge of the
trend in related subsidiary variables and is an exten-
ston of universal kriging. Indicator kriging and dis-
junctive  kriging form linear combinations of
nonlinear transforms of data to estimate the probabil-
ities of variables’ exceeding specified threshold
values, and these techniques are of potential value in
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Introduction

The surfaces of soil particles play a critical role in
many processes, including chemical reactions, con-
taminant adsorption, colloid tiltration, and water im-
bibition and drainage. The specific surface area of
soils and soil constituents can range from less than
0.1m%g ' or 1x10*m?kg™" up to 800m?g ' or
8 x 10°m’kg . Soils consisting primarily of sands
(i.e., particle diameters of 0.05-2.0 mmor § x 10" m
to 2 x 10" * m) possess relatively small specific surface
areas, usually less than 0.5 m? g~ ' or 5 x 10> m?* kg .
In contrast, soils containing appreciable amounts of
clay minerals and organic matter tend to have much
larger specific surface areas (Table 1). Quantification
of specific surface area may involve direct physical
measurement of particle size and shape, adsorption
of probe molecules from either the gas or aqueous
phases, or the retention of polar liquids. The ad-
sorption of nitrogen (N;) gas, in conjunction with
the Brenauver—-Emmett—Teller (BET) equation, is the
most common method of surface area determinat-
ion. However, it is widely recognized that N, does
not access the interlayer surfaces of expandable
clay minerals upon drying. To overcome this limita-
tion, the retention of polar compounds such as ethyl-
ene glycol monoethyl ether (EMGE) has been utilized

statutory controls of pollution and restoration of
contaminated land.

See also: Spatial Patterns; Statistics in Soil Science
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to measure the total specific surface area (i.e.,
internal + external) of soils and expandable clay min-
erals. However, specific surface area values obtained
by these two methods (i.e., No/BET and EGME) may
be similar or divergent, depending upon sample com-
position and pretreatments. Therefore, it is important
to recognize the dependence of specific surface area
data on the measurement technique, and to select one
or more methods that arc appropriate for the system
of interest.

Direct Physical Measurement

Direct physical measurement of specific surface area
typically involves the use of light or electron micro-
scopy to determine the shape and dimensions of indi-
vidual soil particles. Such observations are often
supplemented with X-ray diffraction measurements to
assess crystallographic structure and interlayer spacing
of clay minerals. Provided that a characteristic particle
shape and size can be determined, the specific surface
area can be obtained from mass—volume relationships.
For example, the specific surface area (A,) of a spherical
particle may be calculated in the following manner:

47r? _ i 1)
Py

47t
s — x4 _
/)SVS ps%mj

where r is the radius of the solid particle, p, is the
density of the solid, and V is the volume of the solid.
Using this approach, the specific surface area of
quartz sand with a particle diameter of 1.0 mm
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Table 1
monoethy| ether (EGME) retention

Comparison of specific surface area values obtained by N, gas adsorption and ethylene glycol (EG) or ethylene glycoil

Specific surface area (= 10°m kg ')

EG/EGME methoci

Sample Organic carbon content (gkg ') N-/BET method

Kaolinite (KGa-1)? 0.0 10.05 16.0
Montmorillonite {SWy-1)3 0.0 31.82 662.0
Montmorilionite (SAz-1)? 0.0 97.42 820.0
Wyaming bentonite® 0.0 65.0 372.0
Lula aguifer sand® 0.1 7.7 10.5
Boston silt? 26.6 28.6 46.0
Webster soil? 33.2 8.2 168.4
Ashurst soil® 45.5 6.3 258
Houghton muck? 4457 08 162.9

Zvan Olphen H and Fripiat JJ (1879) Data Handbook for Clay Minerals and Other Non-metalfic Minerals, pp. 203-211. New York: Pergamon Press.

®Call F (1957) The mechanism of sorption of ethylene dibromide on moist soils. Journal of the Science of Food and Agriculture 8: 630-639.

Rhue RD, Rao PSC, and Smith RE (1988) Vapor-phase adsorption of alkylbenzenes and water on soils and clays. Chemosphere 17: 727741
“Pennell KD, Boyd SA, and Abriola LM (1995) Surface area of soil organic matter reexamined. Soif Science Society ol America Journal 53: 1012-1018.

BET, Brunauer-Emmett-Teller.

or 1.0 x 10 > m and a particle density of 2.65gem™*

or 2.65 x 10°kgm ? would be 2.26 x 10 m*g "' or
2.26 m* kg '. In practice, specific surface area values
of sands determined by direct observation are often
several orders-of-magnitude smaller than measured
values due to presence of nonspherical particles,
surface roughness, and fine particles (Table 1).

An analogous mass—volume approach can be used
to estimate the specific surface area of clay minerals,
provided that the structural formula and unit cell
dimensions are known. For example, consider a
montmorillonite with a nominal structural formula
of K().(,GSig_o(Al3_34Mg0_66)020(OH)4 and unit cell di-
mensions of 2=0.5nm or 5 x 10 '%m, b =0.9 nm or
9% 10 "m, and ¢=9.5nm or 9.5x 10" "m. As-
suming that the particle density is approximately
2.8gcm ™ or 2.8 x10°kgm 3, and that the edge
area (i.e., c-dimension) is negligible compared with
the area of the basal surfaces (i.e., a- and b-dimen-
sions), the specific surface area of the montmorillonite
can be estimated in the following manner:

_ 2ab

A=
PV

2(5.0 x 10 1°m)(9.0 x 1079 m)
(2.8 x 103%kgm ){5.0 x 10-19m)(9.0 x 10-'°m)(9.5 x 10 M m)

.2 -1 Ilz}
=7.52x%x10"m" kg

Using a slight variation of eqn [2}, the specific sur-
face area of the montmorillonite can also be

estimated from the molecular weight of the unit cell
and Avogadro’s number (N,):

(2ab)(Ny)
2(5.0 x 107" m)(9.0 x 10 ""'m)(6.022 x 10** mol ')
7.447 x 10 ' kg mol ™
=752 x10°m? kg™’ 3]

A, -

The relationships shown in eqns |2] and }3] are
applicable to clay minerals existing as flat, plate-like
structures with a thickness corresponding to that of
the unit cell. When water is removed from expand-
able clay minerals, the interlayers collapse. The
resulting clay particle will then consist of several
unit cells stacked on top of one another. If the number
of unit cells contained in a collapsed montmorillonite
particle is 10, the resulting surface area would be
approximately 75 m?*g ™' or 7.5 x 10° m* kg™, which
is consistent with specific surface area values report-
ed for dry montmorillonite samples based on N»/BET
analysis (Table 1).

The mass—-volume approaches described above are
generally limited in applicability to clean sands or
pure clay mineral samples. Many soil constituents,
including metal oxides and organic matter, exist as
irregular or poorly defined amorphous structures
which are virtually impossible to characterize. Fur-
thermore, the specific surface area of natural soils
cannot be treated as a strictly additive property due
to surface coatings and mineral-organic matter asso-
ctations. Except in a few limited cases (e.g., clean
sands), the specific surface area of a whole soil should
not be estimated using a summation procedure based
on the surface area contributions of individual soil
constituents.



SPECIFIC SURFACE AREA 15

Adsorption from Solution

The adsorption of dissolved molecules from solution
can be used to estimate the specific surface area of a
solid, provided that the resulting adsorption isotherm
exhibits a limiting or maximum value. Such adsorp-
tion 1sotherms are classified as Type 1, and can be
clescribed by the Langmuir adsorption model. The
[.angmuir model can be derived by assuming that,
once equilibrium is reached, the rate of solute adsorp-
tion on to open surface sites is equal to the rate of
solute desorption from occupied surface sites. Several
assumptions are inherent to the Langmuir model,
including: (1) adsorption is localized or site-specific;
(2) no interactions occur between adsorbed mol-
ecules; (3) the energy of adsorption is constant for all
adsorption sites; (4) the adsorption capacity of the
solid is limited; and (5) the maximum adsorption
capacity corresponds to monolayer coverage. Al-
though the model was originally developed to describe
the adsorption of gases on solids, for solid-liquid
systems the Langmuir equation may be written as:

Cs.mux fj Ca
1+ 3 C,

where C; is the solid-phase concentration of solute at
equilibrium, C, ;. is the maximum solid-phase con-
centration, /3 is the ratio of the adsorption and
desorption rates, and C, is the aqueous-phasc con-
centration of solute at equilibrium. A series of Lang-
muir isotherms is presented in Figure 1 to illustrate
the effect of increasing the value of 4 from 0.01 to
0.25Img " with C, . fixed ar 1.0gkg ', As the
value of /3 increases, the rate at which the adsorption
isotherm approaches the maximum sorption capacity
of the solid (C; .x) increases. However, the shape or
steepness of the isotherm has no bearing on the max-
imum sorption capacity, which is used to calculate
specific surface area.

1.2 r

1.0 1— <

C = 4]

Coman =100 kg™

3.8 ;

06 | /J:D.D5Img *

Solid-phase concentration, Cg {gkg™)

0.4' ﬁ:D_Ong |
0.2 -
0.0 ~ r r
0 50 100 150 200
Aqueous-phase concentration, C, (mgl-1)
Figure 1 Effect of changes in the value of the .1 parameter

(0.025, 0.05, and 0.011mg ') on Langmuir adsorption isotherms
when C, max = 1.0gkg .

In practice, the parameters 5 and C,,,., can be
obtained by directly fitting cqn [4] to cxperimental
adsorption isotherm data (C, versus ) using a non-
linear, least-squares regression procedure. Alterna-
tively, eqn [4] can be rearranged to yield the linear
torm of the Langmuir equation:

Cw 1 Cu

_ + 5
C, 3 Comax Comax [ ]

Here, C, /C, (y-axis} is plotted against C,, (x-axis)
and a linear regression procedure is then used to
obtain a slope equal to 1/C,,,« and an intercept
value equal to 1/3C; .. With minor manipulation,
the desired parameters are obtained as follows:
Cimax = Vslope and i3 = (1/C, v ){ 1/intercept).

Several organic molecules have been used in con-
junction with the Langmuir equation to determine
specific surface area. In the past, organic dyes such
as methylene blue were utilized because their concen-
tration in solution could be determined by colorimet-
ric analysis. More recently, cationic surfactants
exhibiting visible or ultraviolet (UV) light absorbance
have been employed for surface area determination.
The cationic surfactant most widely used for this
purpose 1s cetyl pyridinium bromide (CBP), which
has a strong absorbance peak at wavelength of
259nm or 2.59 x 107" m. On most mineral surfaces,
adsorbed CPB molecules form a bilayer (i.e., double
layer), yielding an effective molecular area (A,,) of
0.27nm? or 2.7 x 107" m?. If the measured value of
C.,max for a nonexpanding clay mineral sample was
1.0g CPBkg ! solid, the specific surface area would
be calculated as:

A — (Cs.mux)(NA ) (Am)
) MW ¢pp

(1.0gkg ')(6.22 x 10%mol ')(2.7 x 10-"m?)
384 45gmol
=423 x10>m’kg " B

Iron and aluminum oxides possess relatively low
surface charge densities, and as a result CPB may not
form complete bilayers on these surfaces. Therefore,
soil samples are often treated to remove oxides prior
to surface area analysis by CPB adsorption. In the
case of expandable clay minerals such as montmoril-
lonite, the adsorbed CPB bilayer on the interlayer
surfaces 1s shared and therefore yields an effective
molecular area of 0.54nm? or 5.4 x 107" m?. In
addition, the external surface area must be obtained
independently using the No/BET method in order to
compute the contribution of internal surfaces to the
overall adsorption of CPB.
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Adsorption from the Gas Phase

The adsorption of gases 1s frequently used in conjunc-
tion with the BET equation to measure the specific
surface area of soils and soil constituents. Gas adsorp-
tion on dry solid surfaces typically conforms to a
Type II isotherm, characterized by the formation of
multiple layers of adsorbed molecules. Derivation of
the BET equation is based on the Langmuir model,
modified to account for multilayer formation. The
underlying assumptions of the BET equation are: (1)
the heat of adsorption for the first layer is constant;
(2) the heat of adsorption for the second and all
succeeding layers 1s constant and equal to heat of
condensation; (3) adsorption and desorption can
only occur from exposed layers; and (4) the assump-
tions of the Langmuir model apply to each layer.
Although originally derived on a molar basis,
the BET equation can be expressed in terms of the
solid-phase concentration (C,) as:

C, =

(Cs.mun)[(” P/P())/(l - P/P(l)] [1 - (” + ])(P/PO)" + n(P/PO)” b l]
Ut (o~ DY(P/Pyy — o P/Py)"

[7)

where C, jan is the solid-phase concentration at mo-
nolayer coverage, P i1s the vapor pressure, Py is the
saturated vapor pressure, and # is the total number of
adsorbed layers. The dimensionless parameter o is
related to the heat of adsorption and is defined as:

where Q, is the heat of adsorption on the exposed
surface, Q. is the heat of condensation of the liquid
adsorbate, R is the ideal gas constant, and T is tem-
perature. The BET eqn [7] reduces to the Langmuir
eqn |4] when number of adsorbed layers is limited to
one (n=1). If the number of adsorbed layers ap-
proaches infinity (n = oc), eqn [7] reduces to the sim-
plified form of BET equation commonly used for
surface area determination:

— (Cs.mun)((l')(P/Po)
(1—P/Py)[1 — P/Py+ a(P/Py)]

A series of BET isotherms is shown in Figure 2 for o
equal to 1, 10, and 100, with C; o fixed at 1gkg
and » equal to infinity. As the value of a increases, the
inflection point or ‘knee’ of the BET adsorption iso-
therm becomes more evident. The inflection in the
BET adsorption isotherm corresponds approximately
to the point of monolayer coverage. Below the inflec-
tion point, gas adsorption occurs on exposed sur-
faces. The gradual increase in adsorption above the
inflection point corresponds to multilayer formation

Cs

4]

50

4.0

3.0 4

2.0 -

1.0 4 a=10

0.0 . . ”
0.0 0.2 0.4 08 08 1.0

Relative vapor pressure {P/Py)

Solid-phase concentration, O (gkg™")

Figure 2 Effectofchangesinthevalue ofthe« parameter (1, 10),
and 100) on Brunauer—-Emmett-Teller adsorption isotherms whein
C..man — 1g kg ' and n = infinity.

on the surface, while the steep asymptotic rise i
adsorption at relative vapor pressures approaching
unity (P/Py=1) corresponds to liquid condensation.
The most common gas used for BET surface area
analysis is nitrogen (N,), although noble gases such a's
krypton (Kr) and argon (Ar) are used occasionally for
solids possessing very small surface areas (less than
approx. 0.1m”g ' or 1.0x 10°m*kg '). Several
volatile organic compounds (VOCs), including ben -
zene, p-xylene, EGME, and water vapor have also
been used for BET surface area analysis. Regardless
of the gas or vapor used, the configuration of the
adsorbed molecules on the surface must be knowm
or cstimated. The most common approach used
to estimate the cross-sectional area of an adsorbed
molecule (A,,) is related to the liquid density (p)):

Am = 1.091} ——
1Na

2/3
M\X/) [10]
The coefficient of 1.091 in eqn [10] is based on the
assumption of an ideal hexagonal packing of
adsorbed molecules on the surface. For Nj, the
value of A, obtained using eqn |10} is 0.162 nm? or
1.62 x 107" m?.

The adsorption of gases on solids can be measured
experimentally using several methods. The most
common method is based on the change in vapor
pressure following the introduction of gas into a
small glass bulb containing a dry soil sample. To
obtain the adsorption isotherm, the volume of gas
adsorbed 1s computed for each incremental gas
dosage based on the change in vapor pressure at
equilibrium. Upon reaching the saturated vapor pres-
sure (P/Py=1), the process may be reversed (the
vapor pressure 1s incrementally reduced) to obtain a
desorption isotherm, from which pore size analysis
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can be performed. Several automated instruments
based on this principle are available from commercial
vendors. In general, automated surface area instru-
ments report gas adsorption data as the volume of gas
adsorbed per gram of soil (e.g., kg ') at standard
temperature and pressure (STP). Volumetric gas ad-
sorption data are converted to a mass basis (grams per
kilogram) using the molar volume of an ideal gas at
STP (22.4141mol ') and molecular weight of the gas
(e.g., Ny =28.02gmol ). The second experimental
approach used to measure gas or vapor adsorption is
based on the continuous introduction of gas stream
at constant vapor pressure. Once equilibrium is
attained, the soil sample is either weighed or
extracted to determine the amount of adsorbed gas.
The vapor pressure of the gas flow stream is then
incrementally increased over the desired vapor pressure
range to obtain an adsorption isotherm.

To obtain values for the two unknown parameters
in the BET equation, o and C; men, €qn [9] can be fit
directly to the experimental adsorption data using a
nonlinear, least-squares regression procedure. Alter-
natively, the experimental data can be expressed using
the lincar form of the BET equation:

P/P() N 1 ) (O—l)P/PU [11]
Cs(1 - P/PO) - Csmon N Comon ¢
Here, (P/Py)/|Cs(1 — P/Pgy)| (y-axis) is plotted ag-

ainst P/Py (x-axis), and a linear regression procedure
is used to obtain values for the slope, which is equal to
(v = D Cmon) and the intercept, which is equal
to (e C, 0n)- The two fitting parameters can then
be obtained as follows: o = [(slope)(1/intercept) + 1];
and C; yon = (Vo) (lintercept). As a general rule, the
value of « should be greater than 20 and the amount
of sample should yield a total surface area between 40
and 120 m*. In addition, it is often recommended that
eqn [11] be applied to adsorption data over a relative
vapor pressures range of 0.05-0.35. The specific sur-
face area is then computed using the fitted value of
Cs.mon Obtained from the experimental adsorption
data and the cross-sectional area of the adsorbed
molecule (Ar,) from eqn [10]. For example, if C; mon
was determined to be 0.5gkg ', the N,/BET specific
surface area (A,) would be calculated in the following
manner:

( Cs.m(m) (NA ) (A m )
MWy,

(0.5gkg ')(6.022 x 10 mol~')(1.62 x 10~'" m?)

Ag:

28.02gmol”
= 1.74x10° m* kg !
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Figure 3 Adsorption and desorption of N, en hydrogen perox-
ide (HP)-treated and untreated Webster soil.

Treatment and preparation of soil samples prior to
N, adsorption can strongly influence the measured
specific surface area. For example, the removal of soil
organic matter will often lead to increased specific
surface area values; this has been attributed to the
exposure of mineral surfaces covered by organic
matter and the division of mineral particles held to-
gether by organic matter bridging. Nitrogen adsorp-
tion and desorption isotherms for hydrogen peroxide
(HP)-treated and untreated Webster soil are shown in
Figure 3. The resulting surface area values for the
untreated and HP-treated samples were 0.79 and
7.38m?g " or 7.9x10* and 7.38 x 10°m?kg~!,
respectively.

As noted previously, water must be removed
tfrom soil samples prior to the measurement of gas
adsorption. The drying or dehydration process is
known to collapse the interlayer space of expandable
clay minerals, which are then not accessible to inert
gases such as N». In addition, electron microscopy
suggests that air-drying of soil samples results in the
collapse and shrinkage of soil humic acid, whereas
freeze-drying maintains a complex structural network
characteristic of soil organic matter. Thus, freeze-
drying of soils to remove water prior to N,/BET
analysis will tend to result in larger surface area
values, which may be more representative of natural
conditions.

Retention of Polar Liquids

The use of polar liquids such as ethylene glycol (EG)
and EGME for surface area determination was based
on the need to develop a relatively simple experimen-
tal technique that could be used to quantify the total
surface area (i.e., internal + external) of expandable
clay minerals. Due to the attractive forces between
polar molecules and exchangeable cations, EG and
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EGME are able to penetrate the interlayer space of
expandable clay minerals. In practice, a dry soil or
clay sample is placed in a vacuum desiccator contain-
ing EG or EGME as a free liquid or mixed with cal-
cium chloride to maintain a constant vapor pressure
of EG or EGME. Liquid EG or EGME is then added as
drops to the solid sample until complete wetting
is achieved. A suction of approximately 13.332Pa
or 0.1 mmHg is applied, and the sample is weighed
over time until a constant weight is obtained. The
specific surface area of the solid is then calculated as
follows:

WG eGmE
(Wop ) (EG/EGME conversion factor)

-As - []31

where W[’.(j/EGME is the weight of FG or EGME
retained by the soil at the applied suction and Wy,
is the oven-dry weight of the solid. The method
is predicated on the assumption that EG and
EGME are retained on solid surfaces at monolayer
coverage. The mass-surface area conversion factors
for EG and EGME are 3.1x10 "kgm 2 and
2.86 x 10" "kgm 2, respectively, and were derived
from retention measurements performed on reference
clay minerals with known unit cell dimensions and
structural formula. It is usually recommended that
the specific surface area of a reference expandable
clay mineral, such as Wyoming montmorillonite
(SWy-1), be measured to confirm the value of the
conversion factor and to ensure that experimental
procedure is operating properly. Although EG was
used during the initial development of the retention
method, more recent studies have employed EGME
due to the shorter times required to attain a constant
retention value.

Based on the success of the EG/EGME retention
method for determining the total surface area of ex-
pandable clay minerals, the technique has subse-
quently been applied to natural soils to obtain a
measure of total specific surface area. However, use
of the EG/EGME retention method is complicated by
the fact that polar molecules tend to form multilayers
in the vicinity of cation exchange sites prior to com-
plete monolayer coverage, retention may be influ-
enced by the species of exchangeable cation, and the
EG/EGME may partition into soi} organic matter. As
a result, the retention of EG or EGME by natural soils
represents a measurc of the uptake capacity of soils
for a polar adsorbate, rather than a strict measure of
total specific surface area. Despite this shortcoming,
the EG/EGME retention method is an appropriate
method for measuring the total specitic surface area
of pure clay minerals and soils that have been treated
to remove organic carbon.

Selection of Surface Area
Measurement Technique

Although the methods used to determine cxperimen-
tally the specific surface area of soils and soil constitu-
ents are relatively well established, interpretation and
appropriate use of the resulting data can be problem-
atic. Complications arise primarily from two factors:
(1) sample pretreatments including drying, organic-
matter removal, and metal-oxide removal can mark-
edly alter measured values of specific surface area; and
(2) the use of different probe molecules and measure-
ment techniques can result in similar or very divergent
specific surface area values for the same soil. For
example, soils that contain only trace amounts of
organic matter and no expandable clay minerals will
yield relatively consistent specific surface area values
regardless of the method (see kaolinite and Lula aqui-
fer sand in Table 1). In addition, the external and
internal specific surface area of pure expandable clay
mineral samples can be determined using a combin-
ation of NL/BET (external surface area) and EG/
EGME retention (total surface area; see SAz-1 and
SWy-1 montmorillonites in Table 1). However, for
natural soils containing appreciable amounts of or-
ganic matter and expandable clay minerals, the selec-
tion of an appropriate measurement technique, as well
as the interpretation of specific surface area data, is far
more difficult. This is particularly relevant if the intent
is to quantify the total or internal surface area of
a soil available under natural conditions using the
EG/EGME retention method. Due to the potential
for partitioning or dissolution of polar molecules
into soil organic matter and interactions with ex-
changeable cations, the EG/EGME retention method
is not suitable for most natural soils. In effect,
EG/EGME retention provides an indication of the
capacity of the soil to take up polar molecules, in
contrast to a measure of total specific surface area.
Despite the known limitations of N,/BET surface area
analysis, this method provides a relatively simple
and reproducible technique for assessing the specific
surface area of natural soils and soil constituents.

List of Technical Nomenclature

a BET isotherm parameter

B Langmuirsotherm parameter
m Liquid density (gem )

P Solid density (gcm 4

An Area of adsorbed molecule (m?}

- - 2
A, Specitic surface arca (m~kg "
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., Aqueous-phase concentration

(mgl )
C. Solid-phase concentration (kg kg '}
C, s Maximum solid-phase

concentration (kg kg Y

Comon Monolayer solid-phase
concentration (kg kg 3
Na Avogadro's number
(molecules mol ')
] Number of adsorbed layers
r Vapor pressure (Pa)
Iy Saturated vapor pressure (Pa)
P/Py Relative vapor pressure
Oa Hear of adsorption (Jmol ')
Oc Heat of condensation (J mol™ ")
R Ideal gas constant (J K "mol ')
r Radius of particle (m)
V, Volume of solid (m?)
Won Weight of oven-dry solid (kg)

See also: Cation Exchange; Clay Minerals; Organic
Matter: Principles and Processes; Sorption: Metals;
Organic Chemicals
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Why Statistics?

Data on soil embody variation from many sources.
Much of the variation is natural - from place to place
at all scales from the global to the infinitessimal, and
from time to time as the soil responds to weather,
plant growth, and processes in the rhizosphere engen-
dered by that growth. Farmers have added to the

variation by their enclosing, reclaiming, clearing,
and fertilizing of the land, though within fields they
have removed some variation by cultivation and
drainage. Further sources of variation are mineral
extraction and subsequent reclamation, dumping of
waste, and pollution of many kinds. Investigators
design experiments and surveys in such a way that
they can estimate the variation from particular
sources such as imposed treatments or strata in a
population and the differences between them. Vari-
ation in data also arises from the way observations are
made; from the people who make the observations,
from the imprecision instruments, from imperfect
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laboratory technique, and from sampling fluctuation.
One may like to think that the contributions from the
laboratory are negligible, though ‘ring’ tests have
often revealed them not to be so. In general, however,
sampling fluctuation in the field, arising from the
spatial variation there, is much larger.

Any one measurement of a soil property is influ-
enced by contributions from at least some of these
sources. [t cannot be taken as an absolutely accurate
representation of the truth therefore; rather it must
be seen in relation to the probable error.

Statistics are needed in soil science to estimate and
express this error and to apportion it to the different
sources. In this way sense (signal) can be separated
from meaningless or uninteresting variation (noise) in
comparisons between classes of soil, in expressing
relations, in assessing the effects of treatments in
experiments, and in prediction. The statistical reper-
toire is huge, so here is presented the fairly elementary
techniques that soil scientists most often need.

The techniques can be divided into two groups,
namely, descriptive and analytical. They also have
two fairly distinct fields of application: survey and
experiment. In the first, investigators observe and
record the soil as it is on samples, and descriptive
techniques tend to dominate. In the second, they de-
liberately control some of the variation so that they
can assess the effects of changes in one or a few
factors that are of specific interest by analysis.

Population, Units, and Samples

The soil is regarded for statistical purposes as a popu-
lation comprising elements or units. The units are the
bodies of soil on which measurements are made. They
are more or less arbitrary and determined largely by
convenience and practicality. They may be individual
cores of soil, pits, or pedons; each may be the volume of
soil occupied by the roots of a single plant or that
deformed under the wheel of a tractor; they may be
pots in a greenhouse experiment, samples in lysimeters,
plots in a field experiment, or whole fields or farms.
The variation among them depends very much on the
size of the units; the larger they are the more variation
they encompass within them and the less there is
between them to be revealed in data. The size, shape,
and orientation of the units, known as the ‘support’ in
survey, must be defined and adhered to throughout an
investigation. The population is then all such units in a
specified region or falling within some other definition
tor the purposes of the investigation. It is an oper-
ational definition, often known as the ‘target popula-
tion.” In a more restricted sense, the population and the
units comprising it may be the values of a particular soil
property in the defined supports.

Populations in surveys are typically very large, in
many instances infinite, or hypothetical, and in some
they are poorly defined. Measurement is feasible only
on small subsets, i.e., on samples, and these subsets
must properly represent their populations for the
measurements to apply to the larger populations.
The units in an experiment, in contrast, are typically
a few dozen, though ideally the experimental material
should be representative of some larger population.

Replication and Randomization

Estimating the mean in a population and its associ-
ated error from measurements on a sample requires
both replication and randomization. The need for
replication is evident: a single value can contain no
information on variation. Randomization is needed
to avoid bias. At its simplest it means choosing units
such that all have the same chance of being selected.

In a survey this takes the form of simple random
sampling. To apply it requires (1) that each unit can
be identified uniquely, and (2) a rule for the selection.
Simple random sampling, as in Figure 1a, tends to be
inefficient in that it takes no account of anything
known about the population beforehand, such as its
spatial dependence, a soil map of the region, the rela-
tions between soil and vegetation or physiography, or
the farming history. To take advantage of such know-
ledge, the population is first stratified either into
small grid cells, as in Figure 1b, or by type of soil,
vegetation, physiography, or farming, as in Figure 1c.

O e T

Figure 1 Probabilistic sampling of a region: (a) simple randan
sampling: (b) stratified random sampling with the region divided
into 25 square cells (strata) and two points per cell: (c) stratified
random sampling with four mapped classes (A-D) of soil is
strata.
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Figure 2 Layout of a randomized field experiment with four
treatments; O {(control), D (dung), W (industrial waste), and
F (NPK fertilizer), and five-fold replication. (a} Completely ran-
domized: (b) with the replicates arranged in five blocks.

The soil is then sampled at random within each
stratum independently; this is stratified random sam-
pling, and it enables the variation due to the strata to
be distinguished from variation within them.

In experiments treatments are allocated to the units
at random. The units may be arranged completely
randomly, as in Figure 2a. In the field and green-
house, they are usually grouped into blocks such
that each block contains one unit of each treatment,
as in Figure 2b; long-range variation then appears in
the variation among blocks. There are many more
elaborate designs.

Descriptive Statistics

The Mean

In almost all investigations, mean values are of
prime interest. Provided sampling has been properly
randomized, the mean of a set of N data, denoted z,,
23500y TH

E=g50 % (1]

estimates without bias the mean, y, in the population
from which the sample is drawn. How well it does so
depends on the variation it embodies.

Characteristics of Variation

Histogram The variation in a set of measurements,
it there are sufficient of them, can be displayed in a
histogram. The scale of measurement is divided into
segments of equal width, or “bins,’ the values falling
in each bin are counted, and bars of height propor-
vonal to the counts are drawn. Figure 3 is an
example; it summarizes graphically the way in
which the frequency is distributed over the range of
the data.

Variance Varnation is best expressed quantitatively
as variance. For a set of N data, it is the average
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Figure 3 Histograms of 434 data on available phosphorus (a) in
milligrams per liter and (b) transformed to common logarithms.
The curve in b is that ¢of the fitted normal distribution, and thatin a
shows the lognormal distribution.

squared difference between the observations and
their mean:

1A

y:NZ

[ts square root, S, is the standard deviation, which is
often preferred because it is in the same units as the
measurements and is therefore more intelligible.

Idcally this variance should estimate the variance of
the larger population, of which the N observations
are a sample. This variance of a population is by
definition:

(2 — 2)* 2]

-1

&:Ew—mﬂ 3]

where pz is mean of z in the population and E denotes
expectation. Equation [2] gives a biased result, how-
ever: §? is a biased estimator, because £ in the equa-
tion is itself more or less in error as the estimate of .
To remove the bias, N must be replaced by N — 1 in
the denominator:

£ =t Y @2 g

The result, s2, is now unbiased, provided the sampling
was unbiased in the first place.

Estimation variance, standard error, and confidence
Both S and s measure the dispersion in the observa-
tions; neither expresses the reliability of the estimate
of yi. The reliance one can place in an estimate of the
mean can be expressed in terms of the expected
squared deviation of it from the true mean, i.e.,
E[(z — p1)*]. Its estimate is derived simply from s? by:

s'(z) = s*/N 5]
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This is the esumation variance, and its squarc root is
the standard error, which is the standard deviation of
means of samples of size N. The larger the sample is,
the smaller this error is, other things being equal, and
the more confidence there can be had in the estimare.
So, the standard deviation, which describes the vari-
ation in a sample, is different from the standard error,
which expresses the confidence associated with a
mean. Standard errors accompany means in tables
compiled from replicated measurements, and they
can be shown by error bars on graphs.

Equation [5] gives the estimation variance for a
simple random sample of size N. If the population has
been divided into strata, then s, the population vari-
ance on the right-hand side of the equation, can be
replaced by s&;, the variance within strata. The latter
is generally less, often much less, than s, and so strati-
fied sampling is more precise than simple random
sampling by the factor s? . (z)/s2 .. (Z). It also
means that one can achieve the same precision with a
smaller sample, and in this sense stratified sampling
is more efficient. This efficiency can be expressed as
Niandom/Nsuraitied- The within-stratum variance, s,
can be estimated by the analysis of variance.

Standard errors can be converted to confidence
intervals for known kinds of distribution. If the data
are drawn from a normal (Gaussian) distribution and
there are many of them, then an interval of 2s/VN
centered on £ spans a symmetric confidence interval of
approximately 68%. Wider confidence intervals are
readily calculated by multiplying by factors, 7, such
as in Table 1.

When data are few (N < 30} the above factors
need to be replaced by Student’s ¢ for the number of
degrees of freedom, f. The lower and upper symmetric
confidence limits about a mean Z are:

z-t;s/VN and z+ts/VN (6]

where t; is Student’s t for f degrees of freedom.
Values of ¢ are available in tables and in most statis-
tical computer packages. For 30 <N <60, ¢t con-
verges to 75, and for N > 60 the values in Table 1 can
be used.

There are formulae for calculating the confidence
limits for other theoretical distributions. In many
instances, however, it is easier to transform data to
approximate a normal distribution and subsequently
analyze the transformed values.

Table 1

Confidence (%) 80 90 95 99
" 1.28 164 1.96 2.58

Coefficient of Variation

The coefficient of variation (CV) is the standard
deviation divided by the mean, ie., s/Z. It is often
multiplied by 100 and quoted as a percentage. The
merit of the CV is that it expresses variation as pure
numbers independent of the scales of measurement. It
enables mvestigators and those reading their reports
to appreciate quickly the degree of variation present
and to compare one region with another and one
experiment with another. The CV should not be
used to compare variation in different variables,
especially ones having different dimensions.

The CV is sensible only for variables measured on
scales with an absolute zero. Otherwise the arbitrary
choice of the zero affects it. Examples for which it
should not be used are soil temperature in degrees
Celsius (arbitrary zero at 273 K), color hue (which is
approximately circular), and soil acidity on the pH
scale (arbitrary zero equivalent to —log ,[H"], with
H™ expressed in moles per liter).

For some soil properties, physics sets limits on the
utility of the CV. For example, the minimum bulk
density of the soil is determined by the physical struc-
tures that keep particles apart. Particles must touch
one another, otherwise the soil collapses. For most
mineral soils on dry land, a working minimum bulk
density is approximately 1 gem 2. At the other end of
the scale, the bulk density cannot exceed the average
density of the mineral particles, approximately
2.7gcem 2. So the CV of bulk density is fairly tightly
constrained.

The sensible use of the coefficient of variation
for comparing two variables y and z relies on the
assumption that they are the same apart from some
multiplying factor, b, thus:

y = bz 7]

Then the mean of y is y = bZ, its variance s; = b2s2,
and its standard deviation is s, = bs,. From there,
simple arithmetic shows that their CVs are the same.
This principle offers a means of comparing variation
by taking logarithms of the observations. Equation {7]
becomes:

logy = logh + logz 8]

The logarithm logd is a constant, and so the variances,
sﬁ,g}, and sf“g:, are equal, as are their standard devi-
ations. The resulting measure of variation is therefore
independent of the original scale of measurement.
The measure can be used to compare variation in
two groups of observations. Consider again soil acid-
ity. To compare the variation in acidity of a class
A with that in another, class B, we treat the hydrogen
ion concentration as the original variable, transform
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it to pH, and compute the variances of pH. Which-
cver has the larger variance is the more varable,
regardless of the mean. Further, we can make a formal
significance test by computil_lg F:Sllnm'/sﬁru: and
compare the result with F for Ny—1 and N.-1
degrees of freedom.

Additivity of variances Variances are additive; thosc
from two or more independent sources in an investi-
gation sum to the total in the data. Their square roots,
the corresponding standard deviations, are not. To
obtain an average variation on the original scale of
measurement from several sets of data, the arithmetic
mean of their variances is computed, weighted as
appropriate by the numbers of degrees of freedom,
and then the square root of it is taken to give an
raverage’ or pooled standard deviation. This, divided
by the mean, gives an average CV. More generally, the
additive nature of variances confers great flexibility in
analysis, enabling investigators to distinguish vari-
ation from two or more sources and estimate their
components according to the design, as by the analysis
of variance.

Statistical Significance

Significance in a statistical context means distinguish-
ing a signal or the cffects of some imposed treatment,
or detecting differences between strata against a
background of ‘noise.” It is a matter of separating
the variance due to the signal, treatments, or strata
from that from other sources that are of no interest.
The question being addressed is as follows: Given the
magnitudes of the several components of variance, is
the signal so strong or are the differences observed so
large that they are highly unlikely to have occurred by
chance? If the answer is ‘yes,’ then the result is said to
be significant.

A sigmficance test is prefaced by a hypothesis. This
is usually that there 1s no real difference between
populations or treatments and that any differences
among the means of observations are due to sampling
fluctuation. That is the ‘null hypothesis,” often desig-
nated Hp, and the test is designed to reject it {not
confirm it). The alternative, that there is a difference,
is denoted either H| or Hy.

To judge, for example, whether two means differ,
one computes from the sampling error, the probabil-
ity, P, of obtaining the observed difference if the true
means were identical, assuming that the form of the
distribution is known. If P is small (conventionally
20.05), the null hypothesis is rejected, and the differ-
ence 1s judged significant. If P is large, then the null
lhypothesis is likely to be correct, but we have no
measure of the probability that the two means are

indeed identical; instead we take the view thar we
have too-little evidence to conclude that the differ-
ence observed applies to the population from which
the sample has been drawn.

Mistaken conclusions can still be drawn as the
result of significance tests. Mistakes can be of two
kinds, denoted type 1 and type II. The first occurs
when the null hypothesis is rejected on the basis of
the sample evidence, i.e., a difference is declared sig-
nificant when the populations are not different. The
second is when the null hypothesis is accepted, 1.e.,
there is insufficient evidence for a difference when the
populations do differ.

The likelihood of drawing wrong conclusions
can be diminished by increasing the sensitivity of the
test, and that depends on the precision with which the
means have been estimated, i.e., on their estima-
tion variances or on the estimation variance of their
difference. The latter is given by:

2 1
2 Sw o, Sy
2. =W W 9
ai =t o, [5]

where n1, and n; are the numbers of observations from
which the means in classes 1 and 2 derive, and s is
the variance within the classes, assumed to be
common. If n; = n; then the variance of the differ-
ence is simply twice the estimation vanance of the
individual means.

Equation [9] shows two features. One is that the
larger the variance is within the populations, the larger
the variance between the means is and the less likely can
a difference be established as significant. The second is
that larger samples result in smaller variances and
hence more sensitive comparisons. If the samples are
large enough any soil can be established as differ-
ent from almost any other for whatever property of
interest.

The significance test is valuable in preventing false
claims on inadequate evidence. Thus, a result might
be summarized as:

The mean measured pH of the topsoil was 5.7 compared
with 6.7 in the subsoil; but because the samples were
small (or because the variances were large) the difference
was not statistically significant.

However, when a difference is deemed statistically
significant because the null hypothesis is rejected,
that does not mean that it is important or physically
or biologically meaningful. For example, the differ-
ence between an observed mean pH of 5.7 in the
topsoil and 5.9 in the subsoil would be of little conse-
quence, whatever the probability of rejecting the null
hypothesis. Also, while an investigator might regard a
difference as significant only if P < 0.05, a reader may
be willing to recognize one for which 0.05 < P < 0.1
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or, more stringently, only if P < 0.01. It is to some
extent a matter of personal choice, and if the standard
errors are reported then readers can reach their own
judgments.

Note finally that the null hypothesis is highly
implausible when horizons and different types of
soil are being compared; they are different.

Transformations

It is often desirable to transform data to their square
roots, or logarithms, or by other more elaborate
functions. One reason for doing so is to obtain a
new variate that approximates some known distribu-
tion, preferably normal (Gaussian) so that the usual
parametric tests of significance can be applied.

The most serious departure from normality usually
encountered with soil data is skewness, i.e., asym-
metry, as in Figure 3a. The normal distribution is
symmetric, its mean is at its center (its mode), and
the mean of the data estimates this central value
without ambiguity. The mean of data from a skewed
distribution does not estimate the mode, nor does the
median (the central value in the data). The meaning of
the statistics can be uncertain therefore. A second
feature of skewed data is that the variances of subsets
depend on their means. If the data are positively
skewed (again the usual situation) then the variances
increase with increasing mean. This is undesirable
when making comparisons. Third, estimation is ‘inef-
ficient” where data are skewed; that 1s, the errors are
greater than they need be or, put another way, more
data are required to achieve a given precision than
would be if the distribution were normal. Transform-
ing data to approximate normality overcomes these
disadvantages. We achieve symmetry and hence
remove ambiguity concerning the center. We stabil-
ize the variances, and we make estimation efficient.
The second of these is perhaps the most important.

No real data are exactly normal; all deviate more or
less from normality. We have therefore to decide
whether to transform them. This is best done by judi-
cious exploration of the data aided by graphic display.

If a histogram looks symmetrical it can have super-
imposed on it a normal curve computed from the
mean and variance of the data. The normal curve
has the formula:

3

(z— )
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where y is the probability density. Scale it to fit
the histogram by multplying by the number of

observations and by the width of the bins. If the
curve fits well then there is no need to transform the
data.

If the histogram is skewed then the skewness coef-
ficient, 4,, can be computed in addition to the mean
and variance. This dimensionless quantity can
be obtained via the third moment of the data about
their mean:

(11]

A symmetric histogram has ~,=0. Values ot v,
greater than O signify positive skewness, 1.e., long
upper tails to the distribution and a mean that exceeds
the median, which is common. Negative values of 7,
signify negative skewness and are unusual.

If v, is positive and less than 0.5 then there should be
no need to transform the data. If 0.5 < v; < 1 then it
might be desirable to convert the data to their square
roots; and if v; > 1 a transformation to logarithms is
likely to give approximate normality.

The following example illustrates the situation.
The data, which are summarized in Table 2, are 433
measurements of available phosphorus, P, in the top-
soil. Their skewness coefficient is 3.95, i.e., they are
strongly positively skewed, and this is apparent in
their histogram (Figure 3a). Transforming to loga-
rithms makes the histogram (Figure 3b) more-nearly
symmetric, and, as the skewness in the logarithms is
now only 0.34, the transformation seems satisfactory.
Further, the normal curve appears to fit well.

Figure 4 shows how the transformation stabilizes
the variances. In Figure 4a the variances of subsets of
44 from the full set of data on phosphorus are plotted
against the means. Evidentiy, the variance increases
strongly with increasing mean. Converting the data to
their logarithms produces a result in which there is
virtually no relation (Figure 4b).

These simple functions change only the general
form of the distribution; they do not change the detail.

Table 2 Summary statistics of 433 values of available phos-
phorus measured in a survey of topsoil. Values of \2, with 18dt
are added for the hypothesis that the data or their logarithms are
from a normal distribution

Scale
Statistic P(mgl ) LogsoP
Mean 4.86 0.548
Variance 26.52 0.1142
Standard deviation 515 0.338
Skewness 395 023
e 368.2 26.7
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Normalizing the detail requires a more elaborate,
normal score transform.

Analysis of Variance

The analysis of variance is at once one of the most
powerful and elegant techniques in statistics. Its basis
is that variances are additive and that the total vari-
ance in a population is the sum of the variances
contributed by two or more sources. Working from
the design of an investigation, it analyzes the data by
separating the contributions from those sources and
estimating the variances in them. Designs vary from
the simple to highly complex, but all embody the
same principle.

Here, two of the simplest designs are considered,
such as appear in Figure 2. An investigator wants
to know how manuring improves crop yield in the
field. He or she has several (k) treatments, e.g., noth-
ing (O), dung (D), industrial waste (W), and a com-
plete artificial (NPK) fertilizer (F). The researcher
replicates each #2 times by assigning them completely
at random to plots of equal size. Figure 2a shows
how the experiment might be layed out with =35
replicates. The investigator applies the treatments,
grows the crop, and measures the yield at harvest,
designated z.

The rtotal variance in the yields in the experiment,
53, comprises variance from two sources, namely that
between the treatments, s3, and that within them, s/,
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Figure 4 Graphs of variance against mean for 10 subsets of 44
phosphorus data (a) on the original scale in milligrams per liter
and (b) after transformation to common logarithms.

and s} — s + sw. The total variance is estimated by
Eqn [4]. The variance within any one treatment is
estimated by the same formula but for only those
data in that treatment. Pooling estimates for all treat-
ments gives si,. 1o complete the analysis, a quantity B
can also be computed:

& s
— Zn,‘(ii—i)‘

=1

B =

[12]

b

where #; is the number of plots in the ith treatment, z;
is the mean of the ith treatment, and Z is the general
mean of the data. The computations are set out in
Table 3. Finally, the analysis leads to a test of signifi-
cance. The ratio F = B/ W is computed, the distribu-
tion of which has been worked out and tabulated for
degrees of freedom k& — 1 in the numerator and N — k
in the denominator. If F exceeds the tabulated value at
probability P=0.05 (or P=0.01 or P-0.001,
according to choice), the treatments are judged to
have produced significant differences.

In the simple experiment illustrated in Figure 2a, all
n; are equal to 5, so that n; can be replaced by n=15,
and N =mk =5 x 4 = 20. Things do not always go as
planned, however, and if some of the plot yields are
lost then the »; can vary from treatment to treatment;
and the more general formulae in Table 3 will take
care of that.

The sotl might vary across the experiment system-
atically, so that there is trend, or in an apparently
random way at a coarse scale. This variation could
swell the residual variation and so mask that due to
the treatments. It can be taken into account by
blocking. The » replicates are now arranged in m
blocks such that in each block every treatment
appears once and once only. Figure 2b shows an
example in which five blocks are laid out side by
side. The analysis follows the same procedure as in
Table 3 except that there is an additional line for the
blocks in which the sum of squares is that of devi-
ations from the block means (Table 4). The residual
sum of squares is diminished by this quantity, and,
although the residual degrees of freedom are also
diminished, the residual mean square, i.e., the re-
sidual variance, is usually less, and the experiment
more sensitive therefore.

Table 3 Table for the analysis of variance for a completely randomized design with a single classification

Source Degrees of freedom Sums of squares Mean square F
Treatments k-1 S iz - 2)? L iz -2 =8 BIw
Residual N-— k (2 - 2)° MR Tz -2 =W

Total N -1 s, E‘L z; 2 s sk . 3“1(zu —2R =T
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Table 4 Table for the analysis of variance for a balanced randomized block design with a single set of treatments

Source Degrees ol freedom Sums of squares
Treatments k-1 Zf‘ Lz, z)?
Blocks m—1 ST iz - 2)?
Residual (k- 1)y x (m-1) T(IN—1)— Bk -
Total N STz

Mean square F
k‘—‘Ef iz -z2° -8 B/ W
. )
AR -2 =M
TN 1) Btk 1) Mm 1 .
1 = Mim — 1) = W
.2 k- .2
2) P -2 =T

In soil survey, different classes of soil replace treat-
ments. In the simplest cases, each class is sampled at
random, and the #; are rarely equal, either because it
is difficult to obtain equal representation or because
sampling is deliberately in proportion to area so as to
maintain a fairly constant density. Effectively the
classes are weighted in proportion to the areas they
cover. F = B/W can still be computed, and tested for
significance, but, as above, this is less interesting than
the differences between the means.

The variance between treatments or classes, s3 can
be obtained from B. The latter combines variation
both from between treatments or classes and within
them:

B=n5i+52w [13]
if n; = n for all i. Rearranging then gives:
si=(B - sy)/n (14]

If the #; are unequal then # is replaced by »”, given

by:

&
. 1 N - Eiﬂl ”J;

= 15
k-1 N [15]
and:
3= (B %)/ [16]
Fixed Effects, Random Effects, and
Intraclass Correlation
The value s% obtained as above estimates

Zfﬂ(/‘i — 1)?/(k — 1), where y; is the expected value
of treatment or class 7, and p 1s the expected value in the
whole population. In designed experiments, in which
the effects are fixed by the experimenter, s is of little
interest. In soil survey, however, where it is often a
matter of chance which classes are actually sampled,
the differences i, — u are subject to random ftluctu-
ation. In this event, s% estimates the variance, o3,
among a larger population of means and is termed
a ‘component of variance,” which is of considerable
inrerest.

The between-class variance expressed as a propor-
. . 9 2 . .
tion of the total variance, a3 + 0%, is the intraclass
correlation, p;:

7

= - 17
Fi a%'*'o_:v [ |

which is estimated from the analysis of variance table

by:

s B-W

= = 18]
I+l TBi(r LW

]

The intraclass correlation has a theoretical maximum
of 1 when every class is uniform. In practice there is
always some variation within classes, and so p; never
attains 1. The minimum of p; is zero, when s}, = 0.
The calculated estimate of g; can be negative, because
B < W, and is usually best explained by sampling
fluctuation.

Covariance, Correlation, and Regression

The relations between two variables can be expressed
by correlation and regression.

Covariance

The covariance of a pair of variables, y and z, is
estimated from data in a way analogous to the
estimation of the variance, Eqn [4], by:

Cyy = ﬁ—f__li{}’; —yHzi -z} [19]

where ¥ and Z are the means of y and z, respectively.
Covariance is not easy to envisage, especially if y and
z have different dimensions. The relation may be
standardized by converting it to correlation, below.

Carrelation

The correlation between two variables, strictly the
linear correlation, or the product-moment coefficient
of linear correlation, is a dimensionless quantity, usu-
ally denoted by p for the population parameter. Its
estimate, r, is obtained from the covariance by:
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Figure 5§ Scatter graph showing the relations between two
variables Y and Z for which the correlation coefficient, r, is
0.699. The symbols are the observed values, the solid line,
labeled 'P," is the principal axis, with gradient 0.844, equivalent
to an angle of 40.1  to the horizontal. The dashed line shows the
regression of Y on Z with gradient by >=10.621; and the dotted
line shows that of Z on Y, for which b, >=0.788, giving it a
gradient of approximately 1/b7 y=1.268.

o = —F== (20]

where 512, and sf are the estimated variances ot y and
z. The coefficient was proposed by Karl Pearson,
and for that reason it is often called the ‘Pearson
correlation coefficient.’

The coefficient is effectively a standardized version
of the covariance. It measures the extent to which
the data, when plotted as one variable against the
other in a scatter graph, depart from a straight line
(see Figure 5). It may vary between +1, signifying
perfect positive correlation, and — 1, for perfect nega-
tive correlation. Intermediate values indicate depart-
ures from the straight line, as in Figure 5, for which
r=0.699. In general, positive values of r indicate the
tendency of y and z to increase together, whereas
negative values arise when y increases as z decreases.
A value of zero represents no linear relation.

Notice that the statistic refers specifically to linear
correlation. The relation between two variables
might be curved; the absolute value of r would then
be necessarily less than 1 regardless of any scatter
about the curve.

When the data, y;, z,, i=1, 2,..., N, are from a
sample, then ¢,  and r,, estimate corresponding

population paramecters, cov,; and p,.. If the dara
can be assumed to be drawn from a bivariate normal
distribution then one can test r for significance. One
computes Student’s ¢t with N — 2 degrees of freedom:

rvN -2
V-
The probability of this value’s occurring on the null

hypothesis that p = 0 can then be computed or looked
up in a table of ¢.

(21]

Spearman rank correlation Where the distributions
of the underlying variables are far from normal, the
Pearson coefficient can be replaced by the Spearman
rank correlation coefficient, usually denoted rs. The
values of each variable are ranked from smallest
to largest and given new values 1, 2,..., N. The
correlation coefficient is then computed by applying
eqns [19] and [20]. Alternatively, one may take the
differences, d;, i=1, 2,..., N, between the ranks and
compute:

Y
N(NZ-1)"

rg = [22]

Many soil variables observed in the field, such as
grade of structure and frequency of mottles, are
recorded as rankings rather than measured. In these
circumstances the correlations between them can be
expressed by the Spearman coefficient, whereas the
Pearson coefficient would be inappropriate. Also, in
these circumstances, tied ranks in any large set of data
are inevitable, and Eqgn |22] must be elaborated. The
coefficient can be calculated in various ways, but
from Eqns [19], [20], and [22] can be derived:

ro= Z}\;l()ﬂ ~3) ;\—I-I Ty + Z,N 12— 2) - Z.N_. T.: - Z;\LI d
2 {0r-5 - X T -2t -2 T
23]

in which:

!

12

L~ 1)

T; = [24]

where #; is the number of observations tied at rank 1.
For small samples, r¢ is somewhat less sensitive

than the Pearson coefficient in that larger values are

necessary to establish statistical significance.

Regression

Regression treats the relation between two variables
in a somewhat different way by designating one of
them, y, as depending on the other, z, represented by
the equation:
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y =3+ 32 (25]

The underlying rationale is often physical. For
example, How is the soil’s strength changed by
additions of gypsum? Known amounts of gypsum
can be added to the soil, the resultant changes in
strength measured, and from the data how much on
average the strength is changed by each increment in
gypsum added can be estimated. The Gauss linear
model can be adopted for this purpose:

Vi= 0+ 5zt € [26]
where y; is the value of the random dependent vari-
able, Y, here strength, in unit i, z, is that of the inde-
pendent variable, added gypsum, and ¢, is random
error term that is uniformly and independently dis-
tributed with variance o?. The quantities 8y and 8,
are parameters of the model and are estimated as
follows:

FI z?gi [27]
and:
Bo=3-Biz 28]

Equation [27] gives the rate at which strength
changes in response to increments in gypsum. The
quantity 3, in Eqn [28] is the intercept at y=0 and
is likely to be of subsidiary interest. Together 3, and
3, may be inserted into Eqn [25] for predicting un-
known values of Y if we know those of z:

§="050+ bz 29)
The procedure minimizes the sum of the squares of
the differences between the measured values y;, i =1,
2,..., N, and those expected from Eqn [25], y;:

1 & .2
Y= mZ()’i - 9) [30]
=1

A somewhat different situation is common in soil
survey. In it we sample the soil without knowing in
advance what values we shall obtain for the variables
of interest. For example, we may measure both cation
exchange capacity, CEC, and clay content, and we
may regard CEC as depending in a physical sense on
clay content. The data on both variables now contain

random components, and for this reason we desigiate
them with the capital letters, Y and Z, respectively.
We may express the relation as the regression of CEC
on clay and estimate the parameters in the same wvay
as for the Gauss linear model. In doing so we asign
all the error to CEC and minimize the sum of squ:res,
s34, as in Egn [30]. The purpose is now predicion,.
i.e., prediction of CEC, knowing the clay content We-
could equally well compute the regression of cla' on
CEC. The roles of Y and 7 are reversed, anc we-
minimize:

[31]

where:

=0, +8y 32)
The primes attached to /3;) and ,B”] signify that these:
quantities refer to the regression of Z on Y, and that
they are different from those for the regression of Y om
Z. In other words, the line defined by Eqn [29] difers
frecm that defined by [32], as Figure 5 shows. The:
correct line to choose depends on which variatle is
to be predicted. To predict y from z, Eqn [29] is wsed;;
to predict z from y, Eqn [32] 1s used.
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Introduction

QQuantitative field-scale descriptions of water flow
and chemical transport in the unsaturated (vadose)
zone are essential for improving the basic understand-
ing of the transport process in near-surface geological
environments, and for providing predictive tools
that, in turn, will be used to predict the future spread
of pollutants in these environments. One of the dis-
tinctive features of a natural formation at the field
scale is the spatial heterogeneity of its properties that
affect flow and transport. This spatial heterogeneity
is generally irregular; it occurs on a scale beyond the
scope of laboratory samples and has a distinct
cffect on the spatial distribution of solutes, which
results from transport through the formation.
A fundamental question is that of how to develop
predictive models that may incorporate the impact
of field-scale spatial variability of the formation
properties on vadose-zone flow and transport.

Modeling Flow and Transport in
Unsaturated, Heterogeneous Soils

The starting point in modeling soil water flow is the
uncertainty in the soil properties thart affect flow and
transport (because of their inherently erratic nature
and the paucity of measurements). This uncertainty
generally precludes the use of the traditional, deter-
ministic modeling approach for the prediction of flow
and transport on the field scale. In an alternative
approach, uncertainty is set in a mathematical
framework by modeling the relevant soil properties
as random space functions (RSFs). As a consequence,
the flow and transport equations are of a stochastic
nature, and the dependent variables are also RSFs.
The aim of the stochastic approach, therefore, is to
evaluate the statistical moments of the variables of
interest, given the statistical moments of the forma-
tion properties. In general, this is a formidable task
and usually its scope is restricted to finding the first
two moments. To simplify matters, it is common to
treat each of the soil properties, as well as the various
flow-controlled attributes, denoted by p’(x), where
x = (x1,X2,x3) is the spatial coordinate vector, as sta-
tionary, characterized at second order by a spatially
invariant mean, P=<p'(x)>, and a covariance,
Cop(x', X") = <p(x')p(x")>, in which p(x) =p'(x) - P,

that depends on the separation vector £ = x’ — x”, and
not on x’ and x” individually.

Under unsaturated flow conditions, the analysis is
further complicated by the fact that the relevant flow
parameters — hydraulic conductivity, K, and water
capacity, C, which depend on formation properties -
depend also on flow-controlled attributes in a highly
nonlinear fashion. Consequently, under variably sat-
urated conditions, the evaluation of the effects on
flow and transport of spatial variations in the forma-
tion properties is extremely complex; it requires
several simplifying assumptions regarding the consti-
tutive relationships for unsaturated flow, the flow
regime, and the spatial structure of the formation
heterogeneity.

The focus here is on transport of conservative, non-
reactive, nonvolatile solutes, under steady flow and in
the absence of plant roots. Furthermore, the emphasis
is on formations, for which the spatial distribution
of their properties can be modeled by a unimodal
distribution with a spatial correlation structure char-
acterized by a covariance with a single, finite-length
scale. It should be emphasized, however, that the
theoretical framework described here can serve as a
basis for more complicated situations, including tran-
sient water flow, transport of reactive solutes, and
multiple-length scale, heterogeneous formations.

Quantification of solute transport in partially sat-
urated, heterogeneous porous formations may be
accomplished with a two-stage approach, which com-
bines a stochastic continuum description of the
steady-state flow with a general Lagrangian descrip-
tion of the motion of an indivisible particle of a
passive solute that is carried by a steady-state flow.
The first stage involves relating the statistical
moments of the probability density function (PDF)
of the velocity to those of the properties of the forma-
tion, while the second stage involves relating the stat-
istical moments of the particle displacement PDF to
those of the velocity PDF.

Stochastic Analysis of the Flow

A first-order perturbation approach is used here in
order to obtain the first two statistical moments of the
PDF of flow-controlled attributes, i.e., the pressure
head, v, the log-unsaturated conductivity, logK, the
water flux vector, q', the water saturation, O, and,
concurrently, those of the Eulerian velocity vector, o',
for given statistics of the formation properties. The
following assumptions are made:
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1. The heterogeneous formation has a three-
dimensional structure with axisymmetric anisotropy,
and the flow domain is variably saturated and
unbounded;

2. The local steady-state unsaturated flow obeys
the Darcy law and continuity, which, if local isotropy
is assumed, reads:

8
9i(x) = ~ K(#.x) Z;J(cX)
(%) _ oy i-1.2.3 1

0xi

where g/ (i=1,2,3) is the water flux vector,
@ = —x, - is the hydraulic head, x is directed verti-
cally downward, and the Einstein summation conven-
tion 1s used in eqn [1] and elsewhere;

3. The local relationships between K and v
(considered here as a positive quantity) and © and v
are nonhysteretic and are given by the Gardner-
Russo model, i.e.,

K(v,x) = K¢(x)exp[—a(x)1] [2a]

Sy, x1= {exp

| 1 2/(m' +2) .
—iu(x)fg/}”] +Et;v(x)z,/;]} (2b]

where K is saturated conductivity, ="' is a par-
ameter of the formation, A is the macroscopic capil-
lary length scale and m' is a parameter, selected here as
m’'=0;

4. Both logK, and loga are multivariate normal
(MVN) RSFs, ergodic over the region of interest,
characterized by constant means, F=E[logK,] and
A = Elloga], and by covariances Cg(§) and C,.(§),
respectively, and cross-covariance, Cg,(§) given by:

Copl€) = o.exp(—€) 3]

where f and a are the perturbations of logK, and loge,
respectively, p=fora, p"=f, a, or fa; & = (x—x")/1,,
is the scaled separation vector, £ = |€'l; o7 and o2, and
Ie=(If,Ii2,13) and 1, = (1,4,1.5,1,3) are the respective
variances and correlation scales of logK, and loga, o7,
is the cross-variance between perturbations of logKj
and loga, and Iy, = 2L/ (I + L,);

5. The porosity, ¢ is constant and uniform
throughout the formation.

Use of the aforementioned assumptions under ergo-
dic conditions, by elimination of q' from eqn [1],
expression of the various parameters and variables
on the right-hand side (RHS) of egn [2a] in terms of
means and perturbations, 1.e., logK, = F+/,
logv=A+a, vv=H+h, and use of the Taylor ex-
pansion with first-order terms retained, gives the

first-order perturbation approximation of the steady
flow equation as:

»’h b
8xiz F(Zjl ‘Q'H}('.)xi j!{L op)la
af Ja ‘
il o= — ] =0, =1.2.3 4
+J (b‘xi rHoxi) i=1 4

where ' =exp(A) is the geometric mean of o,
Ji=0(-H — x)/0x; (i=1,2,3) 15 the mean off
the head-gradient vector and 4); (1=1,2,3) is the
Kronecker delta.

On the assumption that the flow is gravity-
dominated, i.e., the mean pressure-head gradient is
zero so that the mean head-gradient, J;, is given bv
Ji=6i, (i=1,2,3), the exact solutions of eqn [4] in
terms of the (cross-)spectral relationships between
the RSFs of f, a, and b, which are obtained by using
Fourier-Stieljes integral representations, are:

. R [Cig(k) + T2H?Cya(k) — 2T HC, (k)
Chh(k) = b4 4 FZI\’% t [5]
. ki(Lky — k%) (Ci(k) - THC,, (k)]
" k4 IR
VA o _ a

k* + [k

where ;' is the imaginary unit, k = (k,,k»,k;) is the
wave number vector, £ =1k |, and the inverse Fourier
transform of the covariance of the formation pro-
perties, C, () (eqn [3] with p=logK, or loga), is
given by:

& o= ol IpaIps
PP w21+ I2 k2 + I,k + 1§3k§)2

8]

In a similar way, if the variables on the left-hand-
side (LHS) of eqns [1] and [2b] are expressed in
terms of means and perturbations, ie., ¢ =Q+q
and © =S + s, respectively, and the Taylor expansion
is used with first-order terms retained, the (cross-)
spectral relationships between the RSFs of f, a, b,
and s, and f, a4, b, and ¢ (i=1,2,3), which

are obtained by using Fourter-Stieljes integral
representations, are:
(-:“(k) = Bz{chh(k)

+ Hzé.m(k) + H{Ch(k) -+ th(k)}} [9]
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Cantky = B[Chtk) + HCpy (k)] 110]

C.itk) = B[Cpi(k) — HCy,y (k) [11]

Cn(kJ - B[Cha(k) - HC;\;\(k)] [12‘}

Cy, (k) = K2{83id0, [Cy(K) + (TH)* Caa(k) + 2THC, (K)]
+ 80T + k) (Cin (k) + THC (k)]
+ 610~ [k ) (Cip(k) + THC, (k)]

FouoMt + k) C(k)) ij=1.2.3 [13]
where B==(1/4) I""H exp|—(1/2)TH], K,=exp(Y) is
the geometric mean conductivity, and Y=F — I'H is
the mean of logK. Note that because v=H -+ h is a
function of water saturation, the {(cross-)spectra
Con (k) (2, n=f, a, b, s; eqns [5-7] and [9-13])
depend on saturation. This dependence, however, is
omitted for simplicity of notation. Furthermore, for
H — 0 (and ' — 0), the RHS of egns {9-12] vanish,
while eqns [5], 6], [7], and [ 13] reduce to their coun-
terparts associated with steady flow in saturated
formations.

The (cross-)covariancces, C,;,,(€) associated with the
(cross-)spectra C,,(K) (m, n=F,a,b,s; eqns [5-13]),
are then calculated by taking the Fourier transform of
the respective Cmn(k), le.:

. Y

Cxp( jl k- ‘f)cnm(k)dk

Y

Con(£) = [\ [14]

L

Scaled forms of the pressure-head covariance, C,

(§):Chh(§)/lfvo;’7, independent of water saturation,
O, are illustrated graphically in Figure 1 as functions
of the scaled separation distance in the direction par-
allel to the mean flow, E’, =&/, (Figure 1a, c), and
in the direction perpendicular to the mean flow,
& =&l (Figure 1b, d), for selected values of the
length-scale ratios, y=MI, and p=1L/I,, where
Iy=Iy =1, and I,=Ip=I3=1,=1,;. Here o}
and I,,=1I;, are the O-dependent, logK variance
and correlation length-scale in the vertical direction,
respectively, given by:

X0

; =0 + "H’o; — 2THo}, — Toy, [15a]

o

. oty + P22, - 2THa? Ly — 12 [ Gunl€,.0.0)dé,
" ol + T*H2al - 2UHo}, - Io;,

[15b]

and ap = Cy(0) is the variance of the pressure-head
perturbations.

Note that the correlation length-scales, I, and Iy,
determine approximately the distances, parallel and
perpendicular to the mean flow, respectively, at which
property variations cease to be correlated. On the
other hand, the macroscopic capillary length-scale,

n=100 n=>5
a b
2 I\ 50 | | © hm 850
Yﬂ'
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Figure 1 Scaled pressure-head covariance, C,’m. independent of mean water saturation, S, as a function of the scaled separation
distance parallel, E', (a and b), and perpendicular, .5’2 (c and d) to the direction of the mean flow, for selected values ot ;)= 4/}, (the
numbers labeling the curves), for various values of = A/l,, and for » = #2/1? =02, 7f = 0.5, o =0, ly, =0.2m, Q/oS=1mday ' and
J =(1,0,0).
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A, determines the relative magnitude of the capillary
forces in unsaturated flow; it may be regarded as a
natural length-scale of the unsaturated soil. The
results depicted in Figure 1 show that, for given vari-
ability in the soil properties, both the magnitude and
the persistence of the pressure-head variability in-
crease with increasing p and 7. Furthermore, the per-
sistence of the pressure-head variability in the
direction perpendicular to the mean flow is larger
than thart in the direction of the mean flow, particu-
larly when both p and 1 are relatively large. This can
be explained as follows: when the mean flow is verti-
cal and I, is kept constant, an increasing p expresses
an increase in the size of the typical flow barriers in a
direction normal to the mean flow; on the other hand,
an increasing 7 expresses an increase in the macro-
scopic capillary length-scale, A, i.e., a transition from
a coarse-textured soil material, associated with negli-
gible capillary forces to a fine-textured soil material,
associated with significant capillary forces. Conse-
quently, as p increases, the streamlines are deflected
less easily; similarly, as # increases, the lateral head
perturbation gradients increase. In other words, in-
creasing stratification and capillary forces are
expected to enhance the lateral dissipatation of
‘water and, concurrently, to enhance the variability
in the pressure head.

In Figure 2, principal components of the scaled flux
covariance tensor, independent of §, ie., ¢, (£)=
qui(f’)/a‘;'QZ (1=1,2,3), where QO =1Ql, are depicted
as functions of &= &/I,,, for selected values of the

n=100

length-scale ratios, n= M, and p=1,/l,. Note that
because of the assumption of axisymmetric aniso-
tropy, and for [,=/3=0, g5,(£) =q};(§). Figure 2
shows that the longitudinal component of the scaled
flux covariance tensor is much larger than its trans-
verse components, and also that both the magnitude
and the persistence of the transverse components of
the flux covariance tensor may be greater in fine-
textured soil material. However, in such soil, the
magnitude of the longitudinal component of the flux
covariance tensor increases and its persistence de-
creases. On the other hand, soil stratification may
increase the persistence of the longitudinal and the
transverse components of the flux covariance tensor,
may decrease the magnitude of the longitudinal com-
ponent, and may either increase (for p < 7/2) or de-
crease (for p>n/2) the magnitude of the transverse
components of the flux covariance tensor.

The behavior of the principal components of the
flux covariance tensor depicted in Figure 2 is ex-
plained on the same basis as above, i.e., when the
mean flow is vertical and I, is kept constant, an inc-
reasing p expresses increasing size of the typical flow
barriers in a direction normal to the mean flow, while
an increasing n expresses increasing capillary forces.
Consequently, ¢,(0) approaches unity at the small p
limit, p — 0 (which implies heterogeneity in the hori-
zontal directions only) and decreases with increasing
p, vanishing at the large p limit, p — oc (which implics
a perfectly stratified formation), while ¢/;(1=2, 3) are
nonmonotonic functions of p with a maximum at

=3

0.06

Scaled flux covariance

0.04

0.02

0 5 10 15
Scaled separation distance

20 O 5 10 15 20

Figure 2 Principal components of the scaled flux covariance tensor, g;. 7= (1,2,3), independent of mean water saturation, S, asa
function of the scaled separation distance parallel to the direction of the mean flow, {’1, for selected values of p== i//, (the numbes
labeling the curves), for various values of iy = A/l,, and for v == rrﬁ/c-r;Z 0.2, 02 =05, r1|23 =0, 4,=02m, QloS=1mday ' and J= (1 0.5,
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o= w/2, that vanishes at the small p limit, p — 0 and at
tthe large p limit, p— x. On the other hand, ¢.(0)
(i=1,2,3) increases with increasing .

When the mean flow is aligned with the x,-axis
o.nly, the first term on the RHS of the Fourier trans-
fcorm of eqn [13] vanishes for i,j = 2,3, while both its
seecond and third terms vanish at £, =0 and £, — ~.
Frurthermore, the last term is antisymmetric in £,.
C.onsequently, integration of the principal compon-
ernts of the flux covariance tensor along the &,-axis,
wvhen performed up to £,—nc, yields [;"Cq,(€)d¢, =
leafly\, and f(;C CaqiilE}dE =0, (=2 to 3), irrespect-
ivve of the value of p or 5 Hence, the decrease in g/, (0)
wvith increasing p and decreasing 7 must be com-
poensated for by an increase in the separation distance
owver which g(x,) and g,(x, + &;) are positively cor-
reelated. Consequently, the persistence of ¢/,(£;) in-
crreases with increasing p and decreasing 7. On the
onther hand, for ;=2 or i=3, the increase in the
seeparation distance over which g;(x;) and g;(x; + &;)
arre positively correlated with increasing p and 5 must
bee compensated by an increase in the separation dis-
taance over which gi(x,} and gi(x, + £,) are negatively
ccorrelated. Hence, the persistence of g, (&) (i=2,3)
increases with increasing p and 1.

Sitochastic Analysis of the Transport

A first-order perturbation approach is used here in
orrder to obtain the first two statistical moments of the
PIDF of the one-particle-trajectory for given statistics
otf the Eulerian velocity vector, u’(x), and, concur-
rezntly, for given statistics of the formation properties.
Im a general Lagrangian framework, the transport
is: described in terms of the motion of indivisible
soolute particles which are convected by the fluid. If
peore-scale dispersion 1s neglected, the trajectory of a
scolute particle is related to u'(x) by the fundamental
kimmematic relationship:

dx’ Lo
o v

for t>0,X'=a for t=0 [16]
wrhere ¢ is time, and X' = X'{(z,a) is the trajectory of a
pearticle which is at X' =a when r=0.

In order to relate the statistical moments of the
PIDF of the one-particle trajectory to those of the
veelocity PDFE, the following assumptions are em-
pHoyed: (1) Lagrangian and Eulerian stationarity and
homogeneity of the velocity field; (2) given statistics
off the velocity field; (3) small fluctuations of the
particle displacement about the mean trajectory;
amd (4) large Peclet numbers, i.e., local dispersion is
ormitted.

Under the atorementioned assumptions, for ergo-
dic conditions and for a particle of a solute injected
into the flow field at time ¢ = 0 and location x = a, the
solution of eqn [16] is:

u'(a+Ur)dr

X'(t.a) a+Uz+J
0

(17]
where U= <u'(x)> is the mean Eulerian velocity
vector.

For fixed a, the first two moments of X’ (eqn [17]),
the mean, <X'(¢#)> and, by a first-order approxima-
tion in the velocity variance, the covariance tensor,
Xi(t) = <Xi()X(t)>, (i,/ = 1,2,3), of the one-particle
displacement at time ¢, where X=X"— <X’'> is the
fluctuation, are given by:

<X'(t)>=Ut [18a]

(t =1)C,, (Ur)dr
4]

Xii(t)=2J [18b)
Here Cuij(g) =< ui(x)uj(x + g) >, (l’]: 1,2,3), the
velocity covariance tensor, where u;(x)=;(x) —
<ui(x)>= g:(x)/oS=0is(x)/6S? is the velocity fluc-
tuation, 1s given by:

K261 Cq, ()
C'le](g) = W(lsstg) +- :;szZ
- nl;; [— 611045 [Coy(£) + Cyy(—8)]
ICh(&)  , ICw(—£) |
- + 6y - 19
11 b‘fi | ()Ei [ ]
where C,(£) 1s the cross-covariance between
perturbations of logK and © given by:
Csy (f) = Csf(f) - chh (f) - FHCsa (g) [20]

Eqns [18a] and [18b] are of a general nature, con-
sistent with the linearization of the flow equation.
Furthermore, because the soil properties, logK, and
logor are MVN, logK, v, and © are also MVN. Con-
sequently, the velocity is MVN, and, by eqn [17], the
one-particle trajectory, X'(¢), is also MVN at any
time. This means that, generally, the PDF of X'{(¢)
satisfies the Focker-Planck equation and the expected
concentration satisfies the classical convection disper-
sion equation. Furthermore, under ergodic condi-
tions, the one-particle trajectory statistical moments
eqn [18], can be equated with those of the spatial
moments of the resident concentration, ¢(x;t) (defined
as the mass of the solute per unit volume of aqueous
solution) of a plume. For a passive solute which lies
at t =0, within a finite volume V,, the ith coordinate
of the centroid of the solute plume, Xf(z), and the
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moment of inertia of the plume with respect to
the xj-axis, Xi(¢) (1 = 1,2,3), are:

CXi(1)

X(t) = M () =< X, (1) > + - 21a]

X5t = { M) - M0 ) = Xuto) -

-Csx'.(t)J :
- §

21b)

where MY(#), N=1, 2, are the first and the second
normalized spatial moments of the distribution of
c(x;t) in the #ith coordinate, <Xi(t)> and X(t) are
the principal components of eqns [18a] and [18b},
respectively, and Cix;(t) = <X;(#)s(0)> is the cross-
covariance between perturbations of the ith component
of X’ and water saturation, O.

It is clear from egn [21] that, because © is spatially
variable, the velocity u'(x) = ¢'(x)/O(x) 1s nor diver-
gence-free, Le., diviu'(x)]#£0. Consequently, X¥(z)
differs from <X (t)> by the correction factor Cx;(2)/
§. This implies time dependence of the effective solute
velocity, of = d(X§)/dt = U; + Cg,;(U2)/S, where C,,;(€)
= <u;(U7)s(0)> (i=1,2,3) is the cross-covariance
between perturbations of the ith component of the
Eulerian velocity vector, u’ and water saturation ©,
given by:

Can(£) = fs% — BuCall) + 615G, (6)
;i

On the other hand, if the second term on the RHS of
eqn [215] 1s regarded as a second-order term which can
be neglected as a part of the first-order approximation,
then Xj(t) and the effective macrodispersion,
D§i(#) = (1/2)d[ X5 (t))/dt are not affected by the fact
that div[u’(x)] # 0, and are identical to their counter-
parts, X;(t) and D;(#), the principal components of
eqns [18b] and [23] below, respectively.

Note that, from a physical point of view, the ratios
Xu(t)/2t (i,=1,2,3) may be regarded as apparent
dispersion coefficients, that, for ¢t — oc, tend to the
macrodispersion tensor, D (#), (i,j = 1,2,3) given by:

-$ [22]

Dii“)

C,, (UT)dr

- LdXitt) J (ihj=1.2.3)

2 dt

n
23]

In the case of the velocity covariance tensor eqn [19),
the first term on the RHS of eqn [19] depends only on
the variability of the water saturation, ©, while the
second term on the RHS of eqn [19] depends only on

the variability of the water flux, g. The third term on the
RHS of eqn | 19] represents the effect on the velocity of
the interaction between the © and the q heterogeneities.
Inasmuch as the term 8,6 ;| Ciy(E) + Csp(—§)] 15 nega-
tive and |51i(51i|Csy(§)+csy(—§)” > = 0[ACH(E)OE] +
b1y [OCH(—EYOE,], all three terms on the RHS of
eqn [19] contribute to the variability in velocity, and,
concurrently, to macrodispersion (eqn {23]). Note
that when the mean flow is aligned with the x-axis
only, i.e., ] =(/1,0,0), the first and third terms on the
RHS of eqn [19] vanish for i=;=2 or 3. In other
words, in this case the transverse components of the
velocity covariance tensor (eqn [19]) and, concur-
rently, those of the macrodispersion tensor (eqn [23]),
are independent of the spatial variability of © and are
only influenced by its mean value, $= <O(x)>. Note
also that when the formation is saturated (i.e., when
H -0 and § — 1), and when I" approaches its small
limit, I' — 0, the first and third terms on the RHS of
eqn [19] vanish; consequently, eqn [19] and, concur-
rently, eqn [23] reduce to their counterparts associ-
ated with steady flow in saturated, three-dimensional
heterogeneous formations.

Scaled forms of the principal components of eqn
(23], D} = ¢SD;/Qo%l,,, (i=1 to 3), are presented
graphically in Figure 3, as functions of the scaled
travel time, ¥=1tQ/$SI,,, for selected values of mean
water saturation, S, and the length-scales ratios,
p=1/1, and n= NI,. Note that because of the as-
sumption of axisymmetric anisotropy, and for
J2=J3=0, D) (t)=D';(¢t). Figure 3 suggests that
the longitudinal component of the scaled dispersion
tensor is much larger than its transverse components,
particularly in formations in which p < 1. Note that
for J = (],,0,0), because of the first and the third terms
on the RHS of eqn [19], D/, is saturation-dependent,
while Df (i =2,3) are not.

The behavior of the principal components of eqn
[23] demonstrates the combined influence of the for-
mation heterogeneity, the capillary forces and water
saturation on solute spreading under unsaturated
flow. This arises directly from their effects on the
velocity covariance (eqn [19]). For given v = ai/a%_.S,
p, and 1, and when J=(],0,0), the time behavint
of D (i=1,2,3) describes a continuous transition
from a non-Ficksian to a Ficksian regime, 1.e., they
grow monotonously and linearly with # at small ¢
(¥ < 1). As ¢ increases, however, the behavior of D/,
(i=2,3) is completely different from that of D',.
The latter is a monotonically increasing function
of ¥, approaching a constant value at the large ¢
limit, ¢ — >, while D} (i=2,3) are nonmonotoric
tunctions of ¥, vanishing at the large ¢ limit.

Figure 3 suggests that in unsaturated flow, solire
spreading is expected to increase with diminishiag
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Figure 3 Principal components of the scaled macrodispersion coelfficienl tensor, D/, i=(1.2.3), as a function of the scaled travel
time, ', for selected values of p= |//, (the numbers labeling the curves), for various values of mean water saturation, S and n=Mi,

and for v = d%/0f = 0.2, 6] = 0.5, 0%, = 0, I, =0.2m, Q/pS=1m day

water saturation. This is particularly so when the
variances ratio, v =cr},:’ai1', increases. Increasing strati-
fication is expected to enhance solute spreading in the
transverse directions in formations of both fine-
textured and, especially, coarse-textured soil mater-
tals. On the other hand, increasing stratification is
expected to reduce solute spreading in the longitu-
dinal direction in formations of relatively fine-
textured soil materials. In formations of relatively
coarse-textured soil material, however, at a refa-
tively small distance traveled, increasing stratification
is expected to diminish solute spreading in the longi-
tudinal direction while the converse is true when the
travel distance exceeds a few logK correlation length-
scales. Furthermore, the travel distance required for
the principal components of the macrodispersion
tensor to approach their asymptotic values may be

', and J=(1,0,0). Note that [ (i=(2,3)) are independent of S.

exceedingly large, particularly in relatively wet
formations with significant stratification and with
coarse-textured soil material that is associated with
small capillary forces. Hence, in many practical situ-
ations of vadose-zone transport, the typical travel
distance may be small compared with the travel dis-
tance required for the solute plume to reach its
asymptotic, Ficksian behavior.

Summary

Before concluding, it 1s worthwhile emphasizing the
limitations of the approach presented here. One limi-
tation is due to the small-perturbation, first-order
approximations of the velocity and the displacement
covariance tensors, as a consequence of which the
results are formally limited to formations with a2
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smaller than unity. Other limitations stem from the
fact that the calculations, which rely upon the assump-
tion of ergodicity, are also restricted to conditions of
constant mean-head gradient. The assumptions
regarding the spatial structure of the formation {expo-
nential covariance with axisymmetric anisotropy), the
statistics of the relevant formation properties, and
the flow-controlled attributes (statistically homoge-
neous), the local flow regime (steady-state flow), the
local constitutive relationships for unsaturated flow
(Gardner-Russo model), and the transport (Lagran-
gian stationarity, the neglect of both the fluctuations
of the particle displacement about the mean trajectory
and pore-scale dispersion), might also limit the applic-
ability of the results of this approach. Nevertheless,
the results of the first-order perturbation analysis are
sufficiently reliable to indicate appropriate trends.

Most of the stringent assumptions of the first-order
perturbation approach may be relaxed by using a
numerical approach, which, in general, combines a
statistical generation method that produces realiza-
tions of the heterogeneous formation properties in
sufficient resolution, with an efficient numerical
method to solve the partial differential equations
that govern flow and transport in heterogeneous,
variably saturated formations. However, the com-
plexity and high degree of nonlinearity of such
flow, compounded by the serious numerical problems
which may be encountered when dealing with steep,
spatial-head gradients, and the requirement that grid
blocks must be much smaller than the length scale of
the heterogeneity, all lead to a numerical problem
of extreme difficulty which might demand a formid-
able computational capacity. This might substantially
limit the capability of the numerical approach
to solve flow and transport problems on a large,
field scale.
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Concept of Stress

The concept of stress is the most fundamental concept
of continuum mechanics and elasticity theory.
When a body is subjected to external forces, it experi-
ences deformation (strain) and stress. Consider a
rectangular, parallelepiped-shaped volume element,
ABCDEFGH, oriented such that its face BCGF s
perpendicular to the X, axis; the face CDHG is per-
pendicular to the X, axis; EFGH is perpendicular
to the X3 axis; and where X;X,;X; represents a
right-handed Cartesian coordinate system such that
the X; axis is vertical (Figure 1). Let AF;, AF,, and
AF; respectively represent forces acting on these
surfaces. Then the force per unit area acting on
these surfaces (i.e., Ty, Ty, and T3, respectively) as
the size of the surface shrinks to zero can be
represented by:

T, = AF;/(AyA3) [1a]
T = AR /(A1A3) [1b]
Ty = AF3/(A4,) (1c]
X3
Faa ‘ﬂFS H
1‘332
/I‘
31 T3 Ak,
1/
¢ o X;
A o2 Sr-—
F G D
=41 AF;
Ay 1»/‘_ Ay
a T2
a1
B
X, Ag ¢
Figure 1 Components of a slress tensor.

in the limit A}, As, and Aj; approach zero. In Eqis
[Ta]-[1c], A, As, Aj are the linear dimensions of
the volume element in X,, X5, and X; direction:s,
respectively.

These three vectors can be decomposed along the
coordinate axis as follows:

T, = o1 + ol + 0313 [23|
T, = (Tllil + 2217 + 72313 [2 b]
T3 = o311 + 03213 + 03313 2¢]

where 1, i», and 13 are unit vectors along the co-
ordinate axes X,, X,, and Xj, respectively. The
components of these stress vectors Ty, T», and T3,
form the elements of the stress tensor o], which is

written as:
g o O’m_l
o] = | 021 22 23 3]
031 032 733

The diagonal terms of this stress tensor are known as
‘normal stresses’ and the off-diagonal terms are
known as ‘shear stresses.” Figure 1 shows the various
components of the stress tensor. As is usual in soil
mechanics, compression is considered to be positive.
Moreover, the subscripts of stress tensor component
a;; are chosen so that the first subscript, ‘i, indicates
the direction of the surface normal on which the
stress component acts and the second subscript, ‘j,’
indicates the direction along which the stress com-
ponent is directed. Thus o3 indicates that this
stress component acts on the surface whose normal
is along the X, axis (i.e., BCGF) and o3 is directed
in the X3 direction. In the absence of body couples,
o, = oji, thus making the stress tensor symmetric.
(Body couples, or distributed moments within the
body, arise from the action of an electric field on
polarized matter or the action of a magnetic field
on magnetized particles. Such couples are not a con-
cern in most mechanics problems and are ignored
here.)

The first invariant of the stress tensor {the sum of
the diagonal terms or the trace of the stress tensor,
which does not change under a coordinate transform-
ation) is related to the hydrostatic, spherical, or
octahedral normal stress. It is given by:

L =tlo) =a + a0+ 0335 = 30, = 300a 4]
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where [, s the first invariant of the stress tensor, ay, is
tc hydrostatic stress, and o, 1s the mean octahedral
normal stress. Mcan pressure or bulk stress, p, is
given by the mean of the diagonal elements, i.e.:

=0, =04 [5]

The stress tensor can be decomposed into two parts
in the tollowing manner:

“on o o p 0 0
oy 0w o |=|0 p Ol
T 03 033 0 0 p
‘011—17 a12 o
+ 021 T2 — P T3
03] T332 a3z —p

The first tensor on the right-hand side is known as
the ‘hydrostatic’ or ‘spherical stress tensor,” and the
second tensor is known as the ‘deviatoric stress
tensor’ [S]. The second invariant of the stress tensor
is related to the octahedral shear stress, 7,,,, and is
given by:

Jan = 1/6[(01) — a22)* + (022 — 733)*
+ (o33 — UII)Z] + U_:z + Ui; + "'%3 [7]

where we have utilized the fact that the stress tensor is
symmetric. The relation between octahedral shear
SLIESS, Toup, and [y is given by:

Toct = [2/3 Jan]"? [8]

Thts second invariant of the deviatoric stress tensor or
the related quantity 7, plays an important role in
describing the yield behavior in soil mechanics. In
some cases the third invariant of the deviatoric
stress tensor is also used to represent the yield behav-
ior, such as in the extended Drucker—Prager yield
criteria.

Principal Stress

For the symmetric version of the stress tensor [o]
given in Eqn [3[, which is associated with the coordin-
ate system shown in Figure 1, it is always possible to
locate a set of mutually orthogonal planes along
which all shear stress components will be zero, leav-
ing only the normal components of the stress tensor.
These normal components of stress tensor are known
as principal stresses, the planes are called principal
planes, and the normal vectors associated with these
planes are known as principal axes or directions. If

oy

Oo=03 =9 +—— Op=03

T

oy

Figure 2 Cylindrical state of stress in soil mass.

the principal axes are taken as the reference axes, then
the stress tensor given in Eqn [3] becomes:

(o] 0 0
g]=10 o O 9]
0 0 a3

where o, 75, and o3 are known as ‘principal stresses.’
The largest (in magnitude) of the principal stresses is
known as the ‘major principal stress,’ the smallest one
is known as the ‘minor principal stress,’ and the other
one is known as the ‘intermediate principal stress.” In
terms of principal stresses, the second invariant of
stress tensor and 7., become:

Jw = 1/6[(a

For example, consider a cylindrical body of soil under
a triaxial loading situation, as shown in Figure 2. For
this case, oy, and o, = 73 are the principal stresses.
This example will be used throughout this discussion.
The mean hydrostatic stress and the octahedral shear
stress are given by:

01)2 i (o) m)2 | (04 01)2] [10]

p=(m +20’3)/3 [l]]
1/2 £y
Too = (%jll)) = _\‘/32((7] — 73) [12]

In soil plasticity theory, often the deviator stress
g=1(0o,—3)=(3Jop)"? is used to describe shear be-
havior, and mean hydrostatic pressure, p, is used
to describe volumetric compression.

Effective Stress

In soil mechanics usually effective stress rather than
the total stress is used in constitutive relationships.
For saturated solls, effective hydrostatic pressure, p.,
is defined as the difference between the total
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hydrostatic stress, p,, minus the pore-water pressure,
Uy (1.6, P=Deti = P¢ — #y). For unsaturated soils the
effective pressure is a function of soil suction or soil-
moisture tension. The effective stress in unsaturated
soils may be represented by:

Pett = Dr — 43 + x{#a — tty} [13]
where u, is pore air pressure and x depends on water
content. Often it is taken as a fraction of unit cross-
sectional area of soil occupied by water. However,
this is problematic from a continuum mechanics and
thermodynamic point of view. There is a need to treat
unsaturated soil as a four-phase medium consisting of
air, soil particles, water, and ‘contractile skin’ which
separates air from water. Instead of using a single
effective stress as given in Eqn [13] to define the stress
state of soll, it is possible to use two different stress-
state variables: net stress (p, — u,) and matric suction
(11, — u,,). The additional stress-state variable, matrix
suction, is related to soil-moisture content through
the soil-water release characteristic, which s
regarded as an important constitutive function.

A total stress approach has been used to determine
critical state parameters for unsaturated, agricultural
soils. This method is acceptable as long as it is recog-
nized that the material parameters are treated as a
function of soil-moisture content. Unsaturated agri-
cultural soils can be modeled in terms of total stress as
long as the effect of unsaturated conditions is duly
recognized. Thus the effective hydrostatic pressure,
Pest (i.€., P = Pegr), 15 used for saturated soil, and total
pressure, p, (1.e., p = p,), is used for unsaturated soil.

Concept of Strain

When a body is subjected to external forces, it experi-
ences deformation. The ratios of these deformations
to the respective original dimensions are known as
‘strain.’ Thus, if a slender rod of length L is subjected
to a uniaxial compressive load, its length will de-
crease, leading to a compressive strain of e, =u/L,
where u is the decrease in length (Figure 3). This is
known as the ‘Cauchy strain.’

This concept can be easily extended to three dimen-
sions. Just as in the case of stress, it is possible to
represent the strain experienced by any body under
the generalized external forces in terms of a strain
tensor, |€] as follows:

€11 €12 €13

[E] = €21 €22 €23 [14]
€31 €32 €33

where each ¢ is known as a normal strain if i = and

known as a shear strain if ; # j. If there are no body

F

Figure 3 A slender rod under compressive axial strain.

moments, then ¢;; = ¢;. This gives six strain compon-
ents for a three-dimensional case. The subscripts 7’
and ¢/ have the same implications as they did in the
case of the stress tensor described above. If strain
levels are small, these strain components can be
expressed as:
du Ouy
=] e =z—F €
Oxq ox)
1 (9141 3u2\ 1 8u1 Bu3
en=sla—+ta—} es=35l—+
2 X2 69(.'1 2 8x3

1(0uy  Buy)

0 =3\ox,  oxs)

where #y, u;, and #; and deformations of the body
along three mutually orthogonal, rectangular coord-
inate system axes such as those in Figure 1. It is a
common practice in engineering to use engineering
shear strains, 7;;, which are related to ¢; as follows:

(16]

o 8u3
3T ax_;

€11

0x1 ’
(15)

Ti = 26

The first invariant of the strain tensor, I} =tr (€)=
€1+ € +¢3=¢, is known as the “volumetric strain.’
Just as in the case of stress tensor, it is possible
to decompose the strain tensor into two parts as
follows:

FIl €12 €3 /3 0 0
a1 € a3 |=| 0 /3 0
€31 F31 €33 0 0 /3
e11 — 60/ 3 € €13
+ €21 €3 — /3 €23
€3] 3 33— 6./3
17
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The tirst tensor on the right-hand side is the volumet-
ric strain tensor and the second one is the deviatoric
strain tensor. The second invariant of the strain
tensor, Iy, 1s of particular interest and is given by:

by = 1'6[(c11 — €22) + (€22 — €33)°
2 b 2 2
+(633 =€) ]+ €7y + €33 4 €73 (18]

In engineering practice, a closely related term, ‘octa-
hedral shear strain,’ is used and is given by:

2 ¥
Yoot = [3' I m]

Principal Strain

[19]

For the symmetric version of the strain tensor given
in Egn [14], which is represented in the X,X,X;
coordinate system, it is always possible to find a set
of three mutually perpendicular planes along which
all shear-strain components will be zero. The direc-
tions normal to these planes are known as principal
strain axes. In terms of the principal strains, the strain
tensor reduces to:

€1 0 O
€]l=10 e O (20]
0 0 e

where €, €3, and ¢; are principal strains. In terms of
these principal strains, the second invariant of the
deviatoric strain reduces to:

I = 1/6[(er — 2)* + (2 — ) + (&3 — )] [21]

For the example problem, shown in Figure 2,
(3 = c3. Under these conditions, the volumetric strain
becomes:

€y = €1 + 2¢€3 [22]
and the octahedral shear strain becomes:
{
2717 V2
Yot = {3 IZD] = \T(ﬁl - €3) 23]

In soil plasticity, €, and ¢ (the latter of which is given
by 2/3 (7 — €3) = V2oe) are often used to represent
soil behavior.

Vaoid Ratio and Volumetric Strain

Often volumetric strain is represented in terms of
changes in void ratio, e, which is defined as the ratio
of total pore space to the total volume of individual
solid particles, 1.e.:

[24a]

where Vy is the total volume of voids and V. is the
total volume of solid particles. The volumetric strain
€, 1s related to the changes in the void ratio by the
following equation:

de, = de

_1+€k

(24b]

where ¢; is the initial void ratio. Note that the nega-
tive sign in Eqn [24b] is owing to the sign convention
that treats compressive strain as positive.

Constitutive Laws

The constitutive law has been defined as a general
functional relationship between stress, strain, and
their rates, 1.e.:

flo,6,€6,6) =0 125]

where ¢ and ¢ represent stress and strain rates, re-
spectively. For static equilibrium conditions, the most
general linear relationship between stress and strain
tensors takes the following form:

lo] = [Clle] [26]
where [C] is a fourth-order tensor, known as ‘material
property tensor,” since it relates two second-order
tensors. For homogeneous, elastic material, the ma-
terial property tensor consists of 81 elements. How-
ever, symmectry of stress and strain tensors, and strain
energy considerations reduce the number of inde-
pendent constants required to 21. If this discussion
is limited to isotropic elastic materials, only two inde-
pendent material constants are required to relate
stress and strain. The Young modulus, E, and Poisson
ratio, v, are usually selected as material properties to
represent clastic isotropic behavior. With reference to
Figure 4a, which shows a rod under uniaxial loading,
the following are definitions for the Young modulus
and Poisson ratio:

=2 27a]
£

y=—3 27b]
1

Now consider a component under a general state of
stress. If we consider the principal stress and strain as
shown in Figure 4b, then the strain component ¢, is
caused by the direct stress, o, as well as two trans-
verse stress o> and g3 due to the Poisson effect. Simi-
lar arguments hold for strain components ¢, and ¢3.
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Deformation related to
transverse strain,

€4, OWINg to uniaxial
compressive stress, oy

Axial deformation related to
compressive strain, g4, owing
to uniaxial compressive
stress, o,

(b) O3, &3

a4, &4

...........

»

Op £2 7 Gp. £

e

O, £1 o3, £3

Figure 4 Behavior of (a) a rod under uniaxial loading and (b) a
prismatic member under general loading.

Therefore:
1 v v
[ 3] =EO'] —-E()'z—EJ3 [283]
1 v v
Ez:EUZ_EU3_Eal [28]3]
1 v v
€3=F03=FO ~p02 [28c]
Moreover, summing Eqns [28a]-[28c]:
(1-2v)
€1+ € +e3=¢ :—E—(cn + 02 + 03)
3(1 - 2v)
=_—— 29
P 29]

where €, =¢; + ¢, + €3 is the volumetric strain and
p =0, 4+ g, + 73)/3 has been substituted (see Eqns [4]
and [5]). Alternately Eqn [29] can be written as:

E

3o K

p= [30]
where K = E/3(1 — 21) is known as the “elastic bulk

modulus.’

It is always true for an axisymmetric case such as
cylindrical loading that o,=a;. Subtracting Egn
[28¢] from |28al:

l + v
E

£ — 3= ((n—ﬂ;) [31&1]
As mentioned earlier, ¢, —e3=2/3¢;and oy, — 03 =4.

Therefore, Eqn [31a] becomes:

E 4
q= 3{m}65 = 3G - ¢

where G = E/2(1 + ») is the shear modulus.

In soil mechanics, elastic bulk modulus, K, and
shear modulus, G, are usually chosen as material
parameters. If the symmetric properties of stress and
strain tensors are utilized, Eqn [26] can be rewritten
in terms of material parameters, K and G, as:

(31b]

oy [K+% K-4 K-4& 0 0 0
722 K-% K+% K- 0 0 0
J RSN K-% K-& K+¥ 0 0 0
12 0 0 0 2G 0 0
23 0 0 0 0 2G 0
o L0 0 0 0 0 2G

C €11

€22

L [32a

€12

€23

Le1s

Sometimes it is useful to represent strain in terms
of stress (i.e., inverse of Eqn [32a]). This inversc
relationship is given by Eqn [32b]:

Cenn (vetsk #—gy sw—2 0 0 O
en| |dk—s Tt k-& O O O
Jen | _ k-2 - wtw O 0 O
€12 0 0 0 5w 0 0
€23 0 0 0 0 o 0
as) Lo 0 0 0 0 5]

[ a1

022

J 7N (32t

o12

a23

LT3

For the example problem of cylindrical state of stres:,
Eqns [30] and |31b] apply. These equations can b:
written in a matrix form as follows:
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[33a]

P K0 (e
{ff} ‘.0 30_{&}
(3-18 200

€ _0 kTR q

[
kT

Alternatively:

[33b]

From Eqns [33a] and [33b], it is clear that volumetric
and shear behavior are completely decoupled.

Material Behavior under Load

Response of a material to external loading can be
linear-elastic, nonlinear-elastic, rigid-perfectly plas-
tic, elastic-perfectly plastic, or elastoplastic. Figure 5
shows these responses.

Soil rarely exhibits a linear-elastic behavior (Fig-
ure 5a). A nonlinear-elastic constitutive relationship
(Figure Sb) can be used to describe soil loading

(@ (b} &
& &
Strain Strain
€ & (d)
] ]
o —» by
&t &
Strain Strain
[
&) & E
8
@ |
o
b E G
A
D H N
Strain
Plastic
Elastic
Figure 5 |Idealized stress—strain curves for materials:

(a) linear-elastic; (b) nonlinear elastic; (c) rigid-perfectly plastic;
(d) elastic-pertfectly plastic; (e} and elastoplastic behavior.

behavior along a particular loading or unloading
path with reasonable accuracy. However, it is not a
good indicator of soil behavior under wide varieties
of loading and unloading conditions (i.e., general
loading—-unloading conditions). Rigid-perfectly plas-
tic (Figure 5¢) and elastic-perfectly plastic (Figure 5d)
models are sometimes used in soil analysis, particu-
larly in limit equilibrium analysis. Figure Se repre-
sents a typical metal bar under uniaxial tension.
Often, soil exhibits similar behavior under isotropic
compression as well as triaxial compression. In the
case of metals, when a specimen is loaded in a uni-
axial direction, it usually exhibits a linear elastic be-
havior until the yield point (point A) is reached on its
stress—strain curve. After yield it will further deform if
loaded to a point B. If the specimen is now unloaded,
it will usually follow an unloading path such as BCD.
When the load is completely removed, it will not have
recovered its original length but will have a perman-
ent deformation or plastic deformation. If this speci-
men is reloaded, it may follow a path such as DEB,
during which the material usually exhibits elastic be-
havior. At point B it will yield again and follow path
BE Unloading-reloading curves are generally close to
each other, and the area under the curve BCDE repre-
sents hysterisis loss. Since point B corresponds to a
higher stress level than point A, this type of material
is often called a ‘work-hardening’ material. Note
that beyond point B, along path BE both elastic
and plastic deformations will occur. If the specimen
is unloaded and reloaded art point F it may trace an
unloading-reloading curve FGHI similar to the curve
BCDE. As mentioned earlier, soil exhibits similar
behavior (overconsolidated soil may show a distinct
hump) except that it seldom shows linear elastic
behavior even when loaded from a stress-free, un-
deformed state. During unloading-reloading con-
ditions, soil usually exhibits logarithmic (nonlinear)
elastic behavior until the yield point is reached.

Nonlinear Elastic Behavior

In principle, it is possible to model the stress—strain
behavior of soil using nonlinear elastic models for
specific loading paths and conditions. Nonlinearity
implies that the elastic parameters are no longer con-
stants but depend on the states of stress and strain of
the soil. For these conditions usually an incremental
analysis 1s conducted using tangent moduli values:
tangent bulk modulus, K, and tangent shear modu-
lus, G,. Figure 6 shows graphically the significance
of tangent moduli. For the case of nonlinear elastic
constitutive models, Eqns [32a] and [b] can be written
in an incremental form to account for nonlinear
behavior as follows:
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For the triaxial, cylindrical-loading example prob-

lem, Eqn [35] takes the following form (cf. Eqn
(33b}]):

tuct

deo |

{1/1<, 0 [dp} 36

0 1/3G,)]\dg

ﬁ
2

K

Hydrostatic stress, p

'

Volumetric strain, &,

.
(=3
—r

26Gt

Shear stress, oy

Shear strain, g

Figure 6 Stress—strain relationship for nonlinear elastic, iso-
tropic material: {a) hydrostatic stress versus volumetric strain:
(b) shear stress versus shear strain.

Variable-Moduli Models

Since both K, and G, are expected to be a function of
stress and strain srate of soil, these two tangent
moduli can be represented as some explicit function
of stress and strain, or stress and strain invariants.
These are known as ‘variable-moduli models’ and
many have been proposed for soil. One such model is:

Ki=Ko+K;-p (37]
and
G = Go+ GV 38]

where Ky and Gg are the initial bulk and shear
moduli, respectively, and K, and G, are stress-related
material parameters. Here the tangent bulk modulus
is assumed to depend on the mean hydrostatic
stress and the tangent shear modulus is assumed to
depend on the second invariant of the deviatoric
stress tensor.

For the example problem using Eqns [36], [37],
and [38], the following differential equations are
obtained:

de =P 139]
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g
. S 40
“ T 3(Go+ Glg) [40]
where G = G, /V/3.since g = 3.
Upon integration, Eqns [39] and [40] yield:
1 Ky + K]P
e = — I ——— 41
o= i) 1]
1 G+ Glg
= ] 1 42
ETe “( Go 2]

Under certain circumstances, this model allows the
tangent shear modulus to become negative; but,
in reality, material would have failed before this
happens. From Eqn {42] it is clear that e, — —oc, as
(Go + G'g) — 0. A modification of Eqn [39] is often
used to describe the nonlinear elastic behavior of soil
before it yields. If Ky is zero, integration of Eqn [39]
gives:
1

€y :K—[|n(p) +C

or:

(t+e)
K,

where e; is the void ratio at an initial pressure of
1kPa, x is the logarithmic bulk modulus which is
related to Ky and ¢; (i.e., n =(1 +¢;)/K;). Eqn [43] is
commonly used to describe the elastic behavior of
soil. For normally consolidated soil (i.e., path A in
Figure 7), isotropic compression is also described by a
similar equation of the type:

e=T - Xln(p)

In(p) =& — x In(p) [43]

[44]

where T" and A are soil parameters. Eqns [43] and [44]
are graphically represented in Figure 7.

Normally consolidated
or virgin compression

s lins
r
e
8
Elastic unlgading—
relpading line
In{p)
Figure 7 Isotropic consolidation for normally consolidated soil

{cirve A) and elastic unloading and reloading line (curve B).

The three soil parameters , A, and I' are used in
describing soil behavior in the Cam-clay critical-state
model (see the section Critical-State Soil Mechanics,
below). Note that both x and A are associated
with variable-moduli models that represent non-
linear behavior of soil in isotropic compression of
normally consolidated soils and unloading-reloading
characteristics of soils.

Duncan and Chang model

A well-known, hyperbolic-type stress—strain relation-
ship has been proposed by Duncan and Chang. This
model uses the tangent Young modulus and Poisson
ratio. It assumes that the stress difference q is a hyper-
bolic function of axial strain. Figure 8 shows a typical
stress—strain curve for both sandy and clayey soils.
This stress—strain curve can be represented by:

€
a + be

g=01—03= (45]
where a is related to the initial tangent modulus
(E;=1/a) and b is related to the asymptotic value of
stress difference, (o) —o3)ye (01 —o3)uc=1/b). It
was found that compressive strength of soil at failure
was always slightly smaller than this asymptotic
stress value. The asymptotic value can be related to
compressive failure stress by a factor, Ry, i.e.:

(61 — 03)¢ = Re{ey — 03) [46]

ult

Combining Eqn [45] with |46]:

{01 —03) = W [47]

[ (o1 —e73 :'|

Asymptote, (oy—og)uy

o
Lt

£

Figure 8 Variation of stress difference or deviator stress gas a
function of axial strain ¢.
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The response of many soils depends on the confin-
ing pressure for a given stress path. Duncan and
Chang used a relationship proposed by Janbu to
represent initial tangent modulus as a function of
confining stress as follows:

Ei = K'po(a3/po)” (48]

where K’ and # are empirical constants, pg is the
atmospheric pressure, and o3 is the minor principal
stress. Moreover, the compressive pressure at failure
in terms of the Mohr-Coulomb failure criterion is:
funny initial moe

2¢ cos(9) + 203 sin(¢)
1 — sin(&)

(o1 —03)¢ = [49]
where ¢ is cohesion and ¢ is soil internal angle of
friction. The tangent Young modulus can be obtained
by differentiating Eqn [47] with respect to axial
strain, 1.e.:

Ny — a3)
B =20 50)
Eqns [47}-{50] show that:
E. = (1 - RS)’E, [51]

where § is the fraction of mobilized stress strength
and is given by:

S — (o) ‘—Uﬁ

(o1 —a3);

[52]

or

_ i Ri(1 - sin(¢))(o) — 03) 2 , a\”
k= _1 T 2¢ cos(¢) + 203 sin(d))J Ko (EJ;) 53]

This expression involves five parameters. It is rela-
tively easy to implement such models into numerical
analysis techniques such as the finite element tech-
nique (FEM), and a constant value of the Poisson
ratio can be used. It should be noted that although
these models can be readily incorporated into numer-
ical analysis, the path dependency of the parameters
used limits their widespread use. Since plastic strain
dominates soil behavior following yield {(point A in
Figure 5), soil behavior can be better represented by
elastoplastic models.

Elastoplastic Behavior of Soil

As mentioned previously, once the material yields
(point A in Figure 5), there will be some irrecover-
able (plastic) deformation. There are two important

aspects of plastic behavior of materials: (1) a yield
criterion, and (2) postyield behavior.

Yield Criteria

When the material arrives at a certain state of stress
under the action of an external load, 1t may perman-
ently lose the ability to regain its original dimensions
for any further increase in that load. The relationship
between various stress components at this limiting
situation (transition from elastic to plastic region) 1s
expressed in terms of a scalar function, f, known as
the yield criterion, 1.e.:

f=f(O'“,023.033,0'12.(7;3.(723) [54]
For isotropic materials, this criterion can be ex-
pressed in terms of principal stresses or stress
invariants as follows:

f=rfh-J2 05)

Hydrostatic stress seldom plays a role in metal failure,
therefore the yield criterion given in Eqn [54] is usu-
ally expressed only in terms of stress invariants of the
deviatoric stress tensor as:

f = f(j).l)- ]30)

where J3p is the third invariant of the deviatoric stress
tensor. J3p is not dealt with here, since most of the
widely used yield criteria are represented in terms of
Jap only. The well-known von Mises yield criterion
depends on [ as follows:

|55]

[S6]

Jon = (57]

%
3
where o, is the yield stress under uniaxial load. An-
other widely used yield criterion is the Tresca yield
criterion, which is given by:

gy — 03 =0, (58]
Although, for the case of the cylindrical triaxial
loading (i.e., the example problem), both von Mises
and Tresca yield criteria reduce to the same equation,
since Japy = (o7 — 3)%/3 (cf. Eqn [10]), in general these
two yield criteria differ from each other.

Unlike for metals, the yield criterion for geologic
materials depends on the first invariant of the stress
tensor or the hydrostatic pressure. This i1s because
these types of materials exhibit internal friction
which results in frictional forces that increase
with normal load. The well-known Mohr—Coulomt
failure criterion is a yield function that accounts fo
internal friction within the soil mass. This yiel
criterion is commonly expressed as:
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Figure 9 Mohr-Coulomb failure criterion for geologic mater-
ials. Point O is the origin of the coordinate axes, Ris the center of
the Mohr circle, Sand T are intersection points of the Mohr circle
with the normal stress axis, Q is the point of tangency between
the Mohr circle and Mohr—Coulomb failure line, P is the point of
intersection of the Mohr—Coulomb failure line with the normal
stress axis.

Tmax — € + 0, tan(o) [59]
where 7,,,« 15 the maximum shear stress; o, is the
normal stress; ¢ is cohesion; and ¢ is the soil internal
angle of friction. Figure 9 is a graphical represen-
ration of the Mohr-Coulomb failure criterion
superimposed on a typical Mohr circle. Eqn [59] can
also be written in terms of principal stress as:

b
7y = gytan o + 2ctance

60]

where « 1s 45° 4+ ¢/2. It should be noted that, for
frictionless materials (i.e., ¢ = 0), the Mohr—Coulomb
failure criterion reduces to the Tresca yield criterion.
The Mohr-Coulomb yield criterion is difficult to im-
plement in three-dimensional applications, because
the yield surface is an irregular hexagonal pyramid
with sharp corners (mathematical singularities). A
zeneralization, known as the ‘Drucker—Prager yield
criterion,’ that results in a yield surface in the form of
a smooth right circular cone is commonly used in
modeling granular materials. This yield criterion is
:xpressed in terms of stress invariants as follows:

ﬂ}—(\jl—kz

where o and k are related to internal angle of friction
and cohesion. Figure 10 shows a plot of the Drucker—
Prager yield criterion in the \/m versus /| planc. For
surely cohesive soils, « is zero and the Drucker—
Prager yield criterion reduces to von Mises yield
sriterion.

[61]

Hardening Cap

Many geologic materials experience almost continu-
wus plastic deformation from the very beginning of
oading. Thus if a mass of soil previously loaded to
>oint B in Figure 10 is unloaded along path BA and
‘hen loaded even hydrostatically (i.e., o,=0,=

4+ Drucker- Hardening cap
Ja Prager D
criterion ™~y ~F
/ !
’ ]
a ;, ,"
/
’
Pl 3 !’ !
k ’ ]
3 ¥ R >
0 A C E J,

Figure 10 Drucker-Prager yield criterion with hardening caps.

a3 =p) along the ]| axis, it will deform elastically
until it is loaded to point C, and any further loading
leads to plastic deformation. The continuous curved
surface, which i1s assumed to join the Drucker—Prager
fixed-yield surface smoothly at point C, is called the
‘hardening cap.’ As the material is loaded to point
E along the hydrostatic axis, the hardening cap is
pushed out to location DE, thus extending the elastic
region from OPBC to OPDE. In essence, the material
has become harder under unloading and reloading.
Thus, if the soil mass is loaded along an arbitrary path
EFG after the hydrostatic loading to E, the soil will
behave elastically up until it reaches a stress state
defined by point F. Further loading will cause the
soil to deform plastically until it reaches point G on
the fixed failure surface defined by the Drucker—
Prager yicld condition. A state of stress above the
line PG is not attainable according to this yield criter-
ion. This idea of hardening caps has been incorpor-
ated in the development of an unified theory of soil
mechanical behavior that links volume changes, stress
state, and yielding into a single framework called the
critical-state soil mechanics.

Postyield Behavior

Upon yield, soil mass undergoes plastic deformation.
The total strain can be decomposed into elastic and
plastic strain, i.e.:

€ij = (?i + t-lr; [62J
where ¢ is the recoverable elastic strain and F}; is the
permanent plastic deformation. The elastic strain
can be determined based on a constitutive relation-
ship such as in Eqn [35]. The plastic strain is deter-
mined using the concept of plastic potential and flow
rule.

Plastic potential and flow rule The plastic potential,
g, 1s assumed to be a scalar function of the state of
stress within the soil mass (i.e., g=glo|, T, 733,
013, T13, 023)). The direction of the plastic strain is
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Figure 11 Plastic potential and yield function for a material
governed by the associative flow rule.

defined by a flow rule. According to the flow rule, the
incremental plastic strain vector is oriented In
the direction of the normal to the yield potential
(Figure 11). This condition 1s known as ‘normality
rule.” Using this definition, the plastic strain is given

by:
g
(ir; = i

[63]

where y is a positive scalar multiplier or loading
index. For some materials, the plastic potential g is
assumed to be the same as the yield function f.
These materials are said to follow the associative
flow rule; materials for which the plastic potential
differs from the yield function are said to follow the
nonassociative flow rule.

Hardening law  An additional concept that is neces-
sary to describe the plastic behavior completely is the
hardening law. The hardening law describes the
growth of yield function or hardening cap as
the material undergoes plastic deformation (e.g., the
rule for the growth of the hardening cap from BC to
DE in Figure 10). A hardening parameter, b, is often
included in the yield function to describe the changes
in the yield function with plastic flow, i.e.:

f=Fon,00,033,012,013,023.b) [64a

Critical-State Soil Mechanics

The critical-state concept is based on the observation
that when a soil sample is subjected to increasing
shear loading, it will yield and undergo plastic de-
formations (both volumetric and shear) and finally
arrive at a critical volume, after which its volume
remains unchanged, although its shape continues to
change. The Cam-clay model for the elastoplastic
behavior of wet clay includes this critical-state con-
cept while accounting for the stress and volume
changes during yielding. A slightly modified version
of this original model has been used widely in

numerical simulation studies. Here this ‘modified
Cam clay model’ is considered for the particular
case of a triaxial loading of a cylindrical soil sample
to keep the mathematical treatment relatively simple.
The hydrostatic stress (p = (7| + 20:)/3), shear stress
(g =(o, — 73)), and void ratio (e) are used as the state
variables in developing the model.

Figure 12 graphically represents the soil behavior
in the modified Cam-clay model. Figure 12a shows
the variation of void ratio as a function of the hvdro-
static pressure. Curve ABCD is the normal consoli-
dation line (NCL) under hydrostatic loading. Curves
EB and FC are elastic unloading-reloading curves
(URL). The NCL and URL curves are mathematically
represented by Eqns [43] and [44]. Figure 12b 1s the
representation of NCL and URL in the void ratio
versus In{p) plane (cf. Figure 7). Figure 12c shows
the critical-state line (CSL) and the elliptical yield
surface, OPQ, that is hypothesized by the modified
Cam-clay model in the g—p plane. The major axis of
the ellipse coincides with the hydrostatic stress axis
and is equal to (po/2), which is the hardening param-
eter, h. The critical-state line is assumed to pass
through the origin with slope M in the g-p plane
and intersects the yield surface at point P. When the
soil arrives at the critical-state line, it undergoes no
more volume change, i.c., de, is zero. This require-
ment along with the normality condition can be used
to show that point P is directly above the center of the
elliptical yield surface. Therefore the coordinates of
this point are (pg/2, Mpy/2), and (Mpo/2) is the

minor axis of the ellipse:

-9 4

5+ 5= 1 [64b)
@ ()
Multiplying by (Mpo/2)* and simplifying:
M2[p(p —po)l + > =0 [64c]

Figure 12d is a three-dimensional (3-D) representa-
tion of the modified Cam-clay model which shows
that the critical-state line is a space curve, the
projection of which is a straight line on the g-p
plane.

Modified Cam-Clay Constitutive Relationship

The following relationships are developed using the
associative flow rule (i.e., plastic potential is the same
as the yield function). The elastic portion of the total
strain is given by Eqn [36], i.e.:

det /K, 0 fd
de¢ 0 1/3G)])1dg
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Figure 12 Modified Cam-clay model with elliptical yield surface: (a) deformation in the e-p plane; (b) deformationin the e-in(p) plane;
(c) behavior in the g-pplane; and (d) three-dimensional representation of the model. NCL, normal consolidation line; URL, unloading-

reloading line; CSL, critical-state line.

where superscript ‘e’ represents elastic strain com-
ponents. The plastic strain components are given by:

Jg

P — —_—

def = x o

dg

P = —_—
def = x5 . [66]

where superscript ‘p’ stands for plastic strain com-
ponents. Because of the assumption of associative
flow, the plastic potential, g, is the same as the yield
function, f. The elliptical yield function described in
the previous section is given by (cf. Eqn [64c]):

f(p-q,p0) = g(p.q.p0) = M*[p(p —po)| +4* =0 [67]

Eqn [67] can be used to obtain an expression
for loading index, x, as follows. Taking the total
ditferential of Eqn [67]:

of of af
df =dg = —dp + —dg+——d
f=dg 3P T 5g99 7 g, WP
However, dpy, which is related to the size of the yield
surface, i.e., changes in the hardening parameter, can

[68]

be related to volumetric plastic strain using Eqns [43]
and [44]. Referring to Figure 12b, from Eqns [43]
and [44]:

ep = e — & In{pg) (69a]

ep = | Y ll’l(p()) [69b]

The elastic part of the volume change is related to
that described in Eqn [69a], and the total volume
change is related to that described in Eqn [69b].
Taking differentials of Eqns [69a] and [69b]:

det = — 3P0 [70a]
Po

de = — 2300 [70b)
Po

Therefore, the plastic part of the deformation is
given by:

de? = de —def = —() — N)ijﬂ

Po 71
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From Eqns {24Db] and |71 ]:

de’ = - der = { — hl dpo (72|
1 +¢ 1+ ¢ J po
Eqn [72] can be solved for dpy as follows:
dpo 4])0{ te ld P 73]
Therefore, from Eqns [66], [68], and |73]:
()f of 1+e) Og :
d 0 74
P 5a dq+dpp{ }Op 74
Solving Eqn [74] for y\ gives:
{)/ 1)/'
(e

X = i) ]

JI!LNP {it} iy
If 1)=g/p is substituted as 7, then for the Cam-clay
model:

of _og

98 _ it .2
af  og
Og Oq L
of _ o
-M 76
e~ M [76]
where po=(M?+1*)p/M? is substituted for from

Ean [67). (From Ean 167) /ip, g, po) =M’ I (p -
po)l + ¢° = 0; therefore M p* — M? ppo+ 1> p* =0,
since g =7np; further simplification of this equation
leads to P2 (MP+17)=M ppo, or po=(M>+1?)
p/M?.) Substituting these partial derivatives in Eqn
[75] and simplifying;

A -rY (ME- 1 )dp + 2ndg
Y= M

[77]

Finally, from Eqn [66] and [76], upon simplification:

A—K
del? = i e(l)(Mzhl— T [(M2 — i )dp + 2ndg| [78a]
(A —&) i 4 :
P — |
def A e)(ME L -Z?Jdp—k (M=), 78b

or in matrix form,

{401 oo (M
d ) T (TredM it | 2p gt

If the soil mass is within the elastic region, Eqn |[65] camn
be used to compute elastic strain. However, if the soil
mass has yielded and is undergoing elastic as well as
plastic deformation, Eqn [79] can be used to obtain
plastic strain while Eqn [65] provides the magnitudie
of the elastic strain. This model contains five soil pai-
ameters (~, ¥ or G, A, M, I'). The first two parameter-s
are related to the elastic behavior of soil mass whereais
the last three parameters are related to the plastic be:-
havior. Note that the parameter « is related to soil bullk
modulus K by the relationship, » = 2%, as shown
previously.

Although the elliptic yield function represents thie
behavior of normally consolidated and lightly oven-
consolidated soils reasonably well, it overpredicts thie
strength of averconsolidated soils.

NSDL-AU Model

Based on numerous tests conducted using unsaturate-d
agricultural soils at the National Soil Dynamics
Laboratory (NSDL) and Auburn University (AU) in
Alabama, USA, a model for plastic behavior of soils
has been formulated, the NSDI.-AU model, which is
based on two key developments. The first is the de-
velopment of a model to describe the hydrostatic
compression of unsaturated agricultural soils. This
equation for NCL differs from Eqn [43] and has the
following form:

v = (A +Bp)(1—e ) 89)
where &, is the natural volumetric strain, In{V/Vy),
and A, B, and C are material parameters. Eqn [80]
has been extended to represent cylindrical triaxial
test results. The extended equation is given by:

"/ED.‘.?.

- _ ,—Cp
f=(A+Bp)(1—e®) +— p

81)

Note the use of 7o =V2/3 g in this formulation.
Moreover, this equation contains an additional ma-
terial parameter, D. Egn [81] represents the yield
surface for unsaturated agricultural soils and is
quite similar to the yield surface shown in Figure
12d. Furthermore, the model inherently contains a
critical-state line. It should be noted that Egn [81]
represents plastic behavior of soil and does not ac-
count for any unloading-reloading action (i.e., elastic
behavior). Most agricultural soils tend to be slightly
overconsolidated and their deformation is primarily
controlled by plastic deformation.
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Composite Soil-Strength Parameters

Although the foregoing discussion treats mechanical
behavior of soil from the veiwpoint of continuum
mechanics, it has not been used widely by field re-
scarchers and practitioners due to its complexity and
the difficulty in obtaining engineering soil parameters
of undisturbed i situ soils. Devices such as cone
penetrometers, and shear and sinkage devices have
been developed to provide various measures of soil
strength for use in tillage, traction, and soil-compac-
tion studies. These devices provide soil-strength par-
ameters that tend to depend on the geometry of the
test device and type of loading applied. Moreover,
these soil parameters often do not represent any single
soil property, but are usually functions of several
fundamental engineering properties of soil. Therefore
soil paramerters obtained using these devices are often
called ‘composite soil parameters’; e.g., penetrom-
eters, shear-vane devices, and shear graphs. There
are also various technigues used for determining soil
stickiness, shatter resistance, and cutting resistance.
The cone penetrometer is well-known among these
devices because it is a simple device and very easy to
use. Shear-vane devices and shear graphs have been
used to obtain soil shear and sinkage parameters.
They are useful in predicting tractive ability of wheels
and tracks using a semiempirical approach.

Cone Penetrometer

Pcrhaps the most widely used device to measure soil
strength in the field is the cone penetrometer. Although
the cone penetrometer was developed to determine the
mobility of off-road vehicles at the Waterways Experi-
ment Station in Vicksburg, Mississippi, USA, it has
been used to predict traction, draft requirements of
tillage implements, and to quantify soil strength to
indicate soil-compaction level and impedance to root
growth. The most common form of this device consists
of a polished steel cone, which is pushed against the soil
and then the force of penetration is measured. The
American Society of Agricultural Engineers (ASAE)
has developed a standard (§313.3) that describes the
geometry of a standard cone penetrometer, whereas a
second standard (EP542) outlines the proper procedure
for using this device.

Since the force needed to penetrate the soil is re-
lated to the geometry of the device, a cone with a base
diameter of 20.27 mm and an apex angle of 30° is
selected as the standard shape (Figure 13). For harder
soil conditions, a smaller cone with a base diameter of
12.83 mm 1s used. A second key variable that influ-
ences the force of penetration is the penetration rate.
ASAE Standard EP542 recommends a quasistatic rate

-

20.27 mm

\/

Figure 13 Standard cone penetrometer of the American
Society of Agricultural Engineers.

of 1.83 mmin . Although it is difficult to control the
insertion rate with handheld devices, hydraulically or
electrically operated devices can be designed to oper-
ate at this standard speed. Force is usually measured
using a load-sensing mechanism such as a load cell.
Newer devices often include a depth-measuring sensor
such as a potentiometer so that a soil penetration re-
sistance profile can be obtained. The penctration
resistance force is expressed as cone index, which is
the ratio of the force to the base area of the cone. The
soil cone index value obtained using a soil cone penet-
rometer is a composite value that depends on soll
texture, bulk density, and moisture content. In terms
of engineering properties of soil, it depends on cohe-
sion, soll internal angle of friction, soil metal friction,
and adhesion.

One of the main concerns with the use of cone
index to represent soil strength is its variability, espe-
cially in dry and cloddy conditions. ASAE standard
EP542 recommends that at least 20 measurements
must be taken near the field capacity of soil in a
given location to obtain a representative measure of
soil strength. With the advent of precision agriculture
and the potential role of soil compaction in limiting
water infiltration, drainage, and root growth, there is
an increased interest in the cone penetrometer as a
soil-strength mapping tool. Consequently, fully auto-
mated cone penetrometers with global positioning
systems (GPS) to provide geographic position data
are now commercially available.

Measurement of Soil Sinkage and Shear

Inadequacy of cone index values in representing soil
characteristics relevant to tractive ability of wheels
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l p = Fi(bh)

f
Figure 14 A rectangular sinkage plate.

and tracks has led to the development of sinkage and
shear devices such as the bevameter.

Soil sinkage devices consist of either circular or
rectangular plates that are pushed against soil, and
their load deformation characteristics are recorded
(Figure 14). The Bernstein equation is often used to
relate applied load to soil deformation as follows:

ps = k2" [82]
where p; is the applied compressive pressure, z 1s the
soil sinkage, and k and # are constants. The sinkage
parameter was found to depend on plate width by the
following relationships:

ke

k=F

+ ko [83]
where k. and k, are parameters related to soil
cohesion and angle of internal friction, respectively,
and b is the minimum plate dimension. Since the
parameter z# in Eqn [82] is usually not an integer,
units of k are not straightforward. An alternate for-
mulation that overcomes the problem of dimension of

kis:
[843]

and:

k, = (ky + ka2 b) [84b]
where k; and k; are once again parameters related to
soil cohesion and angle of internal friction, respect-
ively. Note that the unit of £, in Eqn [84a] is the same
as that of pressure. These plate sinkage relationships
have been used to model rolling resistances of wheels
and tracks.
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Figure 15 Soil-shear test devices: (a) shear ring; amd
(b) grouser plate.
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Figure 16 Shear characteristics of soil (A) normally consoli-
dated or slightly overconsolidated and (B) overconsolidated.

Shear characteristics of soil such as coheston and
angle of internal friction have been used to mode! the
tractive ability of wheels and tracks and soil cutting by
tiflage tools. Torsional shear devices (shear vane, shear
cone, shear ring, shear graph) and rectangular grouser
plates are often used to measure soil-shear character-
istics. Figure 15 shows a circular shear head and a
rectangular grouser plate. The maximum shear stress
at a specific normal load, W, on a torsional device as
shown in Figure 15a is given by:

3T
185]

where T is the torque and r; and r, are the radii of the
shear vane.

The original bevameter used a shear device similar
to the one shown in Figure 15a. A recent develop-
ment includes an instrumented soil test device that
uses a grouser plate, sinkage plate, and a standard
cone to obtain soil shear, sinkage, and cone index
data. Figure 16 shows the shear characteristics of
soil measured using a shear test device. The curve
A in Figure 16 1s a representation of a normally
consolidated or slightly overconsolidated soil. The
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curve Bis a typical response of an overconsolidated
soil. Most agricultural soils behave as shown in
curve A, which can be represented by the empirical
equation:

T = Tl“dx(] - ew-\/k\) [86]
where 7.« 1s the maximum shear stress, &, is the soil-
shear modulus, and x is the soil deformation in the
direction of shear stress.

Moreover, the Mohr~-Coulomb criterion (cf. Egn
[59]) can be used to represent 7,,. Note that
Tmax = F/A and o, = W/A, where A is the plate area.
If the shear test is repeated at two different values of
the normal load, W, both ¢ and ¢ can be determined.

Some Recent Developments

Increased interest in precision agriculture within the
last decade has led to the investigation of causes of
yield variability within a field. One factor believed to
influence crop yield is soil compaction, since it has
a direct impact on soil hydraulic conductivity. As
mentioned previously, the cone penetrometer is the
soil-strength measuring device that is being used in-
creasingly to map soil compaction level. Since it is
a highly variable point measurement, numerous cone
index values are needed to obtain proper representa-
tion of a field. This limitation of the cone penetrom-
eter has led to the development of alternative devices
that can measure and map soil strength in a continu-
ous manner. One such device consists of a texturc—
soil-compaction sensing system thar consists of a
simple tine that is instrumented with a load cell to
measure soil-cutting force. It also incorporates a di-
electric-based soil-moisture sensor, because soil-mois-
ture content influences soil-cutting force significantly.
The soil-cutting force, F, is a function of soil bulk
density, p, texture, &, and moisture content, ¢, when
the device is operated at a constant speed and operat-
ing depth; 1.e.:

F=f(p.&0)

Based on the field measurements the soil-cutting force
was determined as:

F=glp€) e

(871

[88]

where ¢ is an empirical constant. The unknown func-
tion g(p, &) 1s ‘texture/soil compaction index’ (TCI).
Therefore, TCl is given by:

TCl = E/e 89]

Note that this TCI value depends on both soil bulk
density and texture. Since texture is a static property

in the absence of cut-and-fill operation, TCI values
can be used as an indicator of soil-compaction level.
The TCI sensor has been interfaced to a differential
global positioning system (DGPS) to obtain soil-
strength maps of tomato fields and correlate them to
tomato yield. The field test results indicate that, al-
though the TCI sensor works reasonably well, it is not
helpful in locating the compact layer within the soil
mass. As of 2003, active research is currently in pro-
gress to develop a compaction profile sensor, which
can measure the compaction level of soil with depth.
Successful development of such a real-time soil-
compaction profile sensor may contribute to the de-
velopment of site-specific tillage (tilling only where
there is a need to loosen soil) and limit tillage depth to
the hardpan depth.

See also: Compaction; Conservation Tillage;
Cultivation and Tillage; Site-Specific Soil Manage-
ment; Structure; Subsoiling; Swelling and Shrinking
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Introduction

The term ‘structure’ of a granular medium refers to the
spatial arrangement of solid particles and void spaces.
In materials such as coarse sands and gravels, the
particles are loosely bound and tend to arrange them-
selves in closely packed, minimum-energy configur-
ations (Figure 1a). Most soils, however, tend to
exhibit a hierarchical structure. That is, primary min-
eral particles, usually in association with organic ma-
terials, form small clusters or “first-order aggregates.’
These in turn form larger clusters or ‘second-order
aggregates,’ and so on, as illustrated schematically in
Figure 1b.

Aggregate hierarchy in soils is reflected not only in
increasing aggregate size with each successive level,
but also in the predominant mechanisms by which
particles in aggregates are bonded together; i.¢., aggre-
gates at different hierarchical levels tend to bond

Upadhyaya W[, Chancellor JV, Perumpral RL et al. (2002)
Advances in Soil Dynantics, vol. 2. St Joseph, MI: ASAE.

Wood DM (1990) Soil Bebavior and Critical State Soil
Mechanics. New York: Cambridge University Press.

together by different mechanisms. Hence, the term
‘structure’ in soil science generally carries a connota-
tion of bonding mechanisms in addition to geometrical
configuration of particles.

Without hierarchical structure, medium- and fine-
textured soils such as loams and clays would be
nearly impermeable to fluids and gases, and at ‘typ-
ical’ moisture contents would possess a mechanical
strength prohibitive to growth of plant roots and soil
organisms. Thus, structure plays a crucial role in the
transport of water, gases, and solutes in the environ-
ment, and in transforming soil into a suitable growth
medium for plants and other biological organisms.
Physical appearance of structured vs unstructured
‘puddled’ soil is shown in Figure 2.

This article briefly describes different hierarchical
levels of soil structure, and dominant processes
and mechanisms through which structural bonding
occurs. Also discussed are statistical models and
geometric scaling concepts used to describe the hier-
archical system as a whole. A final section summar-
izes the dynamics of structure in tilled soils. Useful
books and reviews on soil structure are listed at
the end.

Tertiary aggregate

+

o

Secondary aggregate

-— Primary aggregate

Figure 1

ldealized diagrams of (a) unstructured close-packed particles; and (b) system of hierarchically structured particles.
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Hierarchical Levels of Soil Structure and
Bonding Mechanisms

A tairly broad consensus exists for classifying soil
aggregates into two main hierarchical categories,
microaggregates (<250 yum diameter) and macro-
aggregates (>250um diameter). The microaggre-
gates are typically subdivided into subclasses, <2 pum,
2-20 yum, and 20-250 um. Salient properties of these
aggregate categories are summarized below, and illus-
trated schematically in Figure 3. Comparison of
aggregate size scales with other characteristic soil
dimensions is presented in Figure 4.

Figure 2 Photograph of structured soil and the same soil in a
‘puddled’ state where structure has been mostly destroyed. Cour-
tesy of the USDA Natural Resources Conservation Service.

Clay domain (<0.2 zm)

il il Sl
<2 um
2-20 um
20-250 ym ‘! ________
Y

Microaggregates less than 2 um in Diameter

These appear to be initially formed by flocculation
of clay particles into domains or quasicrystals
(Figures 3 and 5). Particularly in very small ag-
gregates (<0.2 pm), most organic matter appears to
be absorbed only onto external surfaces of the
quasicrystals. Thus, bonding between particles in
soil quasicrystals is governed by essentially the same
van der Waals and electrical double-layer phenomena
that produce quasicrystals in simple clay-water
systems. Exclusion of organic matter from internal
quasicrystal surfaces appears quite pronounced in
montmorillonitic soils where clay particles exhibit
a strongly oriented, mutually parallel structure
(regions marked “T” in Figure 5), and to a lesser extent
in soils with illitic or kaolinitic mineralogy and
correspondingly less-ordered domains. Very small
microaggregates are highly resistant to mechanical
disruption, typically requiring several minutes of
ultrasonic dispersion, often with the aid of an
oxidizing agent.

In a next hierarchical level, quasicrystals and
other mineral particles coalesce around central
bonding nuclei of highly processed organic materials
of humic and polysaccharide nature. The clay
domains and other mineral particles on the outside
of these microaggregates protect the inner organic
core against access by microorganisms. Figure 5
shows pockets of polysaccharide material (P) sur-
rounded by clay tactoid coatings (T). The humic and
polysaccharide materials typically consist of multiple
strands and functional groups, which provide many

Oceluded humic or polysaccharide material

Figure 3 Schematic diagram of a hierarchical system of microaggregates illustrating special characteristics of each class.
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Figure 4 Comparative scales in soil structure. Reproduced with permission from Waters AG and Oades JM (1981) In: Wilson WS
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sites for bonding with the mineral surfaces. Since the
predominant electrical charge of organic polymers at
‘normal’ soil pH values is usually negative, bonding
with negatively charged inorganic colloids is largely
achieved through ‘bridging’ by multivalent cations
such as Ca®", Fe**, AP’ and their hydrous oxides,
which are able to complex with both mineral surfaces
and organic functional groups (Figure 6 and Table 1).
In highly weathered soils with abundant variable-
charge minerals, ligand exchange between mineral
surfaces and organic functional groups can produce
particularly strong bonds. This is particularly notable
in Oxisols, characterized by extremely strong micro-
porous microaggregates resulting in a characteristic
bimodal pore-size distribution (Figure 7).

In order for microaggregates to form effectively
in soil, organic binding materials must be finely

distributed throughout the soil, rather than deposited
in tsolated pockets. Particularly effective mechanisms
appear to be in situ biosynthesis of organic materials
by microorganisms associated with extensive net-
works of fine roots with high turnover rates, such as
under grass vegetation.

Microaggregates tend to form slowly in soils, but
once formed they also degrade slowly, even under
unfavorable sotl management systems. Organic sub-
stances in microaggregates have been observed to
remain stable for hundreds and in some cases even
thousands of years. Among the stabilized organic
materials are enzymes that may contribute to pro-
cesses such as N mineralization and herbicide degrad-
ation. The amount of carbon ‘sequestered’ in soil
microaggregates constitutes a subsranual fraction of
the total amount organic carbon on Earth. This has
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stirred much interest in the impact of soil structure
management on atmospheric CO».

Microaggregates 2-20 um in Diameter

['hese are formed from oriented clay domains, micro-
aggregates <2 ym in diameter, and/or coarse clay and

Figure 5 Micrograph of a <2 um microaggregate showing clay
tactoids (T), occluded polysaccharide material (P), and bacterial
capsule (B) surrounded by polysaccharide material. Reproduced
with permission from Foster RC (1978) In: Emerson WW, Bond
RD, and Dexter AR (eds) Modification of Soil Structure, p. 104.

///////

oy

Clay mineral

fine silt particles, which coalesce around a central
core of hyphal fragments and bacterial cells or col-
onies (Figures 3 and 5). Bonding is effected by micro-
bial materials such as polysaccharide synthesized by
the bacteria and hyphae. The outer layer of clay
domains and microaggregates protects the bacteria
from organisms such as nematodes and protozoa,
which are too large to penetrate the outer layer.
Thus, up to 40-60% of the microbial biomass in
soil has been found associated with microaggregates
2-20 pm 1n diameter.

Like <2 pum aggregates, 2-20 um aggregates are
very resistant to mechanical disruption, sometimes
resisting up to S min of ultrasonic dispersion.

Microaggregates 20-250 um in Diameter

These are formed largely by particles or aggregates
<20 um in diameter, bonded by polysaccharide ma-
terial around central nuclei of fine roots and fungal
hyphae, which may or may not be subsequently com-
pletely degraded by soil microorganisms. Bonding is
generally strong enough that the aggregates are stable
to slaking upon direct immersion of air-dry soil into
water. Micrographs of two such aggregates are shown
in Figure 8.

Macroaggregates (greater than 250 um Diameter)

General properties of macroaggregates and their dy-
namic nature in soil management systems Due to
their effect on size of the largest soil pores, these
aggregates are very influential in determining macro-
scopic soil properties such as mechanical strength,
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lllustration of bonding mechanisms between humic acid and mineral surfaces. Reproduced with permission from Haynes

RJ and Beare MH (1996) In: Carter MR and Stewart BA (eds) Structure and Organic Matter Storage in Agricultural Soils, p. 217. Boca Raton,

FL: CRC Press.
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Table 1 Possible aggregate-bonding mechanisms

I. Clay domain—clay domain
A. Domain face-domain face

Cations bridge between negative faces. Mechanism similar to that for orientation of clay platelets into domains

Face ---M"" -- - Face
B. Domain edge—domain face
Positive edge site to negative face
Edge Al-OH,- - - Face

. Clay domain—organic polymer—clay domain
A Domain edge—organic polymer—(domain)
1. Anion exchange: Positive edge site to polymer carboxyl

Edge Al—OH; --- OOC—R-—

2. Hydrogen bonding between edge hydroxyl and polymer carbonyl or amide

O
Il H

Edge—OH--0=C—R—C—N---HO--Edge

H

3. Cation bridge between negative edge site and polymer carboxyl

Edge-0 —M""— OOC—R-—-COO

4. van der Waals attraction between edge and polymer
5. Ligand exchange

0]

(o]

[l Il
Edge---OH + OH—C—R =» Edge—O—C—R + H,0

B. Domain face—organic polymer—(domain)

Face Si—O—HO—R—QH

1. Hydrogen bonding between polymer hydroxyl and external or internal (expanding lattice minerals) face silicate oxygens

External face - - -M""—Q0C—R—COQO —

2. Cation bridge between domain external face and polymer carboxyl or other polarizable group

3. van der Waals attraction between face and polymer
Ill. Quartz—(silt, inorganic, and organic colloids)—quartz

A. Chemical bonds established betwean quartz surface gels of hydrated alumino silicates and active groups of

other aggregate constituents

B. Quartz grains held in a matrix of silt and clay stabilized primarily by:

1. Oriented clay particles

. Irreversibly dehydrated silicates, sesquioxides, or humic-sesquioxide complexes

2

3. Irreversibly dehydrated humic materials

4. Silt-size microaggregates stabilized by iron humates
5

. Organic colloids and clay domains bonded by mechanisms cited under | and ||

Adapted with permission fram Hillel D (1998} Environmental Soil Physics. London: Academic Press.

hydraulic conductivity, and aeration status. They are
also the aggregates most susceptible to breakdown
under stresses due to tillage, compaction, raindrop
impact, or wetting-induced slaking.
Macroaggregation seems primarily caused by re-
orientation and binding of clay particles and micro-
aggregates by fine roots and hyphae, and further
cementation by extracellular polysaccharides. Associ-
ations between extensive fine root systems and vesicu-
lar arbuscular mycorrhizal (VAM) fungi, which

produce large amounts of polysaccharide, appear par-
ticularly effective in forming macroaggregates. Sapro-
phytic fungi also stabilize aggregates, particularly
when substrates such as combinations of straw and
manure are added to the soil. Algal filaments, covered
with slimy gels, have also been observed to be effect-
tve. It is often difficult to distinguish between the
relative importance of binding by fine plant roots
and fungal hyphae because, particularly in the case of
VAM fungi, fungi and root growth are often positively
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correlated. What does secem fairly clear is that plant
species with large systems of fibrous roots, associated
with VAM hyphac that secrete large amounts of poly-
saccharide gel, are effective stabilizers.

Bonding by polysaccharides apparently does not
occur uniformly throughout macroaggregates, but
rather primarily in the larger cracks or pores
(15-50 pm in diameter), precisely where aggregates
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Figure 7 Pore size distribution for (a) silty soil and (b) an
oxisol obtained by mercury porosimeter. Adapted from Bartoli
F. Dutartre Ph, Gomendy V, et al. {1998) In: Baveye PJ, Parlange
JV, and Stewart BA (eds) Fractals in Soil Science. p. 220. Boca
Raton, FL: CRC Press, with permission.
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are most likely to rupture. Due to this efficient place-
ment of bonds, even small increases or removals of
polysaccharide can cause large increases or decreases
in macroaggregate stability. Polysaccharides in large
pores are more accessible to degradation by micro-
organisms than in microaggregates, so they are rela-
tively labile and sensitive to changes in management.

Because labile polysaccharides constitute only a
small fraction of the total amount of soil organic mat-
ter, 1t 1s not surprising that total soil organic matter
content does not always correlate well with macro-
aggregate stability. This is particularly true shortly
after sudden changes in management, where changes
in total organic matter may be minimal but signifi-
cant changes may have occurred in the network of
fine roots, fungal hyphae, and associated polysac-
charides, with associated rapid changes in aggregate
stability. For example, Figure 9 shows that, after
changing from continuous corn to an alfalfa cropping
system, soil organic carbon accumulation lagged
behind aggregate formation. In such situations, meas-
urements of labile polysaccharide or related param-
eters are often better indicators of trends in
macroaggregate stability than is total organic marter
content (Table 2).

In cases where total soil organic matter content
does correlate positively with macroaggregate stabil-
ity, management has often been stable over long
periods of time, e.g., continuous forest, pasture, or
tillage. The high correlation probably reflects not
only aggregate stabilization by organic matter, but
also organic matter stabilization by aggregates. For
a given type of soil management, correlation between
organic matter and structural stability can be highly

{b}

20um 20KV

Figure 8 Micrographs of 20-250;m aggregates showing (a) partly decayed vascular bundle surrounded by inorganics;
{b) aggregates with elongated void running from top left to bottom right, with no remnants of plant anatomy evident. Reproduced
with permission from Waters AG and Oades JM (1991) In: Wilson WS (ed.) Advances in Soil Organic Research, pp. 169-170. Cambridge:

Royal Saociety of Chemistry.
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Figure 9 Data (open circles) showing how increases in soil
organic carbon content (b) lag behind increase in aggregate
stability {(a) following changes in land management. Reproduced
with permission from Angers DA and Carter MR (1996) In: Carter
MR and Stewart BA (eds) Structure and Organic Matter Storage in
Agricultural Soils, p. 199. Boca Raton, FL: CRC Press.

soil-dependent, with texture playing a major role. In
many cases a certain threshold level of organic matter
is necessary before macroaggregates begin stabilizing
(Figure 10). The threshold value tends to increase
with increasing soil clay content, suggesting that a
critical amount of organic matter per unit mineral
surface area must be exceeded in order for effective
aggregation to occur,

Earthworm casts Earthworm casts are the indur-
ated soil material surrounding channels left in the
soil by earthworms. Casts are initially quite unstable,

since they are essentially puddled soil emitted from the
earthworm’s gut. Stability comes later, as a result of
microbial interaction with organic materials mixed
with soil in the gut. Fungal hyphae also contribute
to cast stability, but probably originate from fungi
outside the casts since fungi are strict aerobes that
cannot survive inside the earthworm gut. When dis-
rupted by tillage or mild shaking in water, earthworm
casts generally break down into macroaggregate-
sized fragments, and thus are often classified as
macroaggregates.

Casts provide stability to earthworm channels,
which over time under zero-tillage conditions may
occur in such numbers as to contribute significantly
to soil hydraulic conductivity and aeration status. An
important property of these channels is their con-
tinuity, which makes them particularly effective as
preferential flow conduits. Tillage disrupts continu-
ity of earthworm channels, rendering them largely
ineffective for transport.

Role of Wetting and Drying on Soil
Structure Development

A key element in the development of soil structure
is the cyclic pattern of wetting and drying of field
soils.

When wet soils dry, particles are drawn together
by negative pressures or suctions that develop in the
pore water. Microscopically, this promotes clay orien-
tation and interparticle bonding. Macroscopically, the
soil as a whole shrinks or decreases in volume, causing
the development of crack networks and surfaces of
weakness between neighboring soil elements. These
to a large extent define the boundaries of soil aggre-
gates, particularly macroaggregates, and form con-
tinuous channels that facilitate water infiltration and
gas movement.

The extent of soil cracking depends primarily on
the intensity of drying, and on the amount and type of
soil clay minerals. Soils with large amounts of 2:1
clay minerals, such as vertisols, are notorious fcr
networks of large shrinkage cracks. At the other
extreme, soils with predominantly nonexpandable
clay minerals, such as oxisols, exhibit very little
shrinkage and cracking behavior. This to a large
extent explains the characteristic ‘massive’ soil struc-
ture of oxisols, manifested by a lack of visually
distinct macroaggregate boundaries.

If crack networks extend to the soil surface, as s
usually the case in untilied soll, then water infiltration
during rainfall events occurs preferentially down these
cracks until swelling causes the cracks to seal up again.
Dispersed clay in the infiltrating water may be de-
posited at crack boundaries as water infiltrates tle
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surrounding aggregates, forming clay skins or “cutans’
on the aggregate surfaces. Also, since the soil ar crack
surfaces is the first to wet during infiltration events,
soil displacements during wetting may result in shear-
ingor ‘smearing’ of these surfaces. Such shear zones, or
‘slickensides,” are particularly notorious in vertisols.

Characterization of Soil Structure Based
on Visual Assessment

Visual Inspection of Soil Aggregates

A routine component of soil surveys is the description
of soil macroaggregates based on visual examination.

The criteria used in this classification scheme are type
or shape, class or size, and grade or distinctness.
Different structure types are illustrated in Figure 11,
and fturther details are given in Table 3.

A certain amount of subjectivity exists in deciding
the precise category for a given soil structure, particu-
larly with respect to shape and grade. Nevertheless,
the classification system has been used successfully
for grouping soils according to structure-related
properties such as permeability and preferential flow
of solutes. This is largely due to the fact that aggre-
gate morphology is related to morphology of the
interaggregate void spaces where most water and
solute transport takes place. For example, blocky

Table 2 Sensitivity of various chemical indices in relation to changes in aggregate stability over time

Previous Aggregate stability Organic Acid-hydrolyzable Hot water-extractable Microbial biomass C
cropping history (MWD, mm) C (%) carbohydrate (%C) carbohydrate (ngC ') ugCg ')

18-year pasture 2.7 3.2 0.35 208 1018

4-year pasture® 2.5 25 0.26 169 890

1-year pasture 2.0 2.4 0.25 152 801

1-year arable 1.3 2.4 0.23 140 738

4-year arable 1.2 2.4 0.23 134 712

10-year arable 1.0 2.0 0.19 127 610

“The 1-year and 4-year pasture and 1-year and 4-year arable soils come from a cropping rotation of 4-years arable followed by 4-years pasture. (Data
from Haynes Rd, Switt RS, and Stephen RC (1991) Influence of mixed cropping rotation (pasture-arable) on organic matter content, water stabte

aggregation and clod porosity in a group of soils.) Soil Tillage Res 19: 77-87.

Reproduced with permission from Haynes RJ and Beare MH (1996). In: Carter MR and Stewart BA (eds) Struclure and Organic Maller Storage in Agricultural

Soils, p. 236. Boca Raton, FL: CRC Press.

Hamble Lawtord Danchworth
16% clay content  39% clay content 49% clay content
r=0.86 r=073 r=0.95

Aggregate stabllity index (%)

ol | | i |
2 4 6 8 10

Organic matter content (%)

Figure 10 Relation between aggregate stability and organic
matter content in soil with varying texture. Reproduced with per-
mission from Haynes RJ and Beare MH (1996) In: Carter MR and
Stewart BA (eds) Structure and Organic Matter Storage in Agricultural
Scifs, p. 232. Boca Raton, FL: CRC Press.

[T -
Granular Platy
@ Blocky @
S e 3l
R S
Subangular Angular
Golumnar Prismatic

Figure 11 Classitication of macroaggregates based on visual
appearance. Reproduced with permission from Hillel D (1998)
Environmental Soil Physics. London: Academic Press.
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and prismatic macroaggregates are often bounded by
networks of large, continuous cracks, whereas inter-
aggregate void spaces for granular or crumb struc-
tures are smaller and more finely distributed.

Image Analysis

Examination of photographs of soil crack patterns, or
of thin sections, has long been used to obtain detailed
information on the shape of aggregates and their
spatial organization in relation to interaggregate
void spaces. This has become increasingly feasible
with the advent of powerful yet low-cost digital
image acquisition and analysis technology. Three-di-
mensional image analysis is also possible using tech-
niques such as computer-aided tomography.

Mathematical Models of Soil Structure

Adggregate Size Distributions

A common method for characterizing soil struc-
ture involves measuring the size distribution of soil
fragments or ‘aggregates’ produced by a specified
fragmentation method. The distributions are often
fitted to two-parameter probability models such as in
Table 4. In many cases one of the two parameters
is nearly constant. For example, for ‘fractal’ distribu-
tions, the fractal dimension D may be relatively
constant. Likewise for log-normal and Weibull distri-
butions, the geometric standard deviation ¢ and ex-
ponent A, respectively, otten do not vary much. In
such cases the distribution may be defined by specity-
ing only the diameter X at some fixed probability P,
or a probability-weighted diameter or ‘mean weight
diameter’ defined over some fixed probability interval
(Py, P,) as:

X(P)dP (1]

Pore Size Distributions

Pore size distributions may be determined by micro-
scopic examinatien of thin sections, or inferred indir-
ectly from moisture relcase characteristics or mercury
intrusion porosimetry. The latter two methods are
based on the capillary relation between equivalent
cylindrical pore radius (#) and gauge pressure head
(h) at which liquid will just enter or recede from the
pore:

r=20cos®/Apgh 2]

Here p is liquid density, o is solid-liquid surface ten-
sion, g is the gravitational constant and @ is the sohd-
liquid contact angle. Equation |2] allows inferring
the total volume of voids in radius interval r+ dr
from the measured volume of liquid drained or
intruded in the pressure head range b +db. The
pore-size histograms in Figure 7 are an example of
distributions inferred by this method.

For the common case of liquid water in non-hy-
drophobic soils, where p=~1gem™* o~ 71 dynem ™',
and ¢ ~ 0, eyn |2| reduces to:

r=0.15/h [3]
where r and b are expressed in cm.

Scaling Models of Soil Structure

Soil structure often exhibits certain similitude or
‘scaling’ properties, which greatly simplify its math-
ematical representation. Two types of scaling have
reccived wide attention in soil science, fracral scaling
and Miller scaling (in honor of the brothers E.E. and
R.D. Miller, who developed the original concepts).
Fractal scaling concerns similarities between hier-
archical levels in a given soil, whereas Miller scaling
deals with structural similarities between different
soils. In both cascs, the underlying assumption is that
the structural elements being compared are similar

Table 4 Common cumulative probability functions used to characterize aggregate size distribution in soils

Distribution Functional form
Fractal 3D
X
P(X) = (ﬁ)
a
Log-normal _ 1 X J’ Xy 12
Pix) =~ _] exp¢ —-1/2{In| — dinX
averl) l A
Weibull

P+ of (%) |

Definition of variables

P(x) = cumulative mass fraction
X =aggregate diameter
7, D = constants

P(x) = cumulative mass fraction
X =aggregate diameter
1,7 =constants

P(x) = cumulative mass fraction
X = aggregate diameter
¥, A = constants
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geometrically, differing only in some characteristic
dimension or *length.’

Fractal scaling relations between hierarchical levels
in a given soil Fractals may be defined, somewhat
simplistically, as hierarchical porous or irregular
objects composed of successively nested sumilar elem-
ents. To illustrate, a simple fractal object is shown in
Figure 12. The lowest hierarchical level (Figure 12a)
plays the role of reference element or ‘generator.’
A second hierarchical level (Figure 12b) is estab-
lished by forming a larger cluster from the primary
clusters. These in turn form a third hierarchical level
(Figure 12¢), and so on.

The filamentous fractal object in Figure 12 1s sim1-
lar in many ways to particle clusters formed during
diffusion-limited flocculation. Other more compact
fractal objects, like the one shown earlier in Figure 1b,
are perhaps more representative of soil aggregates.

A property of these and many other self-similar
objects is that the number of primary particles N
required to form a given hierarchical level is a non-
integer power law function of the characteristic
length [. (aggregate diameter) at that hierarchical
level, 1.e.:

N x LD _ Ll‘f—H—[ [4]

Here E represents dimensionality of the problem
(E =3 for three-dimensional space, and 2 for rwo-
dimensional objects in the plane) and £ is a fraction
0 > f< 1. The parameter D =E — 1 + fis often known
as the fractal dimension. The fraction fincreases with
the degree of ‘space-filling’ of the given fractal object.

{b)

Hierarchy level 2

Hierarchy level 3

Figure 12 Self-similar filamenious objects of increasing
hierarchical levels. Adapted with permission from Meakin P
(1991) Fractal aggregates in geophysics. Review on Geophysics
29: 317-354.

For example, f has a value of approximately 0.465 for
the open filamentous object in Figure 12, and a value
closer to unity (0.658) for the more compact ‘aggre-
gate-like’ structure in Figure 1b. In the case of
complete space filling (such as squares formed by pla-
cing smaller squares edge to edge, cubes formed by
placing smaller cubes face to face, etc.), f=1 and
eqn [4] reduces to the familiar Euclidean relation
N~ L%

A consequence of scaling property eqn (4] is that
the number of particles per unit ‘characteristic’ bulk
volume, N/L*, varies as L™, which is an inverse
relation whenever f< 1. Consistent with this result,
aggregate bulk density often decreases in linear log-
log fashion with increasing aggregate size (Figure 13).

Analysis of pore spaces in certain fractal structures
has yielded theoretical power law relations between
volumetric water content # and matric suction b. At
least qualitatively, this agrees with the well known
empirical Brooks—Corey relation:

0(/7) = Hsat(b/hc)h [S]

where 6., is saturated water content, b, is suction at
air-entry and b is a soil-dependent constant.

Fractal scaling models have proved parucularly
useful for describing the geometry of complicated
crack networks in soils.

Miller scaling relations between different soils In
Miller scaling, no a priori assumption is made
regarding fractal hierarchy within a given soil (al-
though fractal scaling is allowed under certain condi-
tions). All that is required is similitude between

Aggregate bulk density (kg dm—3)

v eyl L \ L el
08 o1 1 10

Aggregate radius {mm}

Figure 13 Bulk density of scil aggregates as a function of thair
radius. {Data from Chepil WS (1950) Methods of estimating ap-
parent density of discrete soil grains and aggregates. Soil Scierce
70: 351-362, with permission.)
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Figure 14

Yik

IHustration of two Miller similar soils with different characteristic lengths Ay and A,. After Miller EE and Miller RD (1956)

Physical theory for capillary flow phenomena. Journal of Applied Physics 27: 324-332.

differentsoils, regardless of what the internal hierarchy
may bhe.

In its strictest sense, Miller similitude assumes
that the geometry of both elementary particles and
their structural organization is identical across soils
(Figure 14). Assuming dominance of capillary phe-
nomena and creeping Newtonian fluid flow, this type
of similarity imposes scale invariance on the dimen-
sionless moisture release characteristic #(hNeo) and
the dimensionless hydraulic conductivity function
Kt A?, where K(#) is hydraulic conductivity K at
motsture content 8, 7 1s tluid viscosity and o is surface
tension of the liquid—vapor interface. Miller similar
soils always have identical porosity.

In practice, a weaker form of Miller similitude or
‘generalized scaling’ is often adopted, under recogni-
tion that it 1s usually the larger soil pores (i.e., those in
upper hierarchical levels) that exhibit similitude and
furthermore conduct most of the pore water. In gen-
eralized scaling, not only is the characteristic length X
of these large pores allowed to vary across soils, but
also the soil volume fraction or ‘effective’ porosity P,
that they occupy. This is illustrated in Figure 15,
where similarly shaped conducting or ‘effective’
structural units of different characteristic lengths
Ay and A, are embedded in a surrounding non-
conducting soil matrix. For a given value of A, the
‘effective’ porosity P, is proportional to the number
of elementary structural units per unit overall soil
volume. Thus P, may be considered a characteristic
‘pore number’ scaling factor, complementing A which
accounts for characteristic size. This contrasts with
Miller similar soils, where A is the only independent
scale factor because P, is always constant.

A consequence of generalized scaling behavior is
invariance of the reduced moisture retention function
Se(bAa), where S, is an ‘effective’ pore saturation
defined as:

S.; :QE/PU = (0_90)/(95m "00) [6]

Here 6 and 6, are the actual and saturated soil
moisture contents, respectively, and 8, is a ‘residual’
water content below which scaling relations no longer
apply. 6, may be considered as the water content
when all the ‘cffective’ structural units have drained
and only the nonconducting matrix surrounding the
‘effective’ structural elements remains saturated. The
parameter 6, = # — 6, 1s known as the ‘effective’ water
content and 6, — 6, is the effective porosity P..

Soils with invariant S.(bMo) functions are fre-
quently observed to have scale-invariant hydraulic
conductivity functions K(S.)/ %, where A% is an em-
pirical soil-dependent scale factor that may or may
not correlate with the pore size scale factor A. Only
under strict Miller similarity does A = Ak.

Two fractal soils will also exhibit Miller scaling, if:
(1) the shapes of the initial generating structures are
the same in both soils, even though their characteris-
tic lengths X are different; and (2) both soils have the
same number of hierarchical levels.

Structure of Tilled Agricultural Soils

Throughout history, modification of soil structure by
tillage has played a central role in crop production.
The tilled ‘plow layer’ plays a crucial role in deter-
mining plant growth and transport of gas, water, and
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Decrease in P, at constant 4

Matrix of nonconducting

Decrease in 4 at constant P,

Figure 15

chemicals in the environment. Thus, no review of soil
structure would be complete without some discussion
on structural dynamics in tilled soils.

Initial Soil Conditions Produced by Tillage: Soil Tilth

The structure or ‘tilth’ of freshly tilled soil is defined
by the size and shape distribution, spatial arrange-
ment, and internal structure of soil fragments
produced by tillage. For a given soil and ullage im-
plement, the tilth obtained depends primarily on soil
moisture content at time of tillage.

Tillage under wet conditions, particularly in heavy-
textured soils, generally results in large, plastically
deformed fragments where internal structure may be
seriously damaged or ‘puddled.’ Tillage of dry soils, on
the other hand, generally results in minimal plastic
deformation and structural damage, but undesirably
large fragments may still be produced. The optimum
soil moisture content for tillage 1s at some intermediate
value, often close to the lower plastic limit, wherein
maximum fragmentation occurs with little plastic de-
formation. Soils in this condition are said to exist in
their most ‘friable’state. Soils with predominantly large
or intermediate pore sizes, associated with fight texture
or good structure or both, tend to be friable over fairly
large ranges in moisture content. On the other hand,
poorly structured fine-textured soils, particularly those
dominated by high-activity clays, tend to present
narrow moisture ranges for maximum friability.

or 'noneffective’ pores

'Effective’
structural

Illustration of four similar soils exhibiting generalized scaling.

Post-tillage Soil Structural Transformations

The loose structure produced by tillage tends to be
highly unstable, so that under action of wetting and
drying the soil resettles back toward a more stable
structural state. The most important components
of this resettlement process are crusting at the soil
surface, and fracture and plastic deformation of
aggregates deeper in the tilled layer.

Surface crusting of tilled soils The formation of thin
(<2 mm) crusts at the soil surface, due to action of
raindrops and sprinkler irrigation, is a common
feature of cultivated soils throughout the world.
Crusts are characterized by greater density, higher
shear and tensile strength, finer pores and lower hy-
draulic conductivity than the underlying tilled soil.
Important consequences are poor seedling emergence
and increased runoff and erosion. A thin-section
photograph taken from crusted soil is shown in
Figure 16.

Crusting is thought to be a combined effect of two
processes: (1) aggregate rupture caused by mechan-
ica! forces, such as raindrop impact and pore-air
entrapment during rapid water infiltration; and
(2) dispersion of clay particles. At low electrolyte
concentrations, soils with Na"-dominated exchange
complexes tend to disperse spontaneously upon wet-
ting. Ca?'-dominated soils at low electrolyte con-
centrations may also disperse on wetting, bur this
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Figure 16 Photomicrograph of thin section from a crusted sail
showing the denser layer near the soil surface. Frame length =
4mm. Reproduced with permission from Chartres CJ (1992) In:
Sumner MFE and Stewart BA (eds) Soil Crusting, p. 344. Boca Raton,
FL: CRC Press.

frequently requires additional mechanical energy
input, such as by recent tillage or raindrop impact.
Dispersion in both Na™*- and Ca?'-dominated soils is
reduced at high electrolyte concentrations, but to a
much greater degree in the Ca®"-dominated case.

Soils with 10-30% clay content, with at least traces
of smectitic clay and high amounts of silt, seem to be
the most prone to crusting. Clay contents >30% tend
to stabilize aggregates against disruption, whereas at
<10% clay not enough fine material is present for
dispersion to have significant effects.

Etforts to control crusting mainly involve ground
cover to reduce raindrop impact, and chemical applica-
tion to control dispersion and stabilize aggregates.
Commonly used chemicals are moderately soluble
Ca® -salts such as gypsum that maintain high Ca®'
concentrations in solution, together with polymers
such as polyacrylamides (PAM) that interact with clay
surfaces to promote flocculation and aggregation.

Figure 17
clods after six wetting-drying cycles;
(b} clayey oxisols; and {c) clayey ultisols.

(see color plate 56) Fragmentation state ot large

(a) clayey vertisols;

(b)

5% strain

Figure 18 Schematic illustration of aggregate bed deformation
resulting from plastic flattening of contact points: (a) initial un-
detormed aggregate bed. (b) aggregate bed after 5% volumetric
strain. Courtesy of Dani Or, University of Connecticut.

Fracture and plastic deformation of aggregates during
wetting and drying cycles At depths greater than
several millimeters in the plow layer, soil is not
subject to direct raindrop impact, and wetting occurs
more gradually and under greater tensions than in the
surface layer. Thus, the mechanisms governing soil
structural changes are different from the surface
layer. The main mechanisms appear to be aggregate
fragmentation due to differential soil swelling during
water infiltration, and plastic deformation of wet
aggregates due to concentrated shear stresses at
interaggregate points of contact.

Wetting-induced aggregate fragmentation seems to
increase with increasing soil shrink-swell potential.
The most extreme and familiar manifestation is the
‘self-mulching’ of vertisols, wherein large soil clods
completely break down to small fragments after only
one or two wetting and drying cycles (Figure 17a).
Other heavy-textured soils with lesser clay activity
manifest the same phenomenon, but generally require
more wetting and drying cycles to achieve comparable
amounts of fragmentation (Figure 17b,c).

Plastic deformation of aggregates occurs when
shear stresses at interaggregate contact points exceed
the plastic yield strength (dependent on water content)
of the soil material. The result is a gradual flattening
and coalescence of interaggregate contact points
(Figure 18), tending toward a state where aggregate
boundaries disappear and the soil reaches its original
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isotropic structure. The main causes of the concen-
trated stress at interaggregate contact points are be-
lieved to be overburden pressure and capillary forces
due to water menisci between adjacent aggregates.

Long-Term Effects of Tillage

In the short term, tillage produces a loose soil struc-
ture conducive to plant growth and water infiltration.
However, when intensively tilled soil is allowed to re-
consolidate through the above mechanisms over an
extended period, it often reaches a state of greater
compactness than if it had never been tilled at all,
typically requiring years in the undisturbed state to
recover its original (pre-tillage) structure.

The Notion of Structural Quality and the
Nonlimiting Water Range

An important question is: what constitutes a ‘good’ or
‘poor’ soil structure for plant growth? These attri-
butes pertain to the general notion of structural
quality. Such a notion is difficult to quantify, because
plant growth in soils is strongly influenced by a
number of structure-related physiological stress
factors, such as soil aeration, mechanical impedance,
and water availability, all of which vary in different
ways with changing soil water content. For example,
aeration stress is greatest at high water content, and
decreases as the soil dries out, whereas stresses asso-
ciated with water availability and mechanical imped-
ance tend to increase with decreasing water content.
Soil structure acts as a modifier of these relationships,
by increasing or reducing the severity of each stress
factor at a given soil water content.

Optimum soil physical conditions for plant growth
generally reside within some intermediate range of
water content where none of the stress factors is
limiting. This range is known as the nonlimiting
water range (NLWR). Plants growing in soils with a
wide NLWR have a lesser probability of experiencing

stress during their growth cycle than those growing iin
soils with a narrow NLWR. The NLWR has beein
proposed as a simple, measurable indicator of soiil
physical conditions or structural quality. In this
framework, soils with a wide NLWR are said to
have good structure, whereas those with a narrow
NLWR are considered poorly structured.

Summary

The proper study of soil structure includes the defim-
ition of its essential nature, its role in the envirom-
ment, methods of its characterization, and processe:s
involved in its development and degradation. Espe:-
cially important are the role and dynamics of soil
structure in agricultural ecosystems, primarily be-
cause it is in these ecosystems that soil structure iis
most influenced by, and in turn influences, humain
management. Simple mathematical models of soil
structure have proved useful in explaining hydro-
logical and other macroscopic phenomena in soils.

See also: Aggregation: Microbial Aspects; Physical
Aspects
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Introduction

‘Subsoil’ refers to the stratum of soil immediately
below the surface soil or topsoil. Often this layer is
overlooked, as most land management is focused
on the topsoil, which can be altered drastically by
tillage and other practices. However, the subsoil can
have a large impact on a soil’s potential productivity.
If this layer of soil is extremely dense, roots may not
penetrate, rooting volume will be decreased, nutrient
uptake will be reduced, and plants may become sus-
ceptible to drought; also, water may not be able to
infiltrate into the subsoil, thus limiting available
water for plant growth and increasing surface runoff
and potential soil erosion. Disrupting the subsoil to
allow proper water infiltration and root growth may
be necessary for optimum plant response.

‘Subsoiling’ refers to the process of soil tillage per-
formed by a tool inserted into the soil to a depth of at
least 350 mm. Tillage conducted by a narrow tool
inserted to a more shallow depth is sometimes referred
to as chisel plowing and is mostly used to loosen or
level the soil surface and prepare a seedbed. Although
tillage has been performed for several thousand years
at a shallow depth, subsoiling is a relatively new oper-
ation, having only been performed since vehicles have
excessively compacted the soil through their large mass
and frequent traffic. Prior to the twentieth century, the
ability to till deeper than just a few centimeters was not
possible due to a lack of tractive force, nor was it
necessary, because compaction due to repeated vehicle
traffic had not yet been caused. In addition, naturally
dense subsoils (e.g., hardpans, fragipans) require such
treatment to allow proper root growth and drainage.

Shallow sotl compaction caused by natural pro-
cesses or field equipment can usually be alleviated
by chisel plowing to shallow depths. However, if
compaction penetrates deeper, more radical measures
such as subsoiling may be necessary. This deeper
compaction is often caused by repeated trafficking
of the soil surface with large vehicle loads. In some
locations, natural processes can lead to deep compac-
tion, which can restrict root, water, and air movement
in the soil.

Currently, subsoiling is practiced on a routine basis
throughout the world. Many soils respond positively
to subsoiling, resulting in yield improvements. Tillage

tools used for subsoiling vary widely and result in
differences in residue draft force requirements,
remaining on the soil surface, and belowground soil
disruption.

Measurement of Subsoiling

Determining when to subsoil requires some measure-
ment of soil compaction. Cone index is the most
accepted measure of soil compaction and has been
used to determine when roots are restricted and can
no longer expand into soil. This term is defined as the
force required to insert a standard 30° cone into the
soil. When values of cone index approach 1.5-2 MPa,
root growth becomes limited and plants can start
suffering the ill effects of soil compaction. After sub-
soiling, however, cone index values as low as 0.5 MPa
are commonly found down to the depth of tillage
(Figure 1).

Benefits of Subsoiling

The most obvious benefit of subsoiling is the disrup-
tion of deep, compacted subsoil layers. If soil com-
paction is excessive in these layers, roots cannot

No
traffic

Traffic
0 ] 1 Il

Depth (m)
&
E-Y
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Distance from row (m)
Figure 1 (see color plate 57) Cone index (mega pascals) iso-

lines of soil showing location of nontrafficked row middle, row,
and trafficked row middle. Minimal values of cone index are
colored green and are shown near the center of the graph,
representing root extension down to 0.3 m. Severely compacted
zones are particularly evident under the trafficked row middie at
the 0.3-m depth.
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penetrate and are restricted to shallow depths. During
times of drought, plants grown in a compacted soil
are immediately susceptible, as their roots arc con-
fined to shallow zones that do not contain adequate
soil moisture. Subsoiling excessively compacted soils
lossens the soll for root growth, the depth of which is
increased, so the plants are better able to withstand
periods of drought.

Coupled with the increased root growth is the im-
proved infiltration that usually accompanies subsoil-
ing. Rainfall that previously exceeded infiltration
capacity can be stored in the subsoil. The loosened
soil provides pathways into the soil for rainfall ro
move quickly, instead of ponding on the soil surface
and eventually evaporating or running off. Larger
amounts of soil moisture may then be available to
the plant during the growing season when moisture
may otherwise be limited.

Increased numbers of macropores are also found
after subsoiling. Even though some of these pores
disappear as the soil reconsolidates, many stay open
and provide increased storage of water and oxygen
for plant roots. However, it is important that subse-
quent vehicle traffic be minimized to achieve long-
lasting effects of subsoiting. Some research has reported
that benefits of subsoiling are lost by the second pass of
a vehicle tire. This could mean that subsoiling might
not benefit a crop if traffic from a primary tillage
operation and a planting operation were allowed to
stray too close to the subsoiled channels. Maintaining
the loosened soil profile and the increased storage
capacity for water could be extremely valuable to
plant roots during temporary summer droughts.

Ultimately, crop yields may improve from subsoil-
ing, although the amount of improvement is difficult
to estimate, because soil type, soil condition, plant
species, and climate all have large effects. Many soils
have shown benefits of being subsoiled; however, the
amount of relative benefit may be offset by the expense
of performing the operation. Some coarse-textured

soils (sandy-to-loamy), which compact easily and re-
quire mimimum tillage forces for subsoiling, show sig-
nificant yield improvements when subsoiled. Some
fine-textured soils are not economically subsoiled due
to the lack of a yield improvement or because of the
high draft forces necessary for subsoiling.

Subsoiler Design

Tillage tools used for subsoiling vary greatly in design
and use. The individual vertical members that contact
the soil and provide disruption are referred to as
shanks. Their design varies greatly depending upon
purpose, geographical location, soil type and depth
of use.

Prior to 1950, most subsoiler shanks were straight,
with a slight forward projection angle. However, re-
search ncar the end of that decade recognized that
other shapes, including curved and elliptical subsoiler
shanks, can provide reduced draft forces in some soil
types and soil conditions (Figure 2). Eventually, para-
bolic shanks became widely used and accepted as
reducing draft forces. Some studies, however, have
found that straight shanks mounted at an aggressive
forward angle have reduced tillage draft when used in
sandy soils. One negative effect of using curved
shanks is that these shanks are designed to operate
at a particular depth. When curved shanks are oper-
ated at depths either shallower or deeper than their
intended depth, draft can increase, probably due to
soil bodies that build up in front of the shanks,
resulting in ‘soil-on-soil’ friction in contrast to the
lesser ‘metal-on-soil’ friction (Figure 3).

Some subsoilers disrupt the soil in a symmetric
manner, leaving equally disturbed soil on either side
of the subsoiler as it moves in a forward direction.
However, in the mid-1970s, the bentleg subsoiler was
developed, which was designed to disturb the soil in a
nonsymmetric manner. This shank is bent to one side
by 45°, with the leading edge rotated forward by 25°.

Figure 2 Straight, slightly curved, and deeply curved subsoilers, as tested in the 1950s. (Reproduced with permission from Nichzls
ML and Reaves CA (1958) Soil reaction to subsoiling equipment. Agricuttural Engineering 39: 340-343.)
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Figure 3 (a) Curved subsoiler operating at design depth; (b) cur-
ved subsoiler operating at deeper than design depth; (¢) curved
subsoiler scaled in size to operate at increased depth. (Repro-
duced from Gill WR and Vanden Berg GE (1966) Soil Dynamics in
Tillage and Traction. Washington, DC: USDA.)

A\

Figure 4 Side {left) and front {right) view of a bentleg subsoiler.

As the shank is traveling forward, it contacts the soil
over a 216-mm width, which is substantially larger
than any of the nonbentleg subsoilers. The main ad-
vantage of the bentleg subsoiler is its ability to pass
through the soil leaving the surface relatively free of
disturbance. For this reason, many producers have
adopted this form of tillage as a method of alleviating
soil compaction while maintaining large amounts of
residue on the soil surface (Figure 4).

The bentleg subsoiler is commonly thought to re-
quire larger amounts of draft energy than traditional
subsoilers. However, several studies have shown that
comparable draft forces are generated for the bentleg
subsoiler and traditional subsoilers if they are
operated at similar depths.

Several other methods have been advocated for
reducing draft on agricultural vehicles or increasing
belowground disruption. These include vibrating the
subsoiler, rotating the subsoiler shanks, placing a
wing on or behind the subsoiler shank, using multiple
shanks placed immediately behind each other and
operating at different depths, or using a rolling

coulter. Many of these experimental methods have
shown promise and are undergoing further refine-
ments, but none have been adopted by the agricultural
machinery industry as of 2003.

Force Required for Subsoiling

Subsoiling requires a great amount of tillage energy.
Based on experimental data obtained throughout the
USA, the American Society of Agricultural Engineers’
(ASAE) Standard D497.1 gives the following equation
for calculation of draft force for subsoiling:

D=F [A + C(S)llWT 1]
where D 1s implement draft (in newtons), F is dimen-
sionless soil texture adjustment, i is fine (1), medium
(2), or coarse-textured (3) soil, A and C are machine-
specific factors, S is field speed (in kilometers per
hour), W is number of rows or tools, and T is tillage
depth (in centimeters).

Many factors influence draft forces of subsoiling and
are represented in Eqn [1]. Soil texture certainly has a
very large effect on draft force, with the factor F, ranging
from 0.45 for coarse-textured soils to 1.0 for fine-
textured soils. (Coarse-textured soils are described as
being sandy soils, medium-textured sotils are described
as being loamy soils, and fine-textured soils are de-
scribed as being high in clay content.) Speed is also
considered to be one of the most important factors.
Because speed has a large effect on draft force, most
subsoiling operations are conducted at relatively low
speeds. The number of subsoiler shanks is also import-
ant, with the draft force increasing proportionally for
each additional shank being pulled through the field.

One factor that is easily overlooked and that
appears last in the equation is tillage depth. Often
producers set their subsoiler depth at the deepest
position that the tractor can pull. The subsoiler will
only be moved upward toward the soil surface when
excessive draft is sensed; after this area of excessive
soil strength is passed, the original depth of subsoiling
will be returned to. However, recent research reports
that optimum yields are achieved when the depth of
tillage is targeted to the depth of the root-impeding
layer. Here, subsoiling energy is only expended to the
problematic depth without wasting it by tilling too
deeply. Also, excessive depths of subsoiling may in-
crease compaction at these depths, as pressure from
vehicle traffic could be propagated downward to
depths below the rillage zone. As tillage is conducted
more deeply every year, compaction moves downward
through loosened soil horizons.

Eqn [1] only gives an approximate mean range
(£50%) for subsoiler draft force, as many differences
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can exist between subsoilers. One difterence that is
commonly found between subsoiler shanks is tip
design. For Eqn | [], factors A and C have been desig-
nated as 226 and 1.8 for narrow points, but as 294
and 2.4 for 30-cm winged points. The effect of the
point is to increase the draft force substantially, while
increasing belowground disruption.

Management Practices

Subsoilers have been used mostly to totally disrupt
entire fields or severely compacted parts of fields,
especially headlands where turning and excessive
rrafficking has occurred. V-frame subsoilers have typ-
ically been designed with subsoiler shanks positioned
closely over the width of operation {Figure 5). Their
width 1s set so that the disrupted zone from a shank
intersects the disrupted zone from nearby shanks. The
compacted portion of the field or the entire field is
loosened using this method of subsoiling with little
consideration for future field activities. However,
some producers subsoil at a slight angle to the previ-
ous year’s rows so that excessively trafficked lanes
of the field are mostly removed. Another reason for
conducting the subsoiling operation at an angle 1s that
it ensures that an entire row would not be missed if an
error in subsoiler positioning occurred or if a shank
were bent or broken and did not adequately disrupt
the soil. Secondary tillage is normally required to
prepare the soil surface for planting after a complete
subsoiling disruption operation.

As many producers have begun to realize the bene-
fits of maintaining an adequate surface-residue cover,
they have become concerned that the subsoiling oper-
ation may bury excessive amounts of crop residue. To
avoid this, one method that has been widely adopted
is called ‘strip-tillage’ or ‘in-row subsoiling.” This
process involves subsoiling directly beneath the row.
A single shank is pulled through the soil directly
beneath each row to loosen the soil only in close
proximity to the crop. Tillage energy is not wasted
on loosening zones between rows that are not neces-
sary for crop roots. Areas between rows are mostly
left undisturbed with full residue coverage. One sig-
nificant difference between strip-tillage and subsoil-
ing as conducted by a V-frame subsoiler is the
condition of the soil as it is left by the implement.
Strip-tillage implements usually include a method of
closing the subsoiling slot left by the shank to prepare
a seedbed because planting may immediately follow
the strip-tillage operation (Figure 6).

When to Subsoil

The frequency of subsoiling is dependent primarily
upon the particular cropping system and the soil’s
needs. In some areas of the world, benefits of subsoil-
ing have been found up to 10 years later. However, in
the southeastern USA, most research indicates that
this tillage operation could be performed every other
year without limiting yields. To a large degree, it
depends upon the management system that is put
in place following the subsoliling operation. When

Figure 5 V-frame subsoiler used for complete disruption of soil compaction
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Figure 6 Strip-tillage subsoiler used for subsoiling beneath rows. Note closing wheels, which prepare the seedbed for planting.

controlled trattic and in-row subsoiling are both used,
a soil may be able to withstand the compaction forces
generated by tratfic on the soil surface. The forces
that tires place on the soil surface in the row middles
will not propagate sideways into the row area, be-
cause the hardened soil in the row middles will be
able to withstand the traffic without deformartion.
This process is likened to tires running on cement
pads which are located between rows n the tield. As
long as the tircs are kept on the cement pads, little
compaction occurs under the rows. The loosened soil
beneath the rows will be able to maintain their loose
structure for longer periods of time and may not need
to be subsoiled as often. Even when subsotling is
performed, the shank runs in soil that was previously
loosened and not recompacted and the subsoiling
forces are reduced. New automatic steering systems
that enable precise control of the tractor as it passes
through the field could enhance the adoption of
controlled traffic as a management tool and could
reduce the need for annual subsoiling (Figure 7).
Because of the large energy requirements necessary
tor subsoiling, some producers subsoil only a portion
of their field during a year. The next year, they alternate
and till other parts. This incremental approach is con-
tinued until the entire field has been subsoiled and the
operation begins again. This type of rotation may pro-
vide enough overall loosening of the soil to enable good
productivity. However, it deep nllage is not performed
during a year that had a moisture-limiting condition,
vield reductions could occur. To reduce overall risk

Figure 7
system, where subsoiled zones beneath rows are kept separate
from compacted zones between rows. Note deep rooting beneath
rOwS.

(see color plate 58) Crops grown in a controlled-traffic

from drought effects on their crops, many producers
who must subsoil do it on an annual basis.

What time of year to subsoil is largely depend-
ent upon the producer’s schedule. Many producers
subsoil in the autumn after their harvest is complete.
Subsoiling at this time of the year can be efficient,
because farmers have several months to prepare for
planting the next season’s crop. Waiting until spring
to subsolil can delay planting if adverse weather con-
ditions exist. Subsoiling can also remove compaction
and rutting caused by the harvesting process, which
can excessively tratfic the tield with very large loads
(usually defined as greater than 10 Mg per axle) from
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the harvesting or transport equipment. Subsoiling in the
autumn can also be helpful due to the ability to have a
loosened soil profile during winter months when rain-
fall is greater for many climatic regions. This loosened
soil profile has increased surface roughness and in-
creased infiltration, which enables more rainfall to
penetrate and to be stored for future crop use.

Many producers who practice in-row subsoiling
wait until spring to subsoil. They subsoil immediately
before planting to give the crop the maximum benefit
from the subsoiling operation. Combination planters
and subsoilers have been produced for a one-pass
operation. Producers who typically use this cropping
system subsoil on an annual basis because their soils
recompact very easily. Measurements made in the
southeastern USA have shown that subsoiling con-
ducted in the autumn does not provide adequate soil
loosening necessary for optimum crop yields due to
the soil’s natural ability to reconsolidate over the
winter months.

There is one disadvantage to subsoiling in the
spring: occasionally when the subsoiling operation
is closely followed by planting, a problem can de-
velop relating to the proper emergence of seedlings.
Intense rainfall events can cause the subsoiling chan-
nel to settle quickly and move the seed downward
within the loosened zone. Replanting the crop may be
necessary if the seeds have been excessively covered
by soil.

Another consideration for deciding when to subsoil
is the moisture content of the soil. Maximum disrup-
tion of the soil profile is usually provided when the
soil is extremely dry, in contrast to subsoiling when
the soil is almost saturated. However, subsoiling
forces increase dramatically when soil is dry, and ad-
equate tillage or tractive energy may not be available.
A reasonable compromise seems to be to recommend
subsoiling when soil moisture is near the permanent
wilting point, but soil drying has not progressed to the
point of the hygroscopic coefficient, when soil mois-
ture is in vapor phase (i.e., soil moisture is bound
tightly to soil solids and little is available for plant
use). Some research indicates that little difference in
soil disruption is measured between soil moisture of
the hygroscopic coefficient point and that of perman-
ent wilting point. However, the difference in rtillage
forces required for subsoiling between these two soil
conditions can be significant.

Maintaining Surface-Residue Coverage

Consideration also has to be given to the amount of
soil-surface disruption. Often producers are concerned
with trying to reduce draft forces and they forget about

leaving the soil i a smooth condition appropriate
for planting. Also, efforts should be made to ensurc
that an adequate amount of crop residue is not buried
by the subsoiling operation. This mayv be especially
important to fragile residues when a crop such as soy-
bean is followed by subsoiling. Research results
also indicate that subsoiling when soil is near the
hygroscopic coefficient causes maximum disturbance
to the soil surface. Subsoiling near the permanent
wilting point disrupts the soil surface less and probably
results in less residue burial. Properly choosing a sub-
soiling shank that minimally disturbs crop residue and
then operating it at the correct soil moisture and at a
proper speed results in minimal surface disturbance
and maximum subsurface disruption.

Even though most research on subsoiling has
targeted force reduction, some early observations
of the soil surface indicated that the overall effect of
shank design had little effect on soil breakup. How-
ever, recent research indicates that bentleg subsoilers
typically do a better job of maintaining surface resi-
due than subsoilers, which are used for complete
disruption. Consequently bentleg subsoilers have
been readily adopted for use in many conservation
tillage systems.

Subsailing in Irrigated Fields

When irrigation is available, yield responses to sub-
soiling are less obvious. Increasing plant rooting
depth by subsoiling may not be important, as the
plants are likely to obtain all of their moisture
through irrigation water. There are two advantages
of using subsoiling with irrigation: the first is the
ability of the soil to store additional moisture after
subsoiling so less frequent irrigation is necessary; the
second is that not all parts of a field respond pos:-
tively to irrigation. Lower-lying areas of irrigated
fields that are poorly drained show yield increases
when subsoiled.

Subsoiling in Perennial Crops

Most subsoiling operations are conducted in row-
cropping agriculture, although many other crogs
may experience potential benefits from this ope-
ation. In many forest locations a subsoiling operaticn
is typically conducted before pine seedlings are
planted. The subsoiling operation is conducted Ly
large, single-row plows pulled either by bulldoze-s
or log-skidders (Figure 8). Usually, this operation s
conducted every 3 m and the trees are planted som
after the operation is completed. Several advantages
are seen from subsoiling prior to forestry planting,
for example: (1) pine tree seedlings gain from haviig
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Figure 8 Subsoiling plow used for forest tillage to prepare soil before tree planting. Note backward sweep of subsoiler shank. which

is used to allow the implement tc pass over tree stumps.

compacted soil disrupted, enabling roots to penetrate
to depths adequate for soil moisture; (2) the forest
soil surface is smoother and more easily accessible
to machinery; and (3) there is cconomic benefit
from having rhe trees machine-planted rather than
hand-planted.

Fields where other nonannual crops are grown such
as pastures, vineyards, orchards, and tields used tor
sugar cane production that are prone to repeated
heavy machinery traffic are frequently subsoiled
prior to planung. After they are planted, the crops
may be in place tor many years and the opportunity
for loosening is reduced. Subsoiling can be performed
atter the crop 1s established, but it is not advisable:
plant growth and vields may be detrimentally aftected
duc to excessive root pruning, potentially followed by
periods of drought.

Considerations Before Subsoiling

Even though it may be possible to subsoil a field to
remove compaction, care should be exercised betore
this potentially expensive operation 1s performed.
Once soil is loosened by subsoiling, it will easily recom-
pact if traffic is applied in the same area. Research
indicates that two passes of a tractor in the subsoiled
area will cause the soil to return to its previous state
prior to subsoiling. If traftic is controlled, however, the
benetits of subsoiling can be long-lasting.

Using a cover crop has been shown in some loca-
tions to replace the need for subsoiling. Winter cover
crops are able to increase infileration of winter rain-
fall and assist with water storage for use by the
main cash crop the following summer. Evaporation
of soil moisture is also hindered by the residue cover
provided by the winter cover crop, even persisting
several months later during summer months. The
increased amount of soil moisture present under
the cover crop reduces the overall soil strength and
allows the plant roots to continue to grow down-
ward. However, cover crops are not advisable under
all climate and soil condivions, and subsoiling
may still otfer increased crop response in severely
compacted soils.

The overall management of the production system
should be examined to determine whether the soil
compaction that is being alleviated by subsoiling is
natural or wherher it is rratfic-induced. If it is natural,
then subsoiling may have to be pertormed on an
annual basis to give plants the maximum benetit of
the operation. However, if a portion of the compaction
is machine-induced, adoption of controlled trattic or a
cover crop may enable the subsoiling operation to be
pertormed less trequently.

Producers should be aware that some soils may not
respond positively to subsoiling even though they
may appear to be compacted. Yield improvements
may not be realized in soils that are not severely
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compacted or are not in need of subsoiling. Even
some soils that are compacted may have adequate
plant growth due to the presence of old root channels
or significant earthworm activity and may not be
improved significantly by subsoiling.

Summary

Subsoiling is a necessary tillage process for many
fields used for crop production. Subsoiling disturbs
the soil down to at least 350 mm and provides for
increased rooting in soils compacted by either natural
causes or by vehicle traffic. The potential success
of subsoiling varies depending upon the design of
the shank, the timing of the operation, the crop, the
soil, and management decisions. Ongoing research is
aimed at a better understanding of subsoiling so that
producers can determine whether their soils might
benefit from this tillage process.

List of Technical Nomenclature

draft force The horizontal force required to pull

the implement through the soil

See also: Compaction; Conservation Tillage
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The average sulfur (S) content of the earth’s crust is
estimated to be between 0.06 and 0.10%. lt is usually
ranked as the 13th most abundant element in nature.
Sulfur occurs in soils in organic and inorganic
forms, with organic S accounting for more than
95% of the total S in most soils from the humid and
semihumid regions. The proportion of organic and
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inorganic S in soils samples, however, varies widely
according to soil type and depth of sampling. It is
usually somewhat lower in subsurface than in surface
soils.

Although it is well known that S in soils is present
mainly in organic combinations, very little is known
about the identities of these S compounds. The inor-
ganic S fraction in soils may occur as sulfate (SO3)
and compounds of lower oxidation state such as sul-
fide (S>7), thiosulfate (5,03 ), tetrathionate (S4O27),
polysulfides (S5, where n > 10), sulfite (S03 ), and
elemental S (S°). The last four are detected in soils
treated with elemental S or certain pollutants. In
well-drained, aerated soils, most of the inorganic S
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normally occurs as sulfate, and the concentrations of
reduced S compounds are generally 1%. There are
several forms of sulfate in soils. These include easily
soluble sulfate, adsorbed sulfate, insoluble sul-
fate, and sulfate coprecipitated (cocrystallized) with
(caCQOj3. Under anaerobic conditions, particularly in
tidal swamps and poorly drained or waterlogged
soils, the main form of inorganic S in soils is sulfide
and, often, elemental S.

Carbon-Nitrogen-Phosphorus-Sulfur
Relationships

Significant information is now available on the rela-
tionships between C; N, P, and S in soils around the
world. Unlike P, which can be present in significant
proportions as organic and inorganic combinations,
inorganic N and S values are very small relative to
organic forms of these elements in soils. Therefore,
often the relationships between organic C, total N
(instead of organic N), organic P, and total S (instead
of organic S) are reported. Significant variation can
occur in the C:N:P:S ratios of individual soils, but the
mean ratios for groups of soils from different regions
are similar. Agricultural soils, in general, have a mean
C:N:P:S ratio of approximately 130:10:1.3:1.3. Soils
under native grass have ratios of the order of
200:10:1:1. Pear and organic soils have intermediate
ratios of approximately 160:10:1.2:1.2. These ratios
are shown in Table 1 for six Brazilian surface soils
and six lowa surface soils.

Sources of Sulfur in soils

Minerals Sources

Many S-containing minerals occur in nature. The main
S-bearing minerals in rocks and soils are present in two
states: (1)assulfate,suchasingypsum (CaSO, - 2H;0),
anhydrite (CaSQy), epsomite (MgSO,-7H,0), and
mirabilite (Na>SO,4- 10H-O); or (2) as sulfide, such
as pyrite and marcasite (FeS,), sphalerite (ZnS),
chalcopyrite (CuFeS;), cobaltite (CoAsS), pyrrhotite
(Fe1S12), galena (PbS), arsenopyrite (FeS, - FeAs,),
and pentlandite (Fe,Ni)oSg.

Fertilizers Sources

There are many fertilizer materials, both liquid and
solid, which are used to supply S to growing crops.
The S source selected for any particular situation is
determined by the crop to be grown, the S level of the
soil, the cost of the material, and the ease with which
its use can be fitted into a particular fertilizer program.

Atmospheric Sources

Rainfall and the atmosphere constitute a third im-
portant source of S in soils. It is estimated that in
the USA more than 25 million tons of SO; or 13
million tons of S are emitted annually into the atmos-
phere. Most of these amounts are derived from com-
bustion of fossil fuels, but industrial processes such as
orc smelting, petroleum-refining operations, and
other such sources contribute approximately 20% of

Table 1 Carbon, nitrogen, phosphorus, and sulfur relationships in some Brazilian and lowa surface soils

Ratio

Organic C/total N/organic

Soil no. Organic C/total N Total N/organic P Total Ntotal S Organic P/total S P/total S (organic S)
Brazilian soils
1 21.0 11.8 34 0.3 210:10:0.9:3.0 (2.5)
2 21.3 9.7 7.0 0.9 213:10:1.0:1.4 (1.1)
3 12.8 13.3 8.3 07 128:10:0.8:1.2 (1.1}
4 13.9 3.3 6.1 20 139:10:3.1:1.6 (1.6)
5 23.6 18.7 12.0 0.7 236:10:0.5:0.8 (0.8)
6 238 10.2 6.3 07 238:10:1.0:1.6 (1.5)
Mean 19.4 11.2 7.2 0.9 194:10:1.2:1.6 (1.4)
lowa soils
7 9.4 6.2 9.1 1.6 94:10:1.6:1.1 (1.0)
8 10.8 7.0 9.2 1.3 108:10:1.4:1.1 (1.0)
9 10.4 7.0 6.9 1.0 104:10:1.4:1.4 {1.4)
10 10.3 8.0 7.4 0.9 103:10:1.2:1.3 (1.3)
B 12.4 8.2 8.0 1.0 124:10:1.2:1.3 (1.2)
12 131 7.6 6.9 0.9 131:10:1.3:1.5 (1.4)
Mean 111 7.3 7.9 1.1 110:10:1.4:1.3 {1.2)

Reproduced with permission from Neptune AML, Tabatabai MA and Hanway JJ (1975) Sulfur fractions and carbon-nitrogen—phosphorus—sulfur
relationships in some Brazilian and lowa soils. Soil Science Society of America Proceedings 39: 51-55.
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the total S emitted into the atmosphere. Another
major source is volcanic activity around the world.

Chemical Nature of Organic Sulfur in Soils

Understanding the nature and properties of the or-
ganic S fractions in soils is important, because these
compounds govern the release of plant-available S.
Even though much of the organic S compounds in
soils remains unidentified, three broad groups of S
compounds are recognized. These groups have been
classifed according to the nature of the reagents
used or according to the groups of S compounds
attacked by the reagents. Thus, three distinct groups
of S-containing compounds have been identified
(Figure 1):

1. Organic S that is not directly bonded to C and is
reduced to H>S by hydriodic acid (HI). This fraction
is believed to be largely in the form of sulfate ester
with C—O—S linkages. Examples of substances that
contain these linkages include arylsulfate, alkylsul-
fates, phenolic sulfate, sulfated polysaccharides,
choline sulfate, and sulfated lipids. Other organic
sulfates could be present as sulfamates (C—N—S) and
sulfated thioglycosides (N—0O-S). On average, ap-
proximately 50% of the total organic S in humid
and semihumid regions is present in this form, but
it can range from 30 to 60% (Table 2). Values as high
as 95% have been reported for lowa subsoils. Unless
otherwise indicated, the Hl-reducible S includes the
inorganic SO3~ fraction (Table 3);

2. Organic S that is directly bonded to C (C—S) and
is reduced to inorganic sulfide by Raney Ni (50%
each of Ni and Al powder) in an alkaline medium
(NaOH). This fraction is believed to consist largely
of S in the form of S-containing amino acids such
as methionine and cysteine. Its concentration in soils
ranges from 10 to 30% of the total organic S (Tables 2
and 3);

Soluble inorganic SO2- A

% Soluble + adsorbed incrganic SO2- B
Total S in soi < Hi-reducible S c

Raney Ni-reducible S D

Unidentified S E
B - A=Adsorbed SO;~
C - B=Ester SO
Total S - (C+D)=E
Total S - B=0Organic S

Figure 1 Organic and inorganic sulfur fractions in sails.

3. Organic S that is not reduced by either of the
reagents employed in estimation of fractions 1 and 2.
This unidentified fraction is inert to HI and Raney Ni,
It is generally in the range of 30-40% of the total
organic S (Tables 2 and 3). It is very stable, because 1t
resists degradation by caustic chemical reagents;
therefore, this fraction is of little importance as a
potential source of S for plants.

Inorganic Sulfur in Soils

Inorganic S in soils may occur as sulfate and as com-
pounds of lower oxidation states such as sulfide,
polysulfides, sulfite, thiosulfate, and elemental S. In
well-drained, well-aerated soils, most of the inorganic
S normally occurs as sulfate, and concentrations of
reduced S compounds are barely traceable, if present
at all. The concentration of soluble SO~ is estimated
after extraction with 0.01% LiCl or 0.15% CaCl,
solution, and the concentration of the soluble
plus the insoluble fraction is estimated after extrac-
tion with a Ca(H,PQOy4); solution containing 500 mg
Pl ' (Table2).

Fate of Inorganic Sulfate in Soils

The inorganic sulfate in soils may occur as water-
soluble salts that can be leached from soils, adsorbed
by soil colloids, or insoluble forms. Soil chemical
properties such as pH, type of clay, and presence of
cations are important factors in governing the leach-
ing and adsorption of SOZ " in soils. The mechanism
of SO} adsorption by soils involves coordination
with hydrous oxides, exchange on edges of silicate
clays, and molecular adsorption. Both the water-
soluble and adsorbed SO% are available to plants,
Under anaerobic (waterlogged) conditions, SO3 is
reduced to S?~ and precipitated as metal sulfide.
This process is biological in nature.

Leaching losses

The movement of sulfate in soils determines the mag-
nitude of losses of S in drainage water. Transport of
sulfate within a soil profile is influenced by its con-
centration in soil solution, its reaction with the
solid-phase components, and movement, velocity,
and pattern of water movement within the soil. The
relative magnitude of, and interactions among, these
factors determines the physicochemical fate of the
sulfate released from mineralization of organic S or
added to soils as fertilizer, crop-residue decompos-
ition, irrigation waters, and atmospheric deposition.
From the information available on sulfate losses with
percolating water, the following conclusions can he
drawn:
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Table 3 Fractionation of sulfur in surface soils from different regions

Percentage of total S in form specified

Hi-reducible

Location® Range Mean
Atlberta, Canada (15) 25-74 49
Australia (15) 32-63 47
Brazil (6) 36-70 51
lowa, USA (34) 36-66 52
Quebec, Canada (3) 44-78 65

Unidentified

C-bonded?

Range Mean Range Mean

12-32 21 7-45 30

22-54 30 3-31 23
5-12 7 24-59 42
5-20 11 21-53 37

12-32 24 0-44 11

“Determined by reduction with Raney Ni.
®Numbers in parentheses indicate number of samples

Reproduced from Tabatabai MA (1984) Importance of sulphur in crop production. Biogeochemisiry 1: 45-62.

1. Tosses of SO3 are reduced by cropping and are
less with rooting and perennial crops than with
annual crops;

2. Leaching losses of SO are greatest when
monovalent ions such as K* predominate; next in
order are the divalent ions such as Ca”* and Mg?™,
and leaching losses are minimal when soils are acid
and appreciable concentrations of Fe and Al hydrous
oxides are present;

3. Under comparable soil and cropping conditions,
the amount of $O2" removed from the soil profile is
generally directly related to the amount of leachate;

4. Sulfate adsorption would lead to more rapid
and complete removal of ClI™ from acid soils;

5. Sulfate losses increase with liming or amend-
ment with phosphate;

6. Sulfate losses are less when the S fertilizer is
banded than when broadcast.

Complete separation of the influence of physical
and chemical soil properties on transport of sulfate
is not possible, because several factors affect the dis-
tribution of an ion such as sulfate in the soil pores.
These include: (1) the electric field surrounding the
individual soil partcles, and (2) the magnitude of
the repulsive (or attraction) forces which are depend-
ent on the mineralogy and chemical composition of
the solid phase, and the pH and salt content of the
aqueous phase.

Losses of S by leaching vary widely: some drainage
water contains more S than the rain supplies, even
though little or none is added in fertilizer. The extra
quantity may be deposited directly on plants and soils
from the atmosphere or released from soil organic
matter or minerals. Expressed in kilograms of sulfur
per hectare, the annual losses from unfertilized
fields by drainage water in the state of Illinois range
from 1.5 to 65kg Sha ', in Germany they average
33kg Sha ', in Europe and North America they
average 15kg Sha ', in South America they average

4.5kg Sha ', and in some areas of Australic they
are less than 1kg Sha '. It has been estimated that
between 3 and 32 kg Sha™' is lost by tile drainige in
the state of lowa. In general, the annual loss from soils
by leaching varies from insignificant amounts to as
much as 320kg Sha ' from soils treated with
S fertilizers.

Sulfate Adsorption by Soils

Soils vary widely in their capacity to adsorb salfate.
Because sulfate adsorption occurs at low pH values
(less than 6), its adsorption is negligible in mos: agri-
cultural soils (pH > 6). Its adsorption in subsarface
acid horizons plays an important part in contributing
to S requirement of crops; conserving S from excessive
leaching, and in determining S distribution in sail
profiles. Sulfate adsorption is a reversible process and
is influenced by a number of soil properties. These
include:

1. Clay content and type of clay mineral. Sulfate
adsorption usually increases with clay content of
soils. Kaolin minerals retain more sulfate than mont-
morillonite clays;

2. Hydrous oxide of Al and Fe. Hydrous sxides
of Al, and to a lesser extent of Fe, show marked
tendencies to retain sulfate, especially the former in
certain solls;

3. Soil horizon or depth. Most soils have some
capacity to adsorb sulfate. The amounts of sulfate
adsorption in surface horizons may be low tut are
often greater in lower soil horizons due to the pres-
ence of more clay and Fe and Al oxides;

4. Soil pH. Sulfate adsorption in soils is favored
by strong acid conditions. It becomes ilmost
negligible at pH > 6;

5. Sulfate concentration and temperaturc. The
amount of sulfate adsorbed is concentration- ard tem-
perature-dependent. The amount of sulfate adsorb=d
ts in kinetic equilibrium with sulfate concen:ration
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in solution. Temperature has a relatively small effect
on sulfate adsorption by soils;

6. Effect of time. Sulfate adsorption increases with
the length of time it is in contact with soil;

7. Presence of other anions. Sulfate is weakly held
by soils. The retention decreases in the follow-
ing order: hydroxyl > phosphate > sulfate — acetate
> nitrate = chloride. Phosphate will displace or
reduce the adsorption of sulfate;

8. Effect of cations. The amount of sulfate adsorbed
is affected by the associated cation or by the exchange-
able cation following the order: H™ >Sr*" > Ba®*
> Ca’t > Mg?>' >Rb" >K' >NH] >Na* > Lit.
Both the cation and the sulfate from the salt are
retained, but the capacity of adsorption of sulfate is
different from thart of the associated cation.

Mechanisms of Sulfate Adsorption by Soils

Several mechanisms have been proposed for adsorp-
tion of sulfate by soils.

Coordination with hydrous oxides In acid soils sul-
fate adsorption essentially involves the chemistry of
Fe and Al. The hydrous Fe and Al oxides tend to form
coordinaton complexes due to the donor properties
of oxygen. The adsorption involves the replacement
of two surface OH groups (or OH3) by one SOZ .
The two O atoms of the SO~ are each bound to
a different Fe’", resulting in a binuclear bridging
surface complex:

FeOH Fe—0O
+50F —
FeOH3

// -

\s + OH™ + H,0 [1]
Xy 2

Fe— O/

This reaction has been demonstrated to occur on
the surfaces of goethite (a-FeOOH), and, because
soils contain Fe oxides, it is assumed that a similar
reaction takes place in soils under acid conditions.

The effect of pH on SO adsorption by hydrous
oxides in soil must constder the zero point of charge
(the pH at which the change on the surface is zero).
Deviation from this pH value involves protonation or
deprotonation of Al oxides:

\O H* \O

H o
Al o >A —op SAO (2]
ol H O
e Ve /O
Net positive Zero point of Net negative
charge charge charge

Increase in pH

A similar protonation or deprotonation of Fe oxides
is possible:

|
(I) OH (l) OH ({) >OH
< AN I\
< H' L\ OH (B
0 0: = O OH — O +H,0 3]
L/ L/ L/
l|:e Fe\ ll:e\
(|)>OH (:)/OH O OH
Fe Fe Fe
Ner positive Zero point of Net negarive
charge charge charge

In¢rease in pH

The positively charged Al and Fe hydrous oxides
adsorb the SO ions.

In addition to the mechanisms described above,
homoionic Al-saturated clay coated with hydrated
oxides R (Fe and Al) may adsorb sulfate ions as
follows:

YK*+ Al —clay +H,0 — Al (OH) —clay + YH*
(4]

SO; + R, (OH),—clay —R_ [(OH), (SO,),]—
clay +ZOH_ [5]

In this mechanism, it is assumed that K ion ad-
sorption sites developed from the exchange and/or
hydrolysis of Al on the clay surface. As a result of
this hydrolysis, some Al ions are released into the
solution. At the same time sulfate 1ons replace
the OH ions from R{OH) coating on clay and substi-
tutes for them. The replaced OH ions in turn react
with H 1ons. According to this mechanism, whether
the pH of the system increases or decreases depends
on the relative rates of the two reactions: Al hy-
drolysis and OH ion exchange. It has been demon-
strated that sulfate ion adsorption increases when
sulfate-adsorbing soils are coated with Fe and Al
oxides.

The adsorbed sulfate ions may be replaced by other
anions of greater penetration (coordination) ability
such as PO2~. This has been demonstrated by dis-
placing the adsorbed SOZ~ from surface soils by
application of phosphate fertilizers.

Exchange on edges of silicate clays This exchange
presumably involves replacement of OH by SO3™ in
terminal octahedral coordination with Al. The general
effects and mechanism are similar to that discussed
above for Al and Fe hydrous oxides. The following
type of reaction can occur with both hydrated Al
oxides and the Al layer kaolinite:
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OH_ OH_
XAIL  CAIX+KHSO, == XAIL "AIX+H,0 [6]
OH k- 50;

Molecular adsorption  This mechanism is less under-
stood than the others described above. It implies that
SO3 is adsorbed by some mechanism by which the
associated cation is retained by soils. This mechanism
has been referred to as ‘salt’ adsorption, ‘molecular’
adsorption, and imbibition.

Sulfur Transformations in Soils

The transformations of S in soils are many and varied
(i.e., oxidation, reduction, volatilization, decom-
position and mineralization of plant and microbial
residues), and often the changes are cyclic S changes
from inorganic to organic forms (immobilization)
and back again by living organisms.

Mineralization

The conversion of an element from organic form to
an inorganic state as a result of microbial activity is
termed ‘mineralization.” As is the case with carbon
and nitrogen, organic S in soils is mineralized to
inorganic forms, mainly SO3 ", the form taken up by
plant roots. The mechanisms involved in this trans-
formation, however, are not clear. It appears that
microorganisms are involved in this process, where
they obtain their energy from the oxidation of car-
bonaceous materials in soils. During this process or-
ganic S is mineralized. Some of the mineralized S is
used for synthesis of new microbial cell materials
(immobilization), because the portion not required
for synthesis is released as inorganic S. Mineralization
and immobilization occur simultaneously in soils
whenever organic material is undergoing microbial
decomposition. The effect of temperature on the
rate of N and S mineralization in 12 lowa surface
soils is shown in Table 4.

Sources of mineralizable S It is believed that ester
sulfates in soils are the main sources of S mineralization
in soils. However, carbon-bonded S (C—$) cannot be
excluded, because this fraction contains the amino
acids methionine, cystine, and cysteine, which can be
converted to inorganic sulfate under aerobic condi-
tions. The information available suggests that this
form of S in soils can be a source for plant uptake.

Role of arylsulfatase in S mineralization Because a
large proportion of the organic S in soils appears to
be present as ester sulfate, it seems reasonable ro
expect that some organic S is mineralized by the

Table 4 Comparison of rates of nitrogen and sulfur mineral-
ization in lowa surtace soils; soil glass-bead columns were incu-
bated at 200 C or 35 C and the mineral N and S produced were
determined after leaching every 2 weeks with 0.01moll " KCl for
a total of 26 weeks

Rate of mineralization (kgha ' week ')

20 C 35 C
Soil N S N:S N S NS
Lester 6.7 1.6 4.2 226 49 4.9
Ackmore 4.9 1.6 3.1 27.6 4.9 5.6
Fayette 56 1.8 3.1 235 52 4.5
Downs 8.1 2.7 3.0 359 7.0 51
Clarion 6.7 1.8 3.7 26.7 7.8 3.4
Muscatine 74 1.8 41 33.2 6.7 50
Nicollet 38 1.3 29 17.3 40 4 3
Tama 9.0 2.2 41 34.3 72 48
Webster 9.4 2.2 43 381 6.5 59
Canisteo 49 1.3 3.8 208 4.0 52
Harps 43 1.2 3.6 217 3.6 60
Okoboji 6.3 1.8 35 343 6.1 5.6
Mean 6.4 18 3.6 28.0 5.7 50

Reproduced from Tabatabai MA (1984) Importance of sulphur in crop
production. Biogeochemistry 1: 45—62.

action of arylsulfatase enzyme; indeed, this enzyme
has been detected in soils. This enzyme catalyzes
the hydrolysis of ester sulfate, releasing sulfate for
plant uptake. The reaction is as follows:

R—C—0—50; + H,0—= R—C—OH + SO + 2H*
[7}

Pattern of sulfate release Because the opposing re-
actions of mineralization and immobilization can
occur simultaneously, different patterns of SO3~
release have been observed, depending on the
energy materials available for the microorganisms
(Figure 2):

1. Immobilization of S during the initial stages of
incubation followed by SO%™ release;

2. A steady linear release of SO3™ over the whole
period of incubation;

3. A rate of release that decreases with incubation
time.

The pattern of SO} release is not related to any
specific soil properties, but is apparently caused by
adjustment of the microbial populations to the incu-
bation conditions and to the availability of the initial
substrates.

Factors affecting sulfur mineralization Because S
mineralization is microbiological in nature, any vari-
able that affects microbial growth should affect S
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Figure 2 Effect of crop-residue treatment on sulfur mineralization in soils. (Reproduced from Tabatabai MA and Al-Khafaji AA (1980)
Comparison of nitrogen and sulfur mineralization in soils. Soil Science Saociety of America Journal 44: 1000-1006.)

mineralization. Therefore, temperature, moisture, pH,
and the availability of nutrients are most important.

Oxidation of Elemental S in Soils

Elemental S is one of the main sources of S added to
soils. Before it can be untilized by crops, however,
elemental S has to be oxidized to sulfate. Elemental
S s oxidized in soils by chemical and biochemical
processes, and a number of factors affect these pro-
cesses. Microbial reactions dominate the processes.
The microorganisms involved in oxidation of elemen-
tal S in soils belong to three groups: (1) chemolitho-
trophs (e.g., members of the genus Thiobacillus); (2)
photoautotrophs (e.g., species of purple and green S
bacteria); and (3) heterotrophs, which include a wide
range of bacteria and fungi. Those listed in groups (1)
and (2) are mainly responsible for oxidation of re-
duced S compounds in aerobic soils. Phototrophic
bacteria are the predominant organisms responsible
for oxidizing $*  at the soil-water interface in flooded
soils and in the rhizosphere of rice plants. The major
reduced forms of inorganic S found in elemental
S-treated soils are $°, $%, and the oxyanions $,03™,
§,027, and SO3". These anion are oxidized, ultim-
ately to SO3%~ (Figure 3). The reactions involved in
oxidation of elemental S in soils seem to be as follows:

0 2- - - -

It 15 not clear whether these reactions are biochem-
ical, occurring as a result of microbial processes in
soils, or whether some of the intermediate products

formed are the results of abiotic reactions. This is

50+ ,
Weller soil {pH=5.4}
— » Total 5 oxidized
@ 40r o Tatrathionate-S
o & Thiosulfate-S
= s Sulfate-5
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B
£
o
% 201
2
5
“ oot
2 4 6 8 10 12 14
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-
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Figure 3 Amounts of thiosulfate-, tetrathionate-, and sulfate-S
produced in two lowa surface soils (Weller and Marshall
soils) amended with elemental S (200mg Skg ' soil) and incu-
bated at 30“C for various times. (Reproduced from Nor YM and
Tabatabai MA (1977) Oxidation of elemental sulfur in soils. Soil
Science Society of America Journal 41: 736—741.)



84 SULFUR IN SOILS/Overview

especially important in the case of the intermediates
$,0% and 5,07
The enzyme rhodanese (thiosulfate-cyanide sulfo-
transferase; EC 2.8.1.1) catalyzes the conversion of
the intermediate $,03 to SO as follows:
$,07 + CN™ —— SO7 + SCN- [9]
Several factors affect of rate of oxidation of ele-
mental S in soils. These include: (1) particle size: the
finer the particles, the faster the reaction, which is
because of the increase in surface area with decreasing
particle size; (2) temperature: the higher the tempera-
ture, the greater the reaction rate (Figure 4); this is

30C

76+ Incubation time {days)

Sulfate-S {mgkg™" soil)

Hayden

Sharmpsburg

Figure 4 Effects of temperature and time ol incubation on
oxidation of elemental § (100mg Skg™' soil) in soils. (Repro-
duced from Nor YM and Tabatabai MA (1977) Oxidation of
elemental sulfur in soils. Soil Science Society of America Journal
41: 736-741)

160 ' Incubation time {days) Rate (mg Skg™* soil) C
A- 50 :
_taop = 2-100
& 120}
£io0f
(=)
E
“,J ac r
qr
B oot
=
i
2{] L

Harp!

Waller Marshall ~ Shelb: Webster

Soil

Nicollet

Figure 5 Effects of application rate and time of incubation on
oxidation of elemental S in soils. The values for Weller and
Marshall soils treated with 200mg Skg ' soil include the
amounts of thiosulfate- and tetrathionate-S produced during 7
days and 14 days of incubation.

true between 10°C and 40°C; (3) time of contact with
soil: the longer the reaction, the more the oxidation
(Figure 5); and (4) effect of pH: the oxidation appears
to be faster in alkaline than in acid soils.

Reduction of Sulfate in
Waterlogged Soils

The reduction of sulfate to H,S is a process that
occurs mainly by anaerobic bacteria; thus, it occurs
only in anaerobic soils. This process is not important
in aerobic agricultural soils, except perhaps in anaer-
obic microsites in soil aggregates. However, it i1s a
major reaction in S cycling in waterlogged soils or
periodic flooding, especially when in soils containing
readily decomposable plant residues such as alfalfa
(Medicago sativa). Bacterial reduction of sulfate in-
volves either an assimilation or dissimilation process.
In the former process, sulfate is reduced to the thiol
(—SH) group of organic compounds for protein
synthesis. In the latter process, the reduction leads
to production of H,S under very low redox potential
(E},) values. Under normal conditions, however, H,S is
not volatilized from soils, because it precipitates with
Fe2*, Mn?", Cu?', Cu™, and/or Zn?" present in soils.
In the case of Fe?", it forms ferrous sulfide (FeS), and
pyrite (FeS,) is formed in severely reducing conditions
by the reduction of sulfate to S* by the bacteria
Desulfovibrio desulfuricans, which reacts with FeS
to produce FeS,.

Volatilization of S Compounds from Soils

Relative small amounts, if any, of S-containing gascs,
including H,S, are released from aerobic agricultural
soils, even when such soils are waterlogged. Substan-
tial amounts of H,S are released, however, from salt-
marsh soils. Several gases are released from soils when
treated with animal manures, sewage sludges, and
protein-rich plant materials such as alfalfa, especially
under waterlogged conditions. These include carbon
disulfide (CS,), which results from decomposition
of the amino acids cystine and methionine; carbonyl
sulfide (COS), released during decomposition of
thiocyanate and isothiocyanate; and methyl mer-
captan (CH;SH), dimethyl sulfide (CH3SCHj;), and
dimethyl disulfide (CH3;SSCH3), which result from

decomposition of methionine-containing materials.

See also: Acid Rain and Soil Acidification; Enzymes in
Soils; Fertility; Greenhouse Gas Emissions; Minerals,
Primary; Organic Matter: Principles and Processes;
Organic Residues, Decomposition; Sorption: Oxya-
nions: Sulfur in Soils: Biological Transformations;
Nutrition
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Introduction

In soil, sulfur exists in a variety of forms, some of
which are beneficial to the environment, and other
forms that are typically considered potlutants. The
wide array of oxidation states and forms of sulfur

results in a rich diversity of biological transfor-
mations involving this important element. These
transformations are critical for many basic ecological
processes such as plant growth, but also influence the
movement of environmental contaminants.

The biological transformations of sulfur can be
divided into four major classes: (1) oxidation; (2)
reduction; (3) assimilation; and (4) mineralization
(Figure 1). In addition, microbial metabolites can
chemically fix or solubilize inorganic S compounds.
The first two classes are related to the acquisition of
energy for growth and the last two are typically re-
lated to nutrient acquisition. For energy acquisition,
sulfur can act as an electron acceptor, an electron
donor, and sometimes both at the same time. Sulfate
(SOZ~) acts as an electron acceptor and is reduced to
S 2 by a group of bacteria known as sulfate-reducing
bacteria. These bacteria grow in the absence of
oxygen. In contrast, S$°% can act as an electron
donor and is oxidized by a group of bacteria known
as sulfur oxidizers. These bacteria grow in the
presence of oxygen. Interestingly, some bacteria can
disproportionate sulfur, i.e., ferment sulfur. In this
reaction, one of the two sulfur atoms, present in
thiosulfate as S ', acts as an electron donor and the
other sulfur atom, present as ST, acts as an electron
acceptor.

The last two classes of sulfur transformation are
directly linked to the nutritional status of the cell.
Mineralization is a transformation in which organic
sulfur contained in a growth substrate is released in a
mineral form such as sulfate. In contrast, assimilation
1s a process is which sulfur present in the environment
is incorporated into biomass. In the former case, the
mineralized sulfur is available for other organisms to
use, whereas in the latter the assimilated sulfur is no
longer available to other organisms. Each of these
transformations of sulfur has important side-effects
on the environment. The mineralization of sul-
fur provides sulfate, which can potentially stimulate
sulfate-reducing bacteria that play important roles in
the arsenic and mercury biogeochemical cycles. The
oxidation of reduced sulfur by sulfur oxidizers results
in acid mine drainage, one of the primary detrimental
impacts of mining.

The Global Sulfur Cycle

The global cycle of sulfur begins with sulfur volatil-
1zed largely as dimethylsulfide from marine algae,
marshlands, mud flats, plants, and soil entering the
atmosphere. This dimethylsulfide is converted photo-
chemically to methanesulfonic acid, which then de-
posits on to the Earth and is rapidly converted by
bacteria to carbon dioxide and sulfate. This sulfate



86 SULFUR IN SOILS/Biological Transformations
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Figure 1

is assimilated by plants and immobilized into com-
pounds like sulfoquinovosyl diacylglycerol, or alter-
natively the sulfur is released back to the atmosphere
as dimethylsulfide. As plants die, bacteria metabolize
the immobilized sulfur present in plant biomass and
either immobilize this sulfur into their biomass or
release it as sulfate for uptake by plants. In addition
to this natural sulfur cycle, human activities have at
least doubled the input of sulfur to terrestrial systems.
Approximately 1.5 x 10'" kg S per year is deposited
due to atmospheric pollution, largely in the form of
sulfuric acid (sulfate), with small amounts of sulfite
and biosulfite also being deposited. This deposited
sulfate can either be used by bacteria as a terminal
electron acceptor or assimilated by organisms requir-
ing sulfur as a nutrient. Despite this recent disruption
of the global sulfur cycle, the sulfur levels present in
soil are largely due to pedogenic factors like climate,
vegetation, and parent material. As a result, sulfur
levels in soil range from 0.002 to 10%: most of this
sulfur, 90%, is found in organic form.

The Biological Availability of Sulfur

Although 90% of sulfur in soil is present as organic
sulfur, much of this organic S is not available for
assimilation or dissimilation by microorganisms and
plants. Microorganisms need to convert the organic
sulfur in soil into sulfate before plants can take up the
sulfate as a nutrient. This conversion of sulfate from
organic sulfur is the end result of a complicated bio-
geochemical cycle. Sulfur enters the soil ecosvstem
and is converted and assimilated by microorganisms
into their biomass. Predators then consume these

The four principal biological transformations of sulfur.

acceptor
Piant biomass
Microbial decomposition
Microbial biomass
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Rasistant arganic 5 pool Labile organic § poat
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Figure 2 The different sulfur pools present in soil and their
relationship to plant-available sulfur.

bacteria and excess sulfur is released into the soil
solution. The sulfur released into the soil solution is
available for uptake by other organisms or plants.
However, the predators do not mineralize all the
S present in prey organisms and, as a result, a small
fraction of S enters what is termed the ‘resistant’ pool
of organic S present in soil (Figure 2). This resistant
pool of organic S is found 1s large polymers that are in
close association with clays. These large polymers
resist microbial attack because it 1s not energetically
favorable for microbes to attack these polymers.
There are three distinct pools of sulfur in soil: (1)
inorganic sulfate that is readily taken up by plants
and microbes alike; (2) short-lived organic sulfur
compounds like taurine and cysteine which are
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imineralized by microorganisms and either released as
sultate or incorporated into biomass; and (3) long-
lived resistant organic sulfur polymers found in soil
humus. Microbial transformations are the primary
process by which sulfur is transferred between
the pools of readily available, young organic sulfur
and old organic sulfur. These transformations are
discussed below.

Mineralization

Almost exclusively, microorganisms mediate sulfur
mineralization. By definition, mineralization is the
metabolic conversion of an organic form of an ele-
ment to an inorganic form. Mineralization processes
can be divided into cell-mediated or extracellular
enzymatic processes. Cell-mediated mineralization
occurs by oxidative decomposition under aerobic
conditions or by desulfurization under anaerobic con-
ditions. In cell-mediated mineralization, S present in
carbon-containing compounds is mineralized as or-
ganisms consume the carbon to obtain energy. Thus,
il there is more S in the substrate than the organism
requires, the S will be mineralized and released to the
environment. If there is not enough S, then any re-
lcased S is consumed and immobilized by the organ-
ism. The break-even point for mineralization can be
calculated based on the C:S ratio of the substrate, the
(:S ratio of the organism, and the yield coefficient,
i.e., how much of the consumed C is incorporated
into biomass. As a general rule of thumb, if the C:S
ratio of a substrate 1s 200 or less, then S is released. If
the C:5 ratio 1s greater than 400, then S is not going to
be released because the microorganisms require the
S for their own biomass. In this latter case, organisms
rely on a second, enzymatic method of mineralization
to obtain the sulfur essential for growth.

Enzymatic mineralization involves extracellular
enzymes, such as arylsulfatases, released by the mi-
croorganism. These enzymes, once released from
cells, will hydrolyze sulfate esters present in the soil.
This process releases sulfate into the soil solution for
use by the cells. The activity of these enzymes depends
on a wide range of soil factors with reaction rates
varying by a factor of 4 between different soils.
These enzymes attack the vast amount of S present
in the soil as organically bound S. Organic S in soil
constitutes more than 90% of the total S present in
soils. This organic S can be grouped into carbon-
bonded S and organic sulfates. Organic sulfates,
which comprise between 30 and 75% of sulfur in
soil, typically include compounds such as sulfate
esters (C-O-S), sulfamates (C-N-S), and sulfated thio-
gvlcosides (N-O-S), and it is this form of sulfate that
enzymatic mineralization processes attack.

Minerahzation processes arc biological transfor-
mations of sulfur that are intimately linked to cellu-
lar growth. Thus, factors that influence microbial
activity, such as moisture, temperature, or plant
growth, will influence mineralization. Increasing the
growth of microorganisms by either adding a carbon
source or plant growth typically results in reduced
mineralization.

Assimilation

Assimilation is the process of converting inorganic
sulfur mto organic sulfur present in an organism.
This assimilatory process is intimately linked to min-
eralization. In fact, these two processes, assimilation
and mineralization, occur simultaneously. If the net
effect is to release inorganic sulfate then this is termed
mineralization; if instead the net effect ts for the sulfur
to be incorporated into the biomass, then this is
termed assimilation. Thus, the first step of many as-
similation processes is the conversion of sulfur into a
form that can be incorporated into biomass. Taken
alone, such steps might be considered mineralization
processes but we term them assimilatory processes if:
(1) the sum of the steps is to incorporate sulfur into
biomass and (2) they are induced by sulfur limitation,
suggesting that the organism is using the process to
obtain sulfur. There are different biological assimila-
tory transtormations that can occur depending on what
form the available sulfur is in. For inorganic SOi_, an
enzyme called adenosine triphosphate (ATP) sulfuryl-
ase mediates the reaction between sulfate and ATP and
sulfate to form adenosine-5'-phosphosulfate (APS)
(Figure 3). In turn, this APS is transformed by APS
kinase with another ATP molecule to form adenosine-
3’-phosphate-5'-phosphosulfate (PAPS). This high-
energy molecule reacts with PAPS reductase and two
sulfhydryl groups to form sulfite, and sulfite is re-
duced by NADPH; to form sulfide which is incorpor-
ated into L-cysteine by O-acetylserine sulfhydrylase.
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Figure 3 Assimilation of inorganic sulfur by bacteria. See text for
a complete description of the reactions involved and definition of
abbrevations. The sulfide produced is incorporated into cysteine
by cysteine synthase.
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This pathway will efficiently scavenge excess sulfate
present in the soil solution that organisms require. So
much so, that in the presence of an energy source,
added SO~ Sis quickly incorporated into the organic
fraction of the soil biomass and later found in the
fulvic acid fractions. However, sulfate is not com-
monly found in soil solution and organisms have
developed other pathways to assimilate sulfur for
their metabolic needs.

Aromatic sulfonates, SO} groups bound to aro-
matic rings, can also serve as a sulfur source for
assimilation. This assimilatory pathway is controlled
by a genetic cluster called the ‘sulfate-stimulation-
induced stimulon’ that encodes three distinct gene
clusters, asf, ssu, and ats. Together these three genes
control the assimilation of S by bacteria in soil. The
ats gene cluster is responsible for the binding of aro-
matic sulfonates and transportation into the cell. The
ssu genes encode for the cleavage for the C-S bond by
a monooxygenase. The asf gene cluster provides the
reducing equivalents from the oxidation of NADH
necessary to assimilate aromatic sulfonates. The overall
result of this pathway is the production of sulfite, which
reacts with PAPS reductase to form sulfide, as de-
scribed above. Alkane sulfonates arc also a source of
sulfur for assimilation. For most alkane sulfonates the
pathway is very similar to that described above, with
the exception that the transport mechanisms differ.
There is a distinctly different pathway for taurine,
involving an a-ketoglutarate-dependent dioxygenase
which oxidizes both taurine and a-ketoglutarate to
release sulfite. This pathway is regulated by TauD and
is specific for taurine, with little activity seen for other
alkane sulfonates.

Sulfate esters are assimilated by the action of a
group of enzymes termed ‘arylsulfatases.” These en-
zymes are broadly grouped by their pH optima, with
alkaline sulfatases having a pH optimum of 8.3-9.0
and acid sulfatases having a pH optimum of 6.5-7.1.
In essence, these enzymes hydrate the S-O bond
and release sulfate, which can then be assimilated
by the pathway described above for sulfate. These
assimilatory processes should be clearly differentiated
from processes that use organo-sulfur compounds
as a C and energy source. Organo-sulfur assimilation
genes are regulated by the sulfate-stimulation-
induced stimulon, which in turn is regulated by
levels of cysteine, thiosulfate, and sulfite present
in the cell. The presence of these compounds inside
the cell will downregulate the sulfate-stimulated-
induced genes and thereby repress expression of
assimilatory enzymes. This is a logical regulatory
control, since if there is excess cysteine and sulfate
present in the cell, the cell likely does not need to
assimilate sulfur.

Sulfur Oxidation

Many organisms, such as chemoautotrophs and pho-
toautotrophs, use sulfur as a source of energy. This
occurs by oxidizing S° to SOﬁ“ and finally to SO%’
and in the process stripping six electrons from sulfur
and using oxygen or nitrate as a terminal electron
acceptor. A great variety of thiobacilli can perform
these reactions. Some thiobacilli are chemoautrophs
(only able to use S as an energy source), others are
facultative chemoautotrophs {(able to use C as an
energy source if necessary) and some are mixotrophs
(able to use C and S as an energy source at the same
time). Most thiobacilli require the presence of oxygen
but some, such as Thiobacillus denitrificans, can usc
nitrate as a terminal electron acceptor. Similarly,
some thiobacilli can use Fe” in addition to sulfur as
an electron donor.

The research on the importance of thiobacilli on
sulfur oxidation comes largely from pure culture
studies. The actual situation in soil involves a wide
diversity of organisms. There are gliding sulfur oxi-
dizers, including bacteria, the cells of which are ar-
ranged in trichomes, that show a gliding motion on
the substrate. The most important members of this
group in relation to S-oxidation in soils are species of
Beggiatoa, bacteria that participate in sulfide oxida-
tion in the root zone of rice. All strains of Beggiatoa
deposit sulfur in the presence of H,S. Phototrophic
bacteria, such as Chromatium and Chlorobium, also
play an important role in sulfide oxidation in rice
paddy soil, but not in aerobic agricultural soils.
A number of nonfilamentous, chemolithotrophic
sulfur-oxidizing bacteria, such as Sulfolobus, Thios-
pira, or Thiomicrospira, have also been isolated from
special habitats, but the importance of these bacteria
in S oxidation in soils has yet to be determined. Some
thiobacilli, such as Thiobacillus denitrificans, can
oxidize sulfur or thiosulfate and use nitrate as an
electron acceptor. Other aerobic bacteria, such as
Arthobacter, Bacillus, and Pseudomonas, oxidize
sulfur in soil during their normal metabolism of oxi-
dizing organic compounds in soil and using oxygen as
a terminal electron acceptor. These reactions have not
been characterized but it is thought that this is occur-
ring as a side reaction to the primary transformations
being carried out by these organisms. In the soil eco-
system, it is widely assumed that thiobacilli are the
dominant sulfur oxidizers but this view is based on
the observation that if you add elemental sulfur to
soil, the numbers of thiobacilli increase. However, no
consistent correlation between S-oxidation rates and
the prevalence of thiobacilli has been demonstrated,
except in very broad terms. In general, it is assumed
that initially heterotrophs oxidize elemental sulfur
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unal the pH is low enough that oxidation of sulfur
chemoautotrophs is energetically favorable and then
thiobacilli dominate. Thus, under energy-limiting
conditions in an environment dominated by dissolved,
reduced sulfur compounds with little organic matter,
thiobacilli will dominate. In contrast, in a soil in
which there are significant amounts of organic matter
and less reduced sulfur, heterotrophs will dominate.

Disproportionation of Sulfur

In the latter part of the twentieth century, investiga-
tors discovered that not only can bacteria oxidize and
reduce sulfur, but they can also disproportionate it.
Disproportion reactions are best likened to a fermen-
tation in which one portion of a molecule acts as an
clectron donor and the other, an electron acceptor.
Bacteria are able to disproportionate thiosulfate by
oxidizing the sulfur atom in thiosulfate that carries a
-+5 charge such that it now carries a charge of +6. This
+6 sulfur is released as SO2~. Simultaneously, bac-
teria oxidize the other sulfur atom in thiosulfate that
carries a —1 charge such that it now carries a charge of
--2. This —2 sulfur is released as hydrogen sulfide:

503" + H,0 — SO2™ + HS™ + HT 1)

This metabolic process has immense implications
for the global sulfur cycle since typically in sediments
sulfate predominates in the upper layers and sulfide in
the lower layers. Hence, this metabolic reaction
reveals an entrely new and, up until then, unsus-
pected ecological niche which is responsible for up
to 60% of the thiosulfate transformations in sedi-
ment. Since then, other bacteria have been found
that can disproportionate sulfonates such as taurine
to sulfate and sulfide. The bacteria capable of this
organic sulfur disproportation reaction form a new
species called Desulfonispora since it appears that it is
a distinct group of organisms that is capable of this
reaction.

Reduction of Sulfur

The reduction of sulfur can occur for two reasons:
assimilation and dissimilation. The assimilation path-
way has been discussed above — bacteria convert sulfate
to sulfide for inclusion in amino acids such as cysteine.
Dissimilatory sulfate reductase refers to a process
whereby sulfate is used as a terminal electron acceptor.
Sulfate-reducing bacteria use such an enzyme, which
allows them to oxidize organic substrates such as lac-
tate, malate, and ethanol, and use sulfate as a terminal
electron acceptor. Hence, these bacteria are primarily
found in environments where there is little or no

oxygen and live off the fermentation end products
produced by other bacteria.

Sulfate-reducing bacteria catalyze the following
process:

SO;" + SH, — H5S 4+ 4H,0 2]

Since hydrogen sulfide is extremely toxic, these or-
ganisms require some sort of metal to react with
the hydrogen sulfide produced and precipitate as a
nonsoluble metal sulfide. In soil, this metal is typic-
ally iron, with FeS being precipitated around areas
of sulfate-reducing bacterial growth and activity.
The reaction catalyzed by sulfate-reducing bacteria
reaches an optimum at an Ej of —300mV at a pH
of 7. These conditions are typically reached as one
enters the highly anaerobic zone. Typically, terminal
electron acceptors are depleted in the following order:
oxygen, nitrate, nitrite, manganite, iron, sulfate, and
finally, carbon dioxide. Thus, there are many alterna-
tive electron acceptors that will be used by a micro-
bial communiry before sulfate is reduced. Despite this
limitation, sulfate-reducing bacteria and activity are
commonly found in soils, sediments, polluted water,
oil-bearing strata, and shales.

Sulfate-reducing bacteria can implement an alter-
native survival strategy if sulfate levels in the water
are too low to be used. The H* produced by organic
matter oxidation is transferred directly to a methano-
gen which then consumes that H" to reduce CO; and
produce methane. Because the methanogens keep
the partial pressure of hydrogen so low, the sulfate-
rcducing bacteria can use this mechanism to obtain
energy from organic matter degradation even when
there is not enough sulfate around for them to
transform to sulfide.

Sulfur Transformations and
Environmental Quality

The biological transformations of sulfur can lead to
significant environmental problems in the soil. The
enzyme sulfate-reducing bacteria use to transfer
methyl groups can also accidentally methylate
mercury to form methylmercury. Sulfate-reducing
bacteria have been identified as one of the primary
causes of the increased mercury accumulation in
many ecosystems because methylmercury is the form
of mercury that most readily accumulates in food
chains. Typically, this reaction occurs in anaerobic,
lowland soils where the activity of sulfate-reducing
bacteria is closely linked to methylmercury production.
However, sulfate-reducing bacteria can also mitigate
environmental pollution through the production of
metal sulfides by the following reaction:
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M?T 4§57 — MS (3]

Sulfate-reducing bacteria like Desulfovibrio spp. can
form sulfides of Sb, Co, Cd, Fe, Pb, Ni, and Zn during
the reduction of sulfate. The extent of metal sulfide
genesis depends on many factors, such as the amount
of sulfate present and the relative toxicity of the metal
ion. In nature, this toxicity is reduced when the metal
ions are adsorbed on clays or complexed with organic
matter.

The oxidation of metal sulfides in soil involves both
chemical and microbial processes and, as a result, is a
more complex process than is the oxidation of S"
Chalcocite (Cu,S), chalcopyrite (CuFeS;), galena
(PbS), pyrite (FeS,), and nickel sulfide (NiS) are just
a few examples of metal sulfides that are subject to
microbial transformations. For example, the bio-
logical oxidation of pyrite (FeS;) can follow one of
two pathways. The first result follows a series of
oxidation steps, described in eqns [4-7]. The second
mechanism of pyrite oxidation involves thiosulfate as
an intermediate but in the end requires the oxidation
of elemental sulfur to sulfate by Thiobacillus. These
biotic oxidations are responsible for the formation of
acid mine drainage and acid soil formation in surface
mine spoils. First, ferrous sulfate is formed as the
result of an abiotic oxidation step:

2FeS; + 2H,0 + 70, — 2Fe3S04 + 2H,804 4]

This reaction is then followed by the bacterial oxi-
dation of ferrous sulfate, generally by T. ferrooxidans:

4FeSQ4 + O, 4 2ZH,504 — ZFC(SO4)3 +2H,0 [5]

This reaction occurs chemically but can be acceler-
ated 10°-10® times by thiobacilli. This bacterial oxi-
dation of ferric ion plays an important role in the
bioleaching of metal sulfides in the environment be-
cause it cycles the iron between +2 and +3 and the
iron is then free to oxidize sulfide minerals abiotically.

Subsequently, ferric sulfate is reduced and pyrite
oxidized by a strictly chemical reaction:

Fe»(SO4); + FeS; — 3FeSO, + 25° 6]

25 + 6F€2(SO4)3 + 8H, 0O — 12FeSO4 + 8H;S0, [7]

The elemental sulfur produced is finally oxidized
by T. thiooxidans, and the acidity produced helps the
whole process to continue.

25° + 30; + 2H,0 — 2H,50, (8]

Note the net production of 10 molecules of H,50,
during the process.

Although several sulfur-oxidizing thiobacilli and
heterotrophs can be isolated from acid sulfate soils
in which pyrite is being oxidized, they appear not to
play an important role in the process, with the excep-
tion of T. ferrooxidans. The biological oxidation ot
sulfides and other reduced S compounds can have
severe consequences for the environment. For
example, acid mine drainage contaminates several
thousand kilometers of streams in the Appalachian
coal-mining region of the USA.

Conclusion

There is a large amount of sulfur present in soil and
most of it is found in a form susceptible to biological
transformations. These transformations include min-
eralization, assimilation, oxidation, and reduction,
Recently, anthropogenic activity has impacted the
sulfur cycle by increasing the deposition of sulfate
in the form of acid rain and by exposing more
sulfur to oxidation during mining operations. The
four basic transformations discussed in this article
influence the fate of the movement of sulfur in terres-
trial and aquatic ecosystems and the environmental
impact of anthropogenic activities altering the sulfur
cycle.

See also: Organic Residues, Decomposition; Sulfur in
Soils: Overview; Nutrition
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Introduction

Sulfur(s) is considered either the fourth most import-
ant nutrient element, after N, P, and K, for plant
growth, or the sixth, after C, H, O, N, and P, for
protein composition. In addition to these six, there
are 15 other elements that are essential for the growth
of some plants. These are Ca, Mg, K, Fe, Mn, Mo, Ni,
Cu, B, Zn, Cl, Na, Co, V, and Si. Not all these
elements are essential for all plants, but all have
been shown to be essential for some plants.

S has been recognized as an essential element for
plant growth and development for more than
200 years. In 1859 Liebig was aware of the close rela-
tionship between N and § in many plants. The ancient
Romans and Greeks demonstrated the beneficial use of
gypsum (CaSQy4-2H>0) as a fertilizer. The history of
the use of S fertlizers may be divided into three
periods: (1) the first period is the reign of gypsum
(1760-1845); during this period, gypsum was used
widely and its beneficial effect was generally overesti-
mated; (2) the second period is the reign of superphos-
phate (1845-1905), during which the need for
S fertilization was ignored and the use of gypsum was
discouraged by agronomists; (3) the third period is the
Renaissance, or Modern period. The use of gypsum as
a feroilizer in modern times can be traced back to the
middle of the eighteenth century. A field trial with
gypsumm applied to a clover field was reported in
Switzerland in 1768. Application of gypsum increased
the yield of clover by more than two-fold.

Interest in fertility-related aspects of the S cycle
is increasing, because S deficiencies in agronomic
crops are observed with increasing frequency. Sulfur
fertilization 1s now required for many crops around
the world. Several factors are responsible for the in-
creased need of S fertilization. These include: (1) in-
creased use of high-analysis fertilizers that contain
little or no S, (2) increased crop yields, (3) decreased
use of S as a pesticide, (4) more intensive cropping, and
(5) decreased gain of atmospheric S by soils and plants
as a result of decreased combustion of coal and other
S-containing fuels.

Sulfur Requirements of Crops

The importance of S in crop production is obvious,
because plants require S for synthesis of essential
amino acids and proteins, certain vitamins and

coenzymes, glucoside oils, structurally and physiolo-
gically important disulfide linkages and sulfhydryl
groups, and activation of certain enzymes.

Sulfur is absorbed by plant roots almost exclusively
as the sulfate ion, SO%. Typical concentrations of $ in
plants range from 0.1 to 0.4%. As with N, much of
the SOZ  taken up by plants is reduced in plants, and
the S is found in —S—S— and —SH forms. Sulfate-S in
large concentrations may occur in plant tissues and
cell sap. Normally, S is present in equal or lesser con-
centration than phosphorus in such plants as wheat,
corn, beans, and potatoes, but in greater concentra-
tions in alfalfa, cabbage, and turnips. Generally,
agronomic crops require about the same amount of
S as they do for P.

Although the S content of plants varies depending on
the supply available, some crops have greater S require-
ment than others. An average yield of forage crops
removes 17-50kg S ha ', and the cereal grains gener-
ally remove more than 30 kgha™'. Other crops such as
cabbage, turnip, and alfalfa have a particularly high
requirement for S. Such crops commonly need from 45
to 70kg Sha '. One of the crops that require a very
high amount of S is sugarcane. A yield of 224 tons ha™"
removes approximately 100 kg S (Table 1).

Another factor that affects the S requirement of
plants is the available N. S and N are closely associ-
ated in protein synthesis, thus S requirements vary
with the supply of N to crops. Therefore, when
S becomes limiting for plant growth, addition of
N does not increase the yield or protein concentration
of plants.

The N:S ratios of many crops at their maximum
yields have been assessed. Alfalfa requires 1 part of
S for every 11-12 parts of N to ensure maximum
production, while wheat, corn, beans, and sugarbeet
leaf blades require 1 part of S for every 12-17 parts of
N. The N:S ratios of grains such as oats and barley are
13:1 and 9:1, respectively.

Crop plants obtain their S requirements from a num-
ber of sources. These include: (1) soils, crop residues,
and manures; (2) irrigation waters; (3) rainfall and
the atmosphere; and (4) fertilizers and soil amend-
ments. The order of importance of each of these sources
varies with the type of crop, location, and management
practices. The effects on S requirements are particularly
marked in nonindustrialized areas where soil supplies
are already low and additions from precipitation
are being further reduced by shifts in energy sources
(burning coal for energy production).

Functions of Sulfur in Plants

Sulfur has numerous functions in plant growth and
metabolism. Among those are the following;:
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Table 1 Sulfur content of crops
Yield Total S content

Crop (tonsha ') (kgha )
Grain and oil crops
Barley 5.4 22
Corn 1.2 34
Grain sorghum 9.0 43
Oats 3.6 22
Rice 7.8 13
Wheat 5.4 22
Peanuts 4.5 24
Soybeans 4.0 28
Hay crops
Alfalfa 17.9 45
Clover grass 13.4 34
Bermuda grass

Common 9.0 17

Coastal 22.4 50
Brome grass 11.2 22
Orchard grass 13.4 39
Pangola grass 26.4 52
Timothy grass 9.0 18
Cotton and tobacco
Cotton (lint + seed) 43 34
Tobacco

Barley 45 21

Flue cured 34 50
Fruit, sugar, and

vegetable crops
Beets

Sugar 67 50

Table 56 46
Cabbage 78 72
Irish potatoes 56 27
Onions 67 41
Oranges 52 31
Pineapple 40 16
Sugarcane 224 96

Reproduced frem Terman GL (1978) Atmaspheric Sulfur — The Agronomic
Aspects. Technical Bulletin no. 23. Washington, DC: The
Sulfur Institute.

1. It is required for the synthesis of S-containing
amino acids, cystine, and cysteine, and methionine,
which are major components of proteins;

2. It is required for the synthesis of important
metabolites, including coenzyme A, biotin, thiamine,
or vitamin By, glutathione, sulfolipids;

3. It is a vital component of ferredoxin, a type of
nonheme Fe-S protein present in chloroplasts. This is
involved in photosynthesis, nitrite reduction, sulfate
reduction, the assimilation of N, by roots of nodule
bacteria and free-living N,-fixing soil bacteria, and in
mitochondrial electron transport;

4. It is an essential component (as cysteinyl, a—SH
group) of the active sites of many enzymes;

5. Although it is not a component of chlorophyll, it
is required for its synthesis by plants;

6. It occurs in volatile compounds responsible for
the characteristic taste and smell of plants in the
mustard and onion families.

Sulfur in Soils

Soil as a living system is a dynamic ecosystem support-
ing the life of microorganisms, plants, and animals. As
is the case with carbon and nitrogen, S is continuously
being cycled between organic and inorganic forms,
resulting in synthesis and degradation of a variety off
S compounds. The reactions and the nature of the S
compounds formed depend on the environmental con-~
ditions of the soil. These include aeration, water con-
tent, pH, presence and absence of metal ions, tillage
systems applied, crop residues incorporated, liming,
type of crops, and crop rotations used.

The relative proportion of inorganic and organic
forms of S in soils varies with the soil type, depth of
sampling, cropping system, season, and soil conditions
(field-moist or air-dried). No direct chemical method is
available for determination of total organic S in soils,
and this is normally determined from the difference
between total S and inorganic S determined separately.
The inorganic S fraction is small, ranging from 2 to 6 %
of the total § in soils from the humid and semihumid
regions. This is normally present as inorganic SO% in
well-aerated soils. In calcareous soils, much of this
fraction is occluded by precipitate of calcium carbon-
ate, leading to a smaller fraction of the total S in organic
combinations. Similarly, because of lack of percolating
water, inorganic SO%~ accumulates in surface layers of
arid soils in the form of gypsum, leading to a small
fraction of organic S in such soils. Organic S concen-
tration decreases with depth in the soil profile, and this
decrease is associated with a decrease in organic C,
except in soils where organic matter accumulates in
subsurface or B horizons such as podzolic soils.

The chemical nature of soil organic matter in soils
is important, because this is the reservoir that supplies
SO%~ to plants. Even though complete chemical
forms of S soil organic matter are not completely
characterized, three broad groups of S compounds
are recognized. These are:

1. Hydriodic acid-reducible S. This fraction con-
sists of organic S that is reduced to H,S upon boiling
with hydriodic acid (HI) under N, gas. This form of
Sis bonded to a carbon atom through an oxygen atom
(i.e., ester sulfate, C—O—S). Examples of such forms
of S are phenolic sulfate, sulfated polysaccharides,
choline sulfate, and sulfated lipids. On average, ap-
proximately 50% of the organic S in soils is in this
form; it can range from 30 to 60%, and values as high
as 95% have been reported for some lowa subsurtace
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soils. It 1s mineralized to SO73  through the enzyme
arylsulfatase, as follows:

Arylsulfatase

R-0-S0;3 + H,0

R-OH + HSO; [1]

2. Carbon-bonded S. This fraction consists of S
atoms directly bonded with carbon atoms (i.e., C-S).
This form of S is hydrolyzed by Raney Ni (50%
each of Al and Ni powder) under alkaline cond-
itions (NaOH). When treated with HCI, this mixture
releases the S atoms in the form of H,S. Sulfur-
containing amino acids, cystine and methionine,
are the main components of this fraction, which
accounts for approximately 20-30% of the soil or-
ganic S. Other S-containing compounds such as sulf-
oxide, sulfones, sulfenic, sulfinic, and sulfonic acids,
and S-containing heterocyclic compounds are also
constituents of this fraction;

3. Inert or residual S. This fraction is the organic
S that is not reduced by either of the reagents
described above. This fraction represents approxi-
mately 30-40% of the total organic S in soils. Because
this fraction is resistant to drastic chemical treatment,
it is of little importance as a source of S for plants.

Sources of Mineralizable Sulfur in soils

It is believed that both HI-reducible and carbon-
bonded S fractions of soil organic S are sources of
SO3 for plant uptake.

Organic Nitrogen and Sulfur Relationship
in Soils

The presence of large concentrations of organic S in
surface soils is indicated by the close relationship
between organic N and S. In many of the soils studied
in North America and other parts of the world, the
mean ratio of organic N:S is approximately 8:1. But,
this ratio may range from 5:1 to 13:1 (Table 2). The
ratio appears to be the same for virgin soils and their
cultivated counterparts (Table 3), suggesting that the
organic forms of these elements mineralize in about
the same ratio as they occur in soil organic matter.
However, results of some studies indicate that organic
S in soils is depleted faster than that of organic N.
As is true of N, when land is first cultivated, the
S content of the soil declines rapidly and an equilibrium
level 1s reached which is influenced by climate, cultural
practices, and soil type. At the equilibrium level, soil
organic matter essentially ceases to act as a source of
S for plant growth. Before reaching this equilibrium,
however, the rate of S mineralization is so slow that it
cannot cope with the plant’s need for this element. This
results in the appearance of S-deficiency symptoms on

Table 2 Mean ratios of nitrogen to sulfur in surface horizons
of soils

N:S
Location Description? ratio
Virgin solils
Alberta, Canada Brown Chernozems (4) 7.1
Black Brown 7.7
Chernozems (4)
Gray Weoded (7) 12.5
Gleysaols (6) 5.0
USA (several states) Not specified (10) 8.7
Cultivated soils
NSW, Australia Pasture soils (5) 8.5
Clover pasture, 7.1
podzolic (44)
Eastern Australia Acid soils (128) 8.3
Alkaline soils (27) 6.6
Sao Paulo and Parana, Agricultural, varied (6) 7.7
Brazil
Canterbury, Grassland, untertilized 7.7
New Zealand
North Scotland Agricultural, 71
noncalcareous (40)
USA
lowa Agricultural, varied (37) 6.5
lowa Agricultural, varied (6) 7.7
Minnesota Brown Chernozems (6) 6.4
Black prairie soils (9) 6.1
Podzols (24) 8.5
Mississippi Podzols (4) 13.1
Oregon Agricultural, varied (16) 9.9
Several states Agricultural, varied (10) 8.0

“Numbers in parentheses are number of soils examined.
Reproduced from Tabatabai MA (1984} Importance of sulphur in crop
production. Biogeochemistry 1: 45-62.

the plants. Because S is a mobile element in plants, the
S-deficiency symptoms appear on the older leaves.
Recent studies indicate that lack of S to meet plant’s
requirements may not only reduce yields, but it can
reduce quality (reduction of the amino acids cysteine
and methionine in protein) in grain legumes by changing
gene expression of storage proteins in developing seeds.

Sulfur Availability Indexes

It is generally accepted that S is taken up by plants in
the SOF form. Studies involving nutrient culture
experiments have shown that low-molecular-weight
organic-S compounds are utilized by plant. But, the
availability of soil organic S depends primarily on its
mineralization, which, in turn, depends on climatic
factors such as temperature and moisture, and on the
chemical nature of organic S present in soils.
Assessment of the plant-available S in soils is com-
plicated by the fact that, in addition to soils, several
other sources contribute to the S needs of plants.
These sources include S in rainfall and irrigation
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Table 3 Organic nitrogen and sulfur ratios in virgin soils (V)
and their cultivated (C) counterparts

Location N:S ratio
Big Springs, TX Vv 12.0
C 111
Colby, KS \ 6.5
C 6.8
Mays, KS \Y 80
c 6.8
Moccasin, MT \% 76
C 6.0
Dalbart, TX \ 9.6
C 117
Madan, ND \' 9.0
C 9.6
North Platte, NE Y 99
C 9.0
Lawton, OK \ 10.3
C 104
Archer, WY \ 85
cC 8.0
Havre, MT \ 9.1
C 8.2
Mean 89

Reproduced from Stewart BA and Whitefield CJ (1965) Effects of
crop residue, soil temperature, and suifur on the growth of
winter wheat. Soil Science Society of America Proceedings 29: 752—-755.

water, S in the atmosphere, and S in fertilizers and
pesticides. Of the sources of S, the contribution of S in
rainfall and direct absorption by soils and plants from
the atmosphere are the most difficult to evaluate. In
addition, both plants and soils absorb SO,, and most
likely other S gases, directly from the atmosphere. For
example, studies in Wisconsin in the early 1970s, by
using radioactive **S, have shown that under optimal
yield 14% of the S in alfalfa (Medicago sativa L.) is
derived from atmospheric sources.

There is no general agreement on the best methods
for using an index of plant availability. The procedures
used fall into one of the following two groups: (1) plant
analyses and (2) soil analyses. The use of plant
analysis for assessing S nutrition of plants is based on
the notion that an essential element should be present
in the plant as a concentration just sufficient for
unrestricted plant growth.

Numerous methods and procedures have been pro-
posed for evaluation of the plant-available S in soils.
These methods include extraction with water, extrac-
tion with various salts or acid solutions, S mineral-
ization during incubation, microbial growth, and
plant growth and composition. The concentration of
S removed by the various extractants normally falls in
one of the following groups: (1) readily soluble
sulfate, (2) readily soluble and some of the adsorbed
sulfate, and (3) readily soluble and some of the
adsorbed sulfate and some of the organic S.

Incubation procedures for assessing plant-available
S paralleling those used in the estimation of avail-
able N have met with little success. because precise
determination of the small amount of inorganic SO3
released during incubation is difficult. In addition, the
amount of S mineralized during incubation 1s affected
by the presence or absence of plants.

Sulfur Requirement of Plants

The requirement of S or any other nutrient by cropsis
defined as “the minimum content of that nutrient
associated with the maximum yield” or “the min-
imum rate of the uptake of the nutrient associated
with maximum growth rate.” The first definition
refers to that the total amount of the element in
the crops (normally expressed in kilograms per hec-
tare) or the concentration of the element in the
plant or plant part. The second detinition is related
to the minimum concentration of the element taken
up from the soil or nutrient solution that is associ-
ated with the maximum growth. Information on
the S content of crops is useful in estimating the
S-fertilizer requirement.

Both the uptake and requirements for S differ
greatly among plant species, among cultivars within
species, and with the stage of development of the crop.
Assessment of the S requirement of crops is more
complicated than that of any other nutrient. That is
because: (1) there are several S sources for plants,
(2) each source has a different efficiency for its utiliza-
tion by crops, (3) S has limited reuse within the crop,
and (4) relatively large concentrations of S can be
accumulated within the crop. The supply of S during
the growing period can be changed by the atmos-
pheric conditions and precipitation, impurities in
fertilizers, addition of pesticides, and mineralization
of organic S in soil organic matter. In spite of the
difficulties associated with assessment of S status on
crops, several approaches have successfully been used
for this purpose. These include: (1) chemical soil tests,
(2) a number of plant-tissue chemical analyses, and
(3) crop-deficiency symptoms. The first of these
approaches is the most commonly used.

Sulfur Metabolism in Plants

S metabolism in plants is very complex. The sig-
nificant steps are as follows: (1) sulfare is ‘activated,’
that is, enzymatically converted to adenosine-5’-
phosphosulfate (APS) and 3’-phosphoadenosine-5'-
phosphatsulfate (PAPS). In plants, APS functions as
substrate for SO3 reduction and as a precursor of
PAPS, while PAPS acts as the SO3~ donor in the

formation sulfate esters (organic sulfates); (2) the
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activated sulfarte is reduced; (3) reduced S is incorpor-
ated into cysteine; (4) the cysteine-S is transferred into
methionine and other essential compounds; (5) me-
thionine is rtransferred into S-adenosylmcthionine,
which is a methyl (~CHj3) donor and a precursor
of important non-S-containing compounds; and
(6) cysteine and methionine are incorporated into
proteins. Sulfate transport in plants is inhibited by
structurally related compounds or ions such as SO3
5,03 , $,0%, Se0F, CrOF -, Mo03 , and WO3~.
Studies have shown that SeO3” is a competitive
inhibitor of SO transport in plants.

Sulfur-Containing Materials Added
to Soils

A number of materials added to soils contain S. These
range from animal manures to sewage sludge, crop
residues, and irrigation water. The S concentration in
waste materials and irrigation water varies with the
sources and quality of the material. Therefore, know-
ledge of the composition of such materials is needed
before its application or use on soils.

Fertilizers

Many sources of S-containing fertilizer are available,
most of which are old and established sources of
S. Their behavior in soils is determined by the chem-
ical nature of the S atom and the reactions involved
when added to soils. The following are examples of
dry fertilizer containing sulfur:

I. Ammonium sulfate. This compound is widely
uscd as a source of N, but (NH4)>50, contains 21%
N in the ammoniacal form and approximately 24%
of S in the SO% form;

2. Single superphosphate. This compound has
been manufactured by the fertilizer industry since
1850. It contains approximately 8% of P. It is
produced by reacting sulfuric acid (H,SO4) with
phosphate rock. The reaction is:

.3[CL’1}(PO4)2] -CaF; + 7H,S504 =
3Ca(HaPO4), + 7CaSO4 + 2HE  [2]

3. Ammonium phosphate sulfate. This is essen-
tially a mixture of monoammonium phosphate
and ammonium sulfate. The most common of these
products contains 16% N, 8% P, and 13% S;

4. Gypsum. Large quantities of gypsum (CaSO, -
2H,0) are produced as a by-product of manufactur-
ing concentrated phosphate fertilizer. It 1s a low-
analysis fertilizer (13-14% S in the by-product forms
and 18.6% S in the pure form);

5. Elemental S. When added to soils, elemental Sis
converted to SO3 . The reactions involved are
affected by particle size (the finer the particles, the
taster the reaction rate), temperature, moisture and
aeration, soil pH, soil type and properties, fertilizer
interaction, characteristics of the elemental S, rate and
placement, and tme of application. The reactions
involved are:

$0—+ 5,03 — 5,02 — SO~ — SO} (3]

6. Sulfur-bentonite. This product consists of 90%
of elemental S and 10% of bentonite. When this
material is added to soils, the bentonite imbibes mois-
ture, causing the granules to disintegrate, releasing
very fine S particles, which are rapidly converted to
503

7. Elemental sulfur suspension. This material is
made of finely ground elemental S (40-60% of S")
and a small amount of attapulgite clay. It can
be applied directly to soils or mixed with other fertil-
1zer materials;

8. Phosphate-elemental sulfur materials. This
material is a mixture of elemental S and mono- or
diammonium phosphate. It is a source of § and P for
plants;

9. Other dry S-fertilizer mixturcs are availablc;
these include urea-ammonium sulfate, ammonium
nitratc-ammonium sulfate, and potassium sulfate
mixeures;

10. Urea-S. This material contains 20% of S and
36% of N. It has excellent physical properties
and casy to handie.

Fluid fertilizers containing sulfur include:

1. Ammonium thiosulfate. This compound is a
clear solution containing 26% of § and 12% of N. It
is the most commonly used S fertilizer. This material
can be used for direct application to soils and in
iIrrigation waters;

2. Ammonium-polysulfide. Polysulfides are used
as fertilizers, as soil conditioners, and for treatment
of irrigation waters to improve percolation into soils.
Ammonium polysulfides are used for all these pur-
poses. When added to soil, the polysulfide is changed
to colloidal S and sulfide. Calcium polysulfide is
marketed as soil conditioner and for treatment of
irrigation water. The reaction involved is:

CaSe + Hy0 + CO; = H,S + CaCO; + 45" [4]

3. Ammonium bisulfite. This is a clear liquid, low-
analysis fertilizer, containing 17% of S and 8.5% of
N. It has a strong odor of SO, and is marketed to a
very limited extent;
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4. Urea-sulfuric acid mixtures. Two grades of this
material are available on the market. One grade con-
tains 10% of N and 18% of S, and the other contains
28% of N and 9% of S. Because this material is highly
acidic (pH between 0.5 and 1.0), it is essential that all
application equipment is made from stainless steel
and extreme precautions must be taken in handling
the material.

In addition to the S-containing materials described
above, aluminum sulfate is added to soil for soil
acidification. Acid soil is required for plants such
as azaleas and camellias. When added to soils, the
reaction is:

Al (SO4), + 6H,0 = 2A1(OH), + 3H,50, [5]

When using any of the above materials, the user
should adhere to the recommendations provided by
the manufacturer in terms of safety, rate of applica-
tion, method and time of application, and storage
conditions.

Sulfur in the Atmosphere

The atmosphere is an important compartment of
the S cycle for agricultural crops and forest ecosys-
tems. Sulfur gases and aerosols are found in the at-
mosphere of urban, rural, and remote areas. The
sulfur species in the atmosphere range from oxidized
forms such as sulfur dioxide (SO,) and sulfate (SO37)
to reduced forms such as hydrogen sulfide (H,S),
carbonyl sulfide (COS), dimethyl sulfide (CHj3),S,
and carbon disulfide (CS,). These are derived from
natural and anthropogenic sources. The lifetimes of
the S compounds in the atmosphere range from a
few hours to many years and can be found in vari-
ous chemical forms from the troposphere to the
stratosphere. The relationship between atmospheric
S and the terrestrial ecosystem is very complex. To
understand the interactions, the following informa-
tion is needed: (1) the rate and chemical forms of S
entering the atmosphere, (2) the chemical transforma-
tions occurring in the atmosphere, (3) the transport
from the emission sources to the receptor (plant),
(4) the amount and rate of transfer to soil and
plants, and (5) the impact on crop production.
The natural sources of S in the atmosphere include:
(1) volcanic activity, (2) input from ocean spray,
(3) bacterial decomposition of plant material in soils,
and (4) animal manure and sewage sludge. Man-
made sources include: (1) combustion of S-containing
fossil duels (coal, oil, and gas), and (2) reduced S
gases released from many industrial processes (e.g.,
pulp mills).

Atmospheric S gases are absorbed by plants, sur-
face water, and surface soils or deposited in precipi-
tation in the SO3  form which, in turn, is absorbed by
plants, retained in soils, or leached through ground-
water.

Sulfur in Precipitation

Sulfur in the atmosphere occurs in gaseous, solid, and
liquid form, with transformation among the different
forms accomplished by chemical, biological, and
photometric processes. As is the case with N, S is
highly transitory among these forms in air and
water. The reactions involved in these transform-
ations determine the concentration of S in precipita-
tion, which, in turn, affects its presence in surface and
groundwater, with ulumate impact on soils and
plants.

The data available on S content of rainfall indicate
wide variation by geographic locations. Expressed in
kilograms of sulfur per hectare, the annual addition
of S in precipitation in North American ranges from
0.5 to 14. In many areas, most of this {approximately
60-80%) additional S is deposited during the crops’
growing season. Laboratory and greenhouse experi-
ments have shown that many soils of the USA do not
contain sufficient plant-available S to meet the crops’
requirements, yet no S-deficiency symptoms have
been reported. This is because, in many areas, uptace
of atmospheric SO, and of that in precipitation can
compensate for the soil S deficiency. Indeed, it has
been demonstrated that sunflowers can use SO, and
H,S as their only source of S without their norrmal
growth being affected.

See also: Acid Rain and Soil Acidification;
Enzymes in Soils; Fertility; Leaching Processes
Minerals, Primary; Organic Matter: Principles anc
Processes; Organic Residues, Decomposition;
Soil-Plant-Atmosphere Continuum; Sulfur in Sois:
Overview; Biological Transformations
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Introduction

Adsorption is the process through which ions are
removed from solution and accumulate at a solid
surface. The ion accumulation takes place at the inter-
face between the surface and the solution forming a
two-dimensional structure. 1f adsorption continues
and leads to a three-dimensional structure, the pro-
cess is called precipitation. The general loss of ions
from solution to a surface is called sorption.
Adsorption can occur either specifically or non-
specifically. Specific adsorption occurs when ions
have a high affinity for the surface and it results in
the formation of inner-sphere surface complexes.
Inner-sphere surface complexes are complexes that
contain no water molecules between the adsorbing
jon and the surface functional group. Examples of
surface functional groups are reactive hydroxyl
groups on oxide or clay minerals and carboxyl or
phenol groups on organic matter. Such surface func-
tional groups are a source of solid surface charge
since they undergo dissociation and/or protonation
reactions as a result of changes in solution pH. Spe-
cific anion adsorption occurs via ligand exchange
where the adsorbing ion replaces a reactive surface
hydroxyl from the surface functional group. Nonspe-
cific adsorption is dominated by electrostatic attraction
and results in outer-sphere complex formation or in
adsorption in the diffuse ion swarm. Adsorption in

the diffuse ion swarm is the weakest type of adsorption
since the 10n does not attach to a specific surface func-
tional group but remains free in the aqueous solution,
neutralizing surface charge only by its proximity to the
charged solid surface. Outer-sphere surface complexes
are also formed through nonspecific adsorption and
contain at least one water molecule between the
adsorbing ion and the surface functional group.

A model is a simplified representation of reality
thar considers only those characteristics of the system
that are pertinent to the problem at hand. A chemical
model provides a description of a chemical system
consistent with its chemical properties while simul-
taneously being as simple and as chemically correct as
possible. The ideal chemical model is realistic, effect-
ive, comprehensive, and predictive. A realistic model
conforms to accepted theories of chemical behavior,
an effective model closely describes experimental ob-
servations, a comprehensive model applies to a wide
range of experimental conditions without modifica-
tion, and a predictive model can be applied to various
different chemical conditions.

Description of Models

Surface complexation models are chemical models
that give a molecular description of adsorption phe-
nomena using an equilibrium approach. Analogous to
complex formation in solution, surface complexation
models define surface species, chemical reactions,
equilibrium constants, mass balances, and charge
balances and their molecular features can be given
thermodynamic significance. One of the major
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Figure 1 Placement of ions, potentials, charges, and capaci-
tances for the (a) constant capacitance model, (after Westall
(1986). (b) diffuse layer model, (after Dzombak DA and Morel
FMM (1990) Surface Complexation Modeling. Hydrous Ferric Oxide
New York: John Wiley). (c) triple layer model, after Westall

advancements of surface complexation models is con-
sideration of the charge on both the adsorbing 10n
and the solid adsorbent surface. Surface complex-
ation models constitute a family of models having
many common characteristics and adjustable param-
eters. The models differ in their structural representa-
tion of the solid—solution interface, i.e., the location
and surface configuration of the adsorbed ions.

Surface Configuration of the
Solid-Solution Interface

Members of the surface complexation model family
include the two-pK models: constant capacitance,
diffuse-layer, triple-layer. Two-pK models are based
on a reactive surface functional group, SOH, that
undergoes both protonation and dissociation:

SOH + H* « SOH} 1]

SOH «» SO~ + H” 2]

hence the term two-pK model.

Comparable models can be written based on the
one-pK concept. So far, the one-pK model has been
developed based on the Stern model. In the one-pK
model, surface functional groups carry either one or
two protons, SOH and SOH,, respectively. Surface
charging can be represented with one reaction:

SOH'* + H' « SOH,"* [3]

The location and surface configuration of the
adsorbed ions for the various surface complexation
models are presented in Figure 1. In the constant ca-
pacitance model and the diffuse layer model all sur-
face complexes are inner-sphere and are located in a
single surface plane (Figure 1a, b). The diffuse-layer
model includes a diffuse layer that commences at the
d-plane and extends into solution. In the triple-layer
model ions forming inner-sphere surface complexes
adsorb in the surface o-plane and ions forming outer-
sphere surface complexes adsorb in a 3-plane located
between the o-plane and the d-plane (Figure 1c). In
the representation of the one-pK model based on
the Stern model indicated in Figure 1d, protons and
hydroxyls form inner-sphere surface complexes

(1980): (d) one-pK model, (after Westall (1986)). (a) and (d) from
Davis JA and Hayes K (eds) Geochemical Processes at Mineral Sur-
faces, ACS symposium Series 323: 54-78, Copyright (1986) Ameri-
can Chemical Society; (b) reprinted with permission of John Wiley
from Dzombak DA and Morel FMM (1990} Surface Complexation
Modeling. Hydrous Ferric Oxide; {c) reprinted with permission from
Kavanaugh MC and Leckie JO (eds) Particulates in Water Character-
ization. Fate. Effects and Removal ACS Advances in Chemistry Series
189: 3344, Copyright (1980) American Chemical Society.



located in the o-plane; all other ions form outer-
sphere surface complexes and are located n the
d-plane.

Surface Complexation Reactions

In the two-pK models chemical reactions for inner-
sphere surface complexation are eqns 1], {2], and:

SOH + M™* — SOM'™ ! 4 H* 4]
2SOH + MM - (SO),M!™ ¥ 4 2H~ (5]
SOH + L' + H* — SL"" V- + H,0 6]

2SOH + L' + 2H" — S,L12 4 2H,0 7)

SOH + L' +2H" — SHL""? 4+ H,0 8]

where M is a metal ion of charge m* and L is a ligand
of charge |". Surface complexes can be monodentate
or bidentate. In monodentate complexation one bond
is formed between the adsorbing ion and the surface
functional group. Bidentate complexes contain two
bonds between the adsorbing ion and two surface
functional groups. Equations |4]| to [7] are used in
the constant capacitance model. In the diffuse-layer
model, reaction [8] is used in place of reaction [7]
simce bidentate complexes for adsorbed anions have
not been considered.

The following chemical reactions for outer-sphere
sutface complexation are considered in the triple-
layer model in addition to egns [1], [2], and [4] to [7]:

SOH + M™ « SO™ — M™ 4 H* (9]

SOH+M"™ + H;O < SO™ — MOH'™"" 4+ 2H*

[10]

SOH +H" + L™ «» SOH} - L [11]
SOH +2H* + 1" — SOH] — LH!-!" [12]
SOH+ C" = SO™ - C* + H* [13]
SOH+H™ +A™ « SOH; - A~ [14]

where C* is the cation and A~ is the anion of the
background electrolyte.

[n the one-pK models, chemical reactions for sur-
face complexation are eqn [3] and:
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SOH'"? +M'" —SOH'"? - Mm™ ns)
SOH'"? + M™ +H,0 —

SOH'*" - MOH™ " + H" [1¢]

SOHY”" + 1" - SOHY*" - L= [17)

SOH"*" + C* — SOH'*" —C* (18]

SOH,*" + A~ — SOH}*" — A~ [19]

Equilibrium Constants for Surface Complexation

The equilibrium constants describing inner-sphere
surface complexation in the two-pK models are:

, = [S[g?{‘lﬁtlexp[l:ql/f{ﬂ 20]

K = %exp[—w/m 21]

b= o i explim — 1Fo/RT) (22
K2 = [(SC[)S)OI:;[;”: T expl{m — 2)FW/RT] |23
K| = %exp[—(l — 1)FU/RT)| [24]
K%==[SOE:;T}th+chpr-u-—2>Fw/R71 23]
k= BHU T G aFeRT] 26

b SOHLY)HAP

where F is the Faraday constant, ¥ is the surface po-
tential, R is the molar gas constant, T is the absolute
temperature, and square brackets represent concen-
trations. The exponential terms are correction factors
accounting for the effect of surface charge on surface
complexation. Equations [20] to [23] are considered
in the constant capacitance model where ¥ = ¥,,. In
the diffuse layer model, eqn [25] is replaced with eqn
(26] and W =Wy,
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Equilibrium constants for outer-sphere surface
complexation in the triple layer model are:

3 180 — M™|[H]
M™  [SOHM™|

exp[F(mV¥; — ¥,)/RT] [27]

s _[SO" - MOH™ V[H"}?

K = SOH|[M™ ]
exp[F({m - 1)¥, — ¥,)/RT|

28]

-+ b--
gs _ SOHF 1]

L= [_SW plF(¥, — I\ ;)/RT]

29]

ks - [SOH; — L1 ]
L= 2 -
SOH][H7[L™]

CXP[F("I"n - (l - l)q’f)/RT‘]

130]

S0 - CHj[H*
Kc = [ [SOH][C}[? ]exp[F(\Il,f - ‘pu]/RTl |3ll
Ko= o0 A, - w,)/RT] [32)

~ [SOH}H*J[A7]

In the one-pK model the equilibrium constants for
surface complexation are:

_ [SOH,*")

H= SOH2[H] exp|[F¥,/RT]

(33]

- [SOH|/2—~ _ Mm+]
M [SOHI,’Z—][Mmi-]

exp|mF¥y/RT] (34]

s _ [SOHY?" - MOH'™ V][H']

KM [SOHI/Z_][M"H] exp[(m - 1)Fq’d/[§§]}
~ [SOHY* — L] .
K| = = —exp|—1F¥,/RT 136
1 [SOH;“][L"] pl da/RT] )
[SOH!? —C"} .
K¢ = SOHT|[C] exp[Fl4/RT] 37]
SOH-!,IZ“ _ -
Ky = [ = A Iexp[——F‘Itd/RT] [38]

~ [SOH,*"][A |

Mass and Charge Balances

The mass balance expression for the surface func-
tional group, SOH, in the two-pK models is:

St = [SOH] + [SOH; | + [SO7] + [SOM"™ Y]
+2[(S0),M™ 2] 4+ [SL" 7] 4 2[8,L1 2
+[SHL" 27 4 SO — M™ | + [SO~
— MOH'™ "] + [SOH; — L' |+ [SOH]
~LH""7] 4 [SO" — C'] 4 [SOH; — A7)

39]

The mass balance for the surface functional groups,

SOH and SOH,;, in the one-pK model is:

St =[SOH"?7] + [SOH,""] + [SOH'?" - M™]
+[SOH"/2" = MOH"™ "] 4 [SOH)** — 1]
+[SOH2" —C ]+ [SOH,”” —A7]  [40]

The mass balance represents a summation of all

surface species considered in the particular surface
complexation model.

The charge balance expressions for the two-pK
models are:

5o = [SOH;] + [SOH; — L") + [SOH] - LH!-"")
+ (m = 1)[SOM™ V] 4 (m - 2)[(SO),M™ )]
+[SOH; —A7| - [SO7| - [SO™ — M™]
—[SO™ — MOH““‘”] —( - 1)[SL(|_”_}
— (1= )8l - (1= 2)[sHLT 7]
~[SO" — C*] 1)

73 =m[SO™ — M"™] + (m — 1)[SO” — MOH™ )}
+[S07 - C*] - 1[SOH; —L'"] - (1~ 1)

[SOH; — LH-1"] — [SOHF — A™] [42]
go+01+03=0 [43a]
Oo+04=0 [43b]

where o is the surface charge. The charge balances,
eqns [41] and [42], represent the summation of all
charge contributions in a particular plane of adsorp-
rion. All of the models consider charge balance in
the surface plane, eqn {41]. Charge balance in the
J-plane, eqn [42], is restricted to the triple-layer
model. Charge balance eqn [43a] is considered in
the triple-layer model while eqn [43b] s used in the
diffuse-layer model. The charge balance expressions
for the one-pK model are cqn [43b] and:
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5= LSOHL - [SOH™ |y (44

Charge-Potential Relationships

All surface complexation models contain relations
between surface charges and surface potentials. In
the constant capacitance model the charge-potential
relationship is:

o=C¥ [45]
where C 1s the capacitance. The charge potential
relationship for the diffuse layer model is:

= —(8¢,DRTI)"?sinh (FU,/2RT) [46]
where ¢, is the permittivity of vacuum, D is the di-
electric constant of water, and I is the solution ionic
strength, In the triple-layer model the charge poten-

tial relationships are eqn {46] and:

o= Ci(¥,— ) (47]

og = Ca(Wy — V) (48]

The charge-potential relationships for the one-pK
model are eqn [46] and:

Ty = C(\I/(, - \I}d) [49]

Obtaining Values of Adjustable
Parameters

Surface Site Density

The total number of reactive surface functional
groups, St 1s an important adjustable parameter in
the surface complexation models and is related to the
surface site density:

[50]

where § is the surface area, a is the particle concen-
tration, and N, 1s Avogadro’s number. Experimental
mcthods for determining surface site density include:
tritium exchange, potentiometric titration, fluoride
adsorption, and maximum adsorption. Values of
this parameter can also be calculated from crystal
dimensions or optimized to fit experimental ad-
sorption data. Various determinations of surface site
density vary by an order of magnitude; the lowest
values are obtained from crystallographic calculations
while tritium exchange yields the highest values. Un-
certainty in the value of the surface site density is
a major limitation in the use of surface complexation

models since the ability of the models to describe
adsorption is sensitively dependent on this value. To
standardize surface complexation modeling, a fixed
value of 2.31 sitesnm ” has been used for many nat-
ural materials. Applications of the diffuse-layer model
to metal adsorption have split the total number of
reactive surface functional groups into a ‘strong,” S,
and a ‘weak,’ S,,, set of adsorption sites. Thisapproach
greatly increases the number of adjustable para-
meters since each set of sites, S,, has its own protona-
tion, dissociation, and metal surface complexation
constants.

Capacitances

Some values of capacitance (C in the constant cap-
acitance and one-pK model and C; in the triple layer
model) can be obtained graphically from slopes of
protonation-dissociation constants versus surface
charge. Alternatively, both capacitances, C, and C,,
in the triple-layer model can be obtained using an
electrokinetic extrapolation technique. Capacitance
values obtained experimentally usually exhibit great
variability; therefore, capacitances have generally
been optimized to fit the titration data.

Surface Complexation Constants

Values of the protonation and dissociation constants
in the constant capacitance model and the triple-layer
model can be obtained from the same graphs used to
obtain values of capacitance. These constants can
also be obtained by optimizing titration data using a
computer program. Values of the surface complex-
ation constants for ion adsorption are obtained
using computer optimization. An advantage of com-
puter optimization, in addition to ease of use, is that it
yields bias-free parameters with standard deviations
and quality-of-fit criteria. Individual optimized equi-
librium constant values can be weighted to obtain
overall best estimates of the parameter:

1/010 K
TogK = ZZ : /G;EK) logK], [51]

For the diffuse layer model a set of best estimates
of logK are available for a variety of adsorbing
cations and anions. The advantage of this data set
is that the surface complexation constants are all
self-consistent; i.e., all ion surface complexation
constants were optimized using the same values of
protonation-dissociation constants and surface site
density. This is an important point since parameter
values in the surface complexation models are inter-
dependent. Additionally, since each surface complex-
ation model contains a different set of assumptions
for the solid-solution interface, surface complexation
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constants from one model must not be used in any
other model.

Applications to lon Adsorption on
Natural Samples

All surface complexation models were originally de-
veloped to describe charging behavior and 1on adsorp-
tion of ions on oxide minerals. Various curves are
commonly used to describe adsorption behavior: ad-
sorption isotherms, adsorption edges, and adsorption
envelopes. Adsorption isotherms describe ion adsorp-
tion as a function of equilibrium ion concentration,
usually at fixed solution pH. Adsorption edges and
adsorption envelopes both describe ion adsorption
as a function of solution pH at a fixed total ion con-
centration. Adsorption edge is the term generally ap-
plied to cation adsorption, while the term adsorption
envelope is used to describe anion adsorption.

The most commonly studied oxide surfaces with
surface complexation models have been the iron oxides
goethite and ferrihydrite. Subsequently, the models
were extended to include adsorption on clay minerals,
organic materials, and soil samples. In extending the
models to natural samples certain approximations and
modifications are necessary. In the application to nat-
ural systems, such as clay minerals or soils, the assump-
tion is made that ion adsorption occurs through
interaction with the hydroxyl groups at the edges of
the clay particles. The effect of permanent negatively
charged sites at the clay basal planes on this adsorption
process is ignored. This simplification may not be ap-
propriate, especially for anions whose edge adsorption
may be affected by this negative charge.

The surface complexation models contain the as-
sumption that ion adsorption takes place on one or at
most two sets of reactive surface sites. This is clearly
an oversimplification since even simple oxide min-
erals contain several sets of reactive hydroxyl groups.
However, this simplification is necessary to maintain
the number of adjustable parameters at a reasonable
level. Natural materials such as soils are complex,
multisite mixtures having a variety of reactive surface
functional groups. Thus surface complexation con-
stants determined for soils represent average com-
posite values for all these sets of reactive surface
functional groups.

Constant Capacitance Model

The constant capacitance model has been used to
describe adsorption on silicon, aluminum, iron, and
titanium oxides, kaolinite, montmorillonite, and illite
clay minerals, plant cell walls, and soils. Adsorbing
ions that have been investigated include the cation and
metal 1ons: calcium, cesium, lead, copper, cadmium,

zinc, nickel, cobalt, aluminum, iron, manganese,
silver, mercury, lanthanum, curopium, ytterbium, and
the anions: phosphate, sulfate, arsenate, arsenite, sel-
enite, selenate, borate, molybdate, silicate, fluoride,
phthalate, salicylate, benzoate, citrate.

Examples of the fit of the constant capacitance
model to trace metal adsorption edges are provided
in Figure 2 for iron, lead, copper, and cadmium ad-
sorption on silica. As for many trace metal canions,
the amount of adsorption increases rapidly from O to
100% over a narrow pH range. The model is well
able to describe these changes in adsorption for the
four different metal ions. Figure 3 indicates the ability
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9% Metal adsorbed
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Figure 2 Fit of the constant capacitance model to metal adsorp-
tion on silica. Model results are represented by solid lines. [1Fe;
< Pb; A Cu; O Cd. Reprinted with permission from Schindler PW,
Furst B, Dick R, and Wolf PU (1976) Ligand properties of surface
silanol groups, |. Surface complex formation with Fe®*, Cu®',
Cd?’, and Pb?" . Journal of Colloid Interface Science 55: 469-475.
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Figure 3 Fit of the constant capacitance model 1o silicate ad-
sorption on goethite. Model resulis are represented by solid
lines. O 2x10 *M: [J4x10 “M: A 8x 10 *M. Reprinted from
Sigg LM and Stumm W (1981) The interaction of anions and weak
acids with the hydrous goethite (n-FeOCH) surtace. In: Colloids
and Surfaces, vol. 2, pp. 101-117. Amsterdam: Elsevier Science.
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of the constant capacitance model to fit adsorprion
cnvelopes for the amon, silicate, on to the iron oxide,
goethite at various initial silicate concentrations. Sili-
cate adsorption is nearly constant over most of the pH
range. The model is able to describe the adsorption,
including the pH dependence observed at the highest
initial silicate concentration.

Applications of the constant capacitance model to
sotls have been restricted to anions: phosphate, selen-
ite. borate, and molybdate. For the application of the
model to selenite adsorption by soils, two sets of
reactive surface functional groups were postulated;
maonodentate surface complexes were formed on one

a)  100——

set of sites and bidentate surface complexes on the
other. The model was ininally applied to one
Californian soil. As can be seen in Figure 4a, the fit
of the model to the data is good. Subsequently, the
model parameters obtained in fitung this soil were
used to predict adsorption on additional Californian
soils. Figure 4b shows that this prediction was quali-
tatively successful and indicates some predictive cap-
ability of the model for soils of somewhat similar
chemical and physical characteristics.

An alternative approach has been developed for
describing borate adsorption on soils. From the fitted
surface complexation constants for a set of soils, a

% Selanite sorbed

Panoche sail
Se0g7 = 2.1 mmalm=
50 mo! m~? NaCt

T T T

{b} 100
Altamont soil
80 S60,7 = 2.1 mmolm~
50 molm™2 NaCi
80—

Ciervo soil

o
&
1
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O Los Bafias sail
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Figuire 4
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(a) Fit of the constant capacitance model to selenite adsorption on a California soil. Model fit is represented by a solid line.

(b) Clonstant capacitance model predictions of selenite adsorption by California soils. Model predictions are represented by solid
linesi. Reprinted with permission from Sposito G, de Wit JCM, and Neal RH (1988) Selenite adsorption on alluvial soils: lll. Chemical

modieling. Soil Science Society of America Journal 52 947-950.
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Hesperia sandy loam

T T T T
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Figure 5 Constant capacitance model predictions of boron
adsorption by soils of various soil chemical properties and di-
verse soil orders. Model predictions are represented by solid
lines. Modified from Goldberg S. Lesch SM, and Suarez DL
(2000) Predicting boron adsorption by soils using soil chemical
parameters in the constant capacitance model. Soil Science of
Society of America Journal 64: 1356—1363.

general regression model was obtained that predicts
the surface complexation constants for new soils from
easily measured chemical parameters: surface area,
organic carbon content, inorganic carbon content,
and aluminum oxide content. These surface complex-
ation constants were then used in the constant cap-
acitance model to predict borate adsorption on the
new soils. This approach constitutes a completely
independent model evaluation that was able to pre-
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