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Foreword
N anoscience  is fash ionable .  All adm inis tra tions in the W estern world have stressed their 
in terest  in nanoob jec ts  an d  nanotechnologies. As usual, this type o f  large scientific m ovem ent 
has  its pluses an d  minuses. M any scientists jo in  the crowd w ithout necessarily changing 
anything in the ir  actual work. Most chemists, for instance, build new molecules tha t may be 
called nanoobjects; bu t again, as usual, the m ovem ent does g enera te  significant new content.

Let us, for instance, follow the role of  nanostruc tu res  in chemistry. O n  one side, nature  
has  provided us with beautiful,  robust objects such as fullerenes and carbon tubes, which 
have some adm irab le  p roperties .  T he  cu rren t  challenge is to obta in  them  in large am ounts  
an d  at a reasonab le  price. H ere  is the real problem.

A  com pletely  d iffe ren t sector is ob ta ined  from  chem ical nanom ach ines , for which a m olec
u la r  unit o f  nan o m e tr ic  size moves with respect to  an o th e r  one  through a change in redox 
po ten tia l  o r  pH . Som e o f  these m achines have been  built. At the m om ent,  I feel ra th e r  skep
tical abou t them  because  they are  extremely costly, extremely fragile (sensitive to  poisons), 
an d  not easy to p ro tec t  with a suitable coating— or by a local “an tipo ison” center. But, here 
again, there  is a challenge.

Let us now turn  to  biology . H e re  we find an im m ense g roup  of working nanom achines, 
enzymes, ionic channels , sensor proteins, adhesion molecules, and  so on. They are extremely 
impressive, bu t o f  course  they represen t  progressive construction  by trial and e r ro r  over 
m o re  than a billion years. Should we try to mimic these machines or, rather, use them 
fo r  technological pu rposes ,  as they are, for instance, to grow plants o r  crea te  pro te ins  at an 
industrial level accord ing  to  the techniques o f  m olecu la r  genetics? This is a major question.

A  third, o p en  side is quan tum  physics and the (rem o te )  possibility o f  quan tum  com puters. 
In my youth , I had ho p es  for digital s torage via quantized  flux quanta: The corresponding  
technology, based  on  Jo sep h so n  functions, was patiently  built by IBM, but they ultimately 
d ro p p e d  out. This shows the  hardsh ip  of  nanotechnologies  even when they are handled by 
a large, co m p e ten t  g roup . But the cause is not lost, and it may well be that our children use 
so m e  unexpected  fo rm  o f  q u an tu m  com puters.

Thus, we are facing real challenges, not just  the vague recom m endations  of  some anony
m ous  boards. A nd , we n e e d  the tools. We need  to know the behavior o f  materials  at the 
nanolevel,  the clever tricks of  physical chemistry requ ired  to produce  nanopartic les o r  n an o 
pores ,  the special p ro p e r t ie s  of  small coopera tive  systems (nanom agnets ,  n anosuperconduc
tors, nanoferroelec tr ics ,  etc.), the  ability for assembling functional units, and so on.

T h e  aim o f  the p re se n t  h a n d b o o k  is to help us with the tools by suitable modelizations. It 
is written  by lead ing  experts , s tarting  from  general theoretical principles and progressing to 
d e ta i led  recipes.

In the second half  o f  the  18th century, all the  knowledge (fundam enta l  and practical) of  
th e  W estern  world was co n densed  into an ou ts tand ing  encyclopedia constructed  energetically 
by D enis  D idero t  just a f te r  the industrial revolution started. H ere , at a m ore m odest level, we 
can  hope  for som eth ing  similar. Soon after  the first wave, including this handbook, a certain 
fo rm  o f  nano industry  m ay be born.

T he  discussions s ta r te d  in this h andbook  will con tinue  in a jo u rn a l  (Journal o f  C om puta
tiona l and  Theoretical N anoscience) launched by the presen t  editors. 1 wish them  the  best.

Professor Pierre-Gilles de Gennes
Nobel Prize Laurea te ,  Physics 

College de France 
Paris, France
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Preface
This is the first handbook  tha t  deals with theoretical and com puta tiona l developm ents in 
nanotechnology. T he 10-volume com pend ium  is an u n p reced en ted  single reference source 
tha t provides ideal in troduction  and overview of the most recent advances and em erging new 
aspects o f  nanotechnology  spanning  from science and  engineering  to neurogenetics. Many 
works in the field o f  theoretical and com puta t iona l  nanotechnology  have been published to 
da te ,  but no book  o r  han d b o o k  has focused on  all aspects in this field that deal with n a n o 
machines, electronics, devices, q uan tum  com puting, nanostruc tu red  materials, nanorobotics, 
medicine, biology, biotechnology, and more.

T here  is no  doubt tha t  nanoscience will be the dom inan t  direction for technology in this 
new century, and  this science will influence o u r  lives to  an extent impossible in years past: 
Specific m an ipula tions o f  m a tte r  at its u ltimate level will o pen  completely new perspectives 
on  all scientific and technological disciplines. To be able to produce  optimal nanosys
tem s with ta ilor-m ade properties, it is necessary to analyze and  construct such systems in 
advance by ad eq u a te  theore tica l and  com puta tiona l m ethods. T he  handbook  gives a c o m 
ple te  overview of the essential m ethods, models, and  basic pictures.

But, as is well known, the re  are  also th rea ts  connec ted  with nanotechnology, specifically 
with respect to biological systems: Self-assembly can be an uncontro lled  process, and the 
final state o f  a developing system is in general uncerta in  in such cases. To avoid undes ir
able developm ents, the theoretical (com puta t iona l)  analysis o f  such processes is not only 
desirable  b u t  also absolutely necessary. Thus, the com puta tiona l and theoretical m ethods  of  
nanoscience are  essential for the prediction  o f  new and custom  nanosystems and can help 
k eep  nanoscience un d e r  control. T h e re  is basically no alternative. Therefo re ,  one  possible 
answer to the question, “W hy a book  on theoretical and com puta t iona l  nanotechnology?” is 
to give nanotechnology a direction!

In the design of macroscopic and microscopic systems, engineering  is essentially based on 
intuitive concepts, which are  ta ilo red  to observations in everyday life. Classical mechanics is 
also based on these macroscopic  observations, and its notions have been  chosen with respect 
to  o u r  intuitive dem ands  for visualizability. However, w hen we approach  the nanolevel, the 
tools  used fo r  the design o f  macroscopic  and microscopic systems becom e m ore  and  m ore 
useless. At the  nanolevel, quantum  phenomena  are dom inan t,  and  the main features in co n 
nection with qu an tu m  effects are  not accessible to o u r  intuitive concepts, which are  merely 
useful at the  m acroscopic level; the fram ew ork  o f  qu an tu m  theory is in striking conflict 
with ou r  intuitive dem ands  for visualizability, and  we are  forced to use abstract physical 
laws expressed by m athem atica l equations. In o th e r  words, effects at the nanolevel are 
(a lm ost)  not accessible to  o u r  usual engineering  concepts. T here fo re ,  here we rely on the 
abstract m athem atica l re lations of  theore tica l physics. In nanotechnology  functional systems, 
m achines and  the like canno t be adequate ly  designed w ithout the use o f  these abstract 
theoretical laws and the application o f  suitable com puta t iona l  m ethods. Therefo re ,  in n ano 
technology, theoretical and com puta tiona l m ethods  are  centrally im portant: This makes the 
presen t  han d b o o k  an indispensable com pend ium .

N anom eter-scalc  units  are  by definition very small a tom ic structures  and functional sys
tem s; it is the  smallest level at which functional m a t te r  can exist. We already learned  to 
m anipu la te  m a tte r  a t  this u lt im ate  level: A tom s can be m oved experimentally  in a controlled 
m a n n e r  from  one position to  ano ther .  This is astonishing because one  nan o m ete r  only cor
responds to  o n e  millionth o f  a millimeter. For example, an electrical n an ogenera to r  could 
be  designed consisting o f  various parts  tha t included a very fast revolving ro tator. O ne  mil
lion o f  these genera to rs  could be a r ranged  side by side on a length of  two centim eters; it 
is rem arkab le  that not only static nanostruc tu res  could  in principle be produced  and  sig
nificantly m anipu la ted  bu t also artificial dynamical nanosystems. But, the downscaling of  
functional s truc tures  from  the  m acroscopic to  the n an o m e te r  scale is only one  of  the essential

vii
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points  in connection with nanotechnology. In addition— and m aybe  m uch m ore  im p o r tan t—  
nanosystems provide unique p roperties  in com parison to those  we observe at the  m ac ro 
scopic level. For example, a metal nanocluster  shows a m elting  te m p e ra tu re  tha t strongly 
deviates from  that o f  a macroscopic piece of  metal; its m elt ing  po in t  is significantly lower. 
A  decrease down to  a  fraction o f  only 20% is typical, depend ing , however, on  the m ateria l 
and  particle num ber.

A  professional t rea tm en t o f  the various problem s in nanosc ience  and  nano technology  
makes the application and developm ent o f  theoretical and com p u ta t io n a l  m eth o d s  in this 
field absolutely necessary. In o th e r  words, the discipline o f  theo re tica l  an d  com pu ta t iona l  
nanotechnology has to  be considered  as a key topic to be ab le  to t re a t  nano technology  a d e 
quately and to  reach optim al solutions for certain  tasks. It is th e re fo re  desirable  to  get a 
timely overview abou t the specific topics presently re levant in this field. In this respect, the  
handbook  gives a com ple te  overview o f  the specific topics so far es tab lished  in nan o tech n o l
ogy. Each c h ap te r  gives a certa in  overview o f  actual activities o f  the  envisaged topic and in 
most cases an ad eq u a te  description o f  the basics, so advanced  s tu d en ts  also can  benefit from 
the handbook. It was ou r  strategy to provide consistent and  c o m p le te  rep resen ta t ions  so the 
read e r  would be able to  study each chap te r  without consu lting  o th e r  works. This o f  course  
leads to certain overlaps, which was also part o f  o u r  stra tegy to  en ab le  an  app roach  to the 
sam e topic from  various points o f  view.

The handbook  reflects the  spectrum  o f  questions an d  facts tha t  are  and could be relevant 
in the field o f  nanotechnology. Not only formal deve lopm en ts  an d  m e th o d s  are ou tlined , 
but also descriptions of  a b road  variety o f  applications in pa r t icu la r  are  typical for the 
handbook. All re levant topics have been taken into account, from  functional s truc tu res— like 
an electrical n a n o g en e ra to r— or q uan tum  com puting  to  ques t ions  th a t  deal directly with basic 
physics. A lm ost all fields re la ted  to  theoretical and com p u ta t io n a l  nano techno logy  could  be 
covered, including multiscale modeling, which is im portan t  fo r  the transit ion  from  microscale 
to  nanoscale and  vice versa.

All theoretical and com puta tional m ethods  used in connec tion  with the various topics in 
nanoscience are  directly based  on the same theoretical physical laws. At the nanolevel, all 
p roperties  o f  o u r  world em erge  at the level o f  the  basic theore tica l  laws. In traditional tech 
nologies, engineers  do not work at the ultimate level. They use  m o re  o r  less p h e n o m e n o lo g 
ical descriptions tha t generally canno t be deduced  from  the  basic physical theore tica l laws. 
We have as many phenom enological descriptions as th e re  a re  technological disciplines, an d  
each is ta ilo r-m ade to  a specific topic. An exchange o f  co n cep ts  is e i th e r  no t possible o r  
ra th e r  difficult. In contrast,  a t the  ultimate nanolevel the  w orld  is based  on  only o n e  theory 
for all disciplines, and  this is expressed by basic theore tica l physics. This s ituation opens  
the possibility for in terconnections between the various topics in nano techno logy  to bring 
abou t new effects and chances for fur ther  applications. In o th e r  w ords, nano technology  and  
nanoscience can be considered  interdisciplinary. Clearly, the  h an d b o o k  reflects the  in terd is
ciplinary charac te r  o f  this new science and technology.

The Handbook o f  Theoretical and Computational Nanotechnology  includes 138 chap te rs  
written by hundreds  o f  the w orld’s leading scientists. Topics cover m ainly  the  following areas:

(i) C om puta t iona l  biology: DN A , enzymes, proteins, b iom echan ism s, neurogene tic  infor
mation processing, and  nanom edicine

(ii) C om puta t iona l  chemistry: quan tum  chemistry, m olecu la r  design, chem ical reactions, 
drugs, and  design

(iii) C om puta tiona l m ethods and simulation techniques from  ab initio to multiscale 
modeling

(iv) M aterials behavior at the nanolevel, such as mechanics, defects, diffusion, and dynamics
(v) N anoscale  processes: m em branes, pores, diffusion, g row th, friction, wear, catalysis

(vi) N anostruc tu red  materials: metals, composites, polymers, liquid crystals, pho ton ic  crys
tals, colloids, and nano tubes

(vii) N anostructures:  fullerenes, nanotubes, clusters, layers, q u a n tu m  dots, thin films, s u r 
faces, and interfaces

(viii) N anoeng ineering  and nanodesign: nanom achines,  n a n o -C A D , nanodevices, and  logic 
circuits
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(ix) N anoelectronics: m olecu la r  electronics, nanodevices, e lectronic states, and nanowires
(x) N anom agnetism ; m agnetic  p ro p e r t ie s  o f  nanostruc tu res  and  nanostruc tu red  materials

(xi) N anooptics:  optical re sponse  theory , quan tum  dots, luminescence, and photonic  
crystals

(xii) Q u a n tu m  computers: theore tica l aspects, devices, and com puta tiona l m ethods for sim
ulating  qu an tu m  co m p u te rs  and algorithm s

The han d b o o k  provides b ro ad  in fo rm ation  on all basic and  applied aspects of  theoretical and 
com puta t iona l  nanotechnology by considering  m ore  than two decades  o f  p ioneering research. 
It is the  only scientific work o f  its kind since the beginning o f  nanotechnology, bringing 
toge the r  core  knowledge and  th e  very la test advances. T he  han d b o o k  is w ritten for audiences 
of  various levels while providing the la test up- to-date  inform ation  to  active scientists and 
experts  in the field. This h a n d b o o k  is an  indispensable  source fo r  research professionals and 
developers  seeking the m ost up - to -da te  in fo rm ation  on theoretical and  com puta tional n a n o 
technology am ong  a wide range  o f  disciplines, from  science and engineering to medicine.

This h an d b o o k  was written by leading experts, and  we are  highly grateful to  all con tr ibu ting  
au tho rs  for the ir  t rem en d o u s  efforts  in writing these ou ts tand ing  s ta te-of-the-art chapters  
tha t a l to g e th e r  form  a unified whole. K. Eric Drexler (designer o f  nanom achines, fo u n d er  o f  
the Foresight Institute, co iner  o f  the te rm  nanotechnology) gives an  excellent in troductory  
chap te r  about possible trends  o f  fu tu re  nanotechnology. We especially express o u r  sincere 
gra t i tude  to  Dr. Drexler for his instructive and basic rep resen ta tion .

We cordially extend ou r  special thanks to  Professor Pierre-Gilles de G en n es  for his valu
able an d  insightful Foreword.

T he  ed ito rs  are  particularly thankfu l to  Dr. Hari Singh Nalwa, President and C E O  of 
A m erican  Scientific Publishers, fo r  his con tinuous  support  of  the  project and the enthusiastic  
co o p era t io n  in connection with all questions concern ing  the deve lopm ent o f  the handbook. 
F u r th e rm o re ,  we are  grateful to  the en tire  team  at Bytheway Publishing and especially to 
Kate Brown fo r  copyediting.

Dr. Michael Rieth 
Prof, Dr. Wolfram Schommers

Karlsruhe, G erm any
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1. INTRODUCTION
Electron transport  through conducting  m atte r  can be significantly modified co m p ared  with 
ordinary  m etals  and sem iconductors  if the  d im ensions o f  a co n duc to r  are reduced  to the 
n anom ete r  scale or  if one designs a com posite  m ateria l conta in ing  nanoscale com ponents . 
For example, if e lectrons can be t rapped  in small conducting  regions within an insulating 
matrix, quan tum -m echanica l tunneling and C ou lom b  in terac tions tu rn  out to be the main 
m echanisms controlling e lectron transport.  In particu lar , this can  be the case in granular  
materials, w here the  C ou lom b  blockade p h e n o m en o n  reduces charge  fluctuations and leads 
to single-electronic tunneling.

Mechanical deformability plays a special role in nanom ater ia ls .  O n  the one hand, it orig
inates from the electronic contribu tion  to the elastic constan ts  o f  the material, and on the 
o th e r  hand, it has trem endous  impact on the e lec tron  tunneling. T h e  interplay between 
electronic and mechanical degrees  of  f reedom  is especially im p o r tan t  in nanocom posites  
consisting of  m ateria ls  with very different elastic p roperties .  L iquid  nanocornposites o r  elec
trolytes rep resen t  an extrem e case o f  such systems. T h e re  the charges  a re  localized on ions, 
and it is the mechanical, convective m otion of  these “ nanocarriers"  that is responsible for 
the charge transfer  ( the  ionic transport m echanism).

In solid-state com posite  materials, the  higher density o f  “carriers'" toge ther  with a signifi
cant “ freezing” of  their  mechanical motion increases the im portance  of  interparticle electron 
tunneling and m akes this charge  transport m echanism  com petit ive  with mechanical convec
tion. H ence  we arrive at the very interesting situation w hen  electrical and mechanical degrees  
of  f reedom  canno t be separa ted . O ne  has to consider  a new— nanoelec trom echan ica l— type 
o f  transport.

This is the s ituation occurring in many metal-organic  nanocom posites ,  w here small con
ducting nanopartic les  or  “d o ts” arc em bedded  in a soft organic  m olecular matrix. T here ,  
on-dot discrete charge fluctuations caused by electrostatically  induced  mechanical distortions 
play an essential role providing a feedback to the m echanical m otion. Both the response to 
externa! pertu rba tions  and the noise properties  o f  such m ateria ls  are  qualitatively different 
from those know;n for bulk hom ogeneous  conductors.

D uring  the past decade o r  so, nanotechnology  has advanced  the ability to fabricate systems 
in which chemical self-assembly defines the functional and  s tructural units of  nanoelec tron ic  
devices [1]. Because the elastic pa ram ete rs  of  m any c o m p o u n d s  and devices currently  used 
can be much “so f te r” than those o f  sem iconductors  and  metals, mechanical degrees  o f
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f reedom  may play an im p o r tan t  role in charge  transfer. In particular, charge transfer  via 
tunneling  through  a device can be dramatically enhanced  by the mechanical m otion of  some 
p ar t  o f  the device.

Recently, n an om echan ica l  oscillators [2] have been  com bined  with single-electron tun n e l
ing [3] devices, resulting  in a new class o f  nanoelec trom echanica l systems (N EM S). E xper
im ents m easuring  e lec tron  t ran sp o r t  through single, oscillating molecules [4-7], suspended  
sem iconducto r  systems [8, 9], and  suspended  carbon  nano tubes  [10] clearly dem ons tra te  the 
influence o f  m echanical deg ree s  o f  freedom  on the curren t  in the single-electron tunneling 
regime.

As a simple exam ple  o f  a device o f  this type, consider a metallic grain  elastically suspended  
be tw een  a source  and  a drain  e lec trode  as in Fig. 1 [11]. Since the central conducting grain 
can move, we will refer  to this device as a nanoelec trom echanical s ingle-electron transistor 
(N E M -S E T )  ra th e r  than  just a s ingle-electron transis to r  (SET). If, because of  a fluctuation 
in its position, the  grain  w ere  to  com e close to the source (o r  dra in )  e lectrode the tun n e l
ing coupling be tw een  them  w ould  increase significantly and the grain would be negatively 
(positively) charged. T h en ,  acce lera ted  by elastic and C oulom b electrostatic  forces, the  grain 
would move back and  ap p ro ach  the  drain (source) e lectrode, thus transferring the acquired  
charge. T he  descr ibed  process  is usually refe rred  to as “shuttling” of  electrons. In general,  
the  shuttle  m echan ism  can be defined as a charge  transfer  through a mechanical subsystem 
facilitated by its oscillatory center-of-m ass m otion. T he  key factor here  is that, in shuttling, 
the  charge of the grain, £/(/), is co rre la ted  with the grain velocity, x( t ) ,  in such a way that the 
t im e average q( t ) x ( t )  ^  0. It follows that the average work pe rfo rm ed  by the e lectrostatic  
force is nonzero  even if x ( /  ) =  0, and  as a result, the  mechanical m otion  and charge trans
fer can be unstable with respec t  to  the fo rm ation  o f  periodic o r  quasi periodic mechanical 
m otion and electrical signal.

Being induced by the coup ling  between tunneling electrons an d  vibrational degrees  of 
freedom , shuttle  t ran sp o r t  shou ld  be discrim inated from the conventionally  discussed vibron- 
assisted inelastic tunneling. T h e  difference is that shuttling results from  an electromechanical 
instability. If the  m echan ical m o tion  is strongly dam ped , the device is mechanically stable, 
and  the  n u m b er  of  g e n e ra te d  vibrons is close to  the equilibrium value. In this s ituation the 
notion of  vibron-assisted tu n n e ling  is adequate .  As the dam ping in the mechanical system 
decreases , o r  the  driving voltage increases, one  may reach a po in t w here the mechanical 
stability o f  the device is lost. At this point, the n u m b e r  o f  gene ra ted  vibrons increases and 
reaches a large value. M oreover ,  a special type o f  coherence  in the mechanical system is 
m ain ta ined  due to the coupling  to  tunneling e lectrons. This coherence  can be characterized 
by n onzero  off-diagonal e lem en ts  o f  the density matrix in the v ib ron-num ber  representa tion . 
As a result, the  vibrational deg rees  o f  freedom  can be described by a classical field rep re sen t
ing the m echanical d isp lacem en t o f  the shuttle . In this (shuttle)  regime, the e lectron-vibron 
in terac tion  develops into a m echan ical transpo rta t ion  of  electrons.

a)
( b)

V/2

"unloading" o f  "loading" o f
2N electrons 2N electrons

\  -  H = ne . -  J

<1 -  ~nc
e = o.V'

-V /2

Figure I. (a )  S im ple m o d el o f  a so il C o u lo m b  b lo ck ad e  system  in w hich a m etallic  g ra in  (c e n te r)  is linked  to  tw o 
e le c tro d e s  by e lastically  d e fo rm a b le  o rg a n ic  m o lecu la r  links, (h ) A dynam ic in stab ility  occu rs since, in the  p resen ce  
o f  a  sufficiently  large  b ias v o ltage  V . th e  g ra in  is a c c e le ra te d  by th e  c o rre sp o n d in g  e le c tro s ta tic  force tow ard  first 
o n e , th en  th e  o th e r  e le c tro d e . A  cyclic ch an g e  in d irec tio n  is cau sed  by th e  r e p e a te d  “ load ing" o f  e le c tro n s  n ea r 
th e  negative ly  b iased  e le c tro d e  a n d  th e  su b se q u e n t " u n lo a d in g "  o f  the  sam e a t the  positively  b iased  e le c tro d e . As 
a resu lt the  sign o f  th e  n e t g ra in  c h a rg e  a l te rn a te s  lead in g  to  an osc illa to ry  grain  m o tio n  an d  a novel “e le c tro n  
sh u ttle "  m echan ism  for c h a rg e  tra n sp o r t . R e p rin te d  w ith p e rm iss io n  from  [ I I ] .  L. Y. G o re lik  e t a L  Phys. Rev. Lett. 
SO. 452h ( Ilw«S). a'-- |W N. A m erican  Phvsical Society.
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A n o th e r  im portan t  fea ture  of  nanosystems is the Coulomb blockade [12] p h enom enon .  
A  small, initially neutral system tha t has accepted an extra electron, becom es  negatively 
charged, and un d er  certa in  conditions an o th e r  electron cannot, due to C o u lom b  repulsion, 
reach the grain. As a result, it has to wait until the first e lectron has escaped . Until then 
fu r ther  transport is blocked. Thus, un d e r  C ou lom b b lockade conditions th e  e lec trons can be 
transfe rred  only one by one  (or, m ore generally, in in teger num bers) . T h e  sm aller  the  system 
capacitance, the  bigger the  charging energy. Consequently, C oulom b b lockade is an intrinsic 
p roperty  of  small devices, and  its im portance  increases with the p rogress  in nanoscience 
and  nanotechnology. Hence , because of  C oulom b blockade, shuttling o f  single electrons or 
single C o o p e r  pairs can take  place. We give a very brief  review o f  the C o u lo m b  blockade o f  
tunneling in Appendix  A.

During  the  past seven years, shuttles of  different types have been s tud ied  theoretically  
and  experimentally. We have just em phasized  tha t shuttling as opposed  to  vibron-assisted 
tunneling is due to an intrinsic instability. However, it can also be due to an  externally driven 
grain motion using (e.g., an  A C  electric o r  mechanical force). A n o th e r  po in t of  in terest is 
that e lectron transport  th rough  a N E M -S E T  device can occur in regim es w here  e i th e r  a 
classical o r  a quan tum  mechanical theory  is called for. T he  mechanical deg rees  of  f reedom  
may also require  e i ther  a classical o r  a quan tum -m echan ica l  description. H ence , shuttle 
charge transfer  in soft nanostructu res  involves rich and  interesting physics.

Presently, many researchers  are in terested  in shuttling in n anoe lec trom echan ica l  systems 
aiming to d e te rm in e  fundam enta l p roperties  o f  e lec trom echanical coupling in nanostructures  
and  electron, and phonon  transport.  This knowledge will definitely give renew ed  im petus  
to the design o f  new applications such as, for example, nanogenera to rs ,  nanoswitches, and 
cu rren t  s tandards.

Shuttle  electron transfer  can take place not only th rough  a metallic g rain  but also through  
a relatively soft nanocluster.  In this connection, it is im por tan t  to study vibrational m odes 
o f  e lectrom echanical systems with several degrees  o f  f reedom . If  the cen te r-o f-m ass  motion 
can be clearly separa ted  from  o th e r  modes, then the shuttle  electron transfe r  th rough  the 
system is similar to that in the case of  a rigid grain. O therwise, it is m o re  app rop ria te  to 
speak o f  vibron-assisted tunneling ra the r  than shuttling.

Further, e lectrom echanical coupling and shuttle transport  is not only a fea ture  of  h e t 
eroelastic  nanocom posites . It also has relevance for o th e r  nanoe lec trom echan ica l  systems 
intentionally  designed to work at the n an o m e te r  scale [13-15]. Early w ork  on shu ttle  trans
po rt  o f  e lec trons were reviewed in Ref. [16].

O u r  aim is here  to discuss the a fo rem entioned  issues in m ore  detail. W e will s tart from 
the  simplest case o f  a particle with one  mechanical degree  o f  f reedom  located between

T able 1. C lassification  o f  sh u ttle  tra n sp o r t. S h u ttle  tra n sp o r t 
o f  ch arg e  can  be ca teg o rized  acco rd in g  to  w hal type o f  phys
ical d escrip tio n  is n e e d e d  fo r th e  m ech an ica l an d  e lec tro n ic  
subsystem s.
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two e lec trodes  and elastically coupled e i ther  to the substrate  o r  to the leads. This s ituation 
is re levant to  several experim ents, for example, to  electron shuttling through  an artificial 
s truc tu re  [17], and to  shuttl ing  th rough an oscillating CW) m olecule [4]. Both classical and  
q u a n tu m  electron transport  will be  considered in Sections 2.1 an d  2.3, respectively (see 
Table 1). It will be shown tha t  in bo th  cases an electrom echanica l instability occurs which 
leads to a periodic m echanical m otion  o f  the elastically suspended  particle [11, 18, 19]. In 
Section 2.4, ou r  aim is to review theoretical work regarding systems w here the mechanical 
d eg rees  o f  freedom  need  to  be t rea ted  q u an tum  mechanically. A  review o f  the available 
experim enta l  results is given in Section 3. Finally, the possibility o f  coheren t  shuttling o f  
C o o p e r  pairs betw een two superconducto rs  th rough  a movable superconducting  grain will 
be  considered  in Section 4, and  noise in different types of  shuttle  systems in Section 5.

2. SINGLE-ELECTRON TRANSFER BY A NANOSHUTTLE
Shuttle  charge transfer  involves two distinct charge transfer  processes: the tunneling o f  
cha rge  betw een  the leads an d  a (moving) cluster as well as the m echanical, “convective” 
m o tion  o f  the  charged  cluster. T he  mechanical m otion o f  the shuttle  can obey e i ther  clas
sical o r  qu an tu m  mechanics. A  classical description is sufficient if  the  force tha t acts on 
the  shu tt le  depends  only weakly on its spatial position. In general, this requ irem ent can be 
fo rm u la ted  as

^ « >  ( ! )  a x

w here  X ( x )  =  h / p ( x )  is the  effective de Broglie wavelength o f  the  shuttle  and p ( x )  is its 
classical m om en tum  at a position x  on its classical trajectory.

Now, even if the criter ion (1) for the shuttle  m otion to be classical is fulfilled, the  tun n e l
ing o f  e lec trons th rough  the grain can be e i th e r  sequentia l o r  coheren t .  In the first case, the  
re levant physical picture  is fully classical— the  elec trons can be rega rded  as classical particles 
and  the ir  t ransport p roper t ie s  can be  described by a m aste r  equa tion . We will refer  to this 
s itua tion  as classical shuttling o f  particles. In the case of  coheren t  tunneling, the e lec trons 
shou ld  be t rea ted  as wave packets  while keeping track o f  the  p ropert ie s  o f  the ir  wave func
tions. In this situation, we will talk about classical shuttling o f  waves. T he  word “classical” 
serves as a rem inder  tha t th e  mechanical m otion is still classical. All recent experim ents  
can be in te rp re ted  as classical shuttling satisfying the condition ( I ) .  If the  dissipation is low 
enough , see the discussion in Section 2.4, this is t rue  also for the experim ent of  Park  et al. [4] 
involving a C60 molecule. However, in principle, the  condition  (1) may not be fulfilled. If 
so, the  mechanical m otion  has  to be  described by q uan tum  mechanics. We refer to this case 
as qu a n tu m  shuttling  o f  e i th e r  particles o r  waves, depend ing  on the  na tu re  o f  the electron 
tunne ling  process. In the  following Sections all four  regimes will be considered (see Table 1). 
B efore  we proceed , however, a small digression abou t the condition  (1) is in order.

W h e th e r  the criterion (1) for the shuttle  motion to be classical is fulfilled or  not depends  
on  how quickly the shuttle  m o m en tu m  p ( x )  varies with position x. This in tu rn  is de te rm in ed  
by th e  forces acting upon  th e  cluster. T h e  cha rac te r  o f  the shu ttle  transport  is som ew hat 
com plica ted  by the fact tha t the electron is no t necessarily localized at the  moving shuttle  
c luster, it can also be ex tended  betw een  the c luster  and the leads as a result of  qu an tu m  
delocalization. Because the forces that act on the cluster are  d iffe ren t in the different sit
uations, the  concre te  form s o f  the criterion (1) can also be different. If the e lec tron  is 
localized at the  cluster, the  forces are  due to the direct C ou lom b in teraction  betw een  the 
leads an d  the excess c luster  charge, and the criterion (1) can be cast into the form  x Q <<C A. 
H e re  x {) =  y / h / m a )0 is the quan tum -m echanical ze ro-poin t v ibration  am plitude, w{] is the 
angu la r  e igenfrequency  of c luster vibrations, while A, to be defined in Section 2.1.2, is the 
charac teris t ic  (decay) length of  the tunneling coupling. Even if this condition is no t met, 
m any p ro p e r t ie s  of  shu ttle  t ran sp o r t  can be unders tood  classically, provided the oscillation 
am pli tude , A,  is so large th a t  A x a. In this situation, the  region w here  qu an tu m  effects 
are  im por tan t  is relatively narrow  com pared  with the whole trajectory.
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Q uan tum  delocalization o f  e lectron states betw een  cluster and leads gives rise to w hat o n e  
may call cohesive forces and makes the situation  m ore  com plicated . In  Section 2.4, we will 
show that for sufficiently small bias voltages (and  hence fo r  sufficiently w eak  electric  fields) 
a specific q u an tum  regime appears ,  where even relatively large cluster  v ibra tion  am plitudes,  
A  >  A xQ, do  not allow a classical description o f  the shu ttle  t ransport.

2.1. Classical Shuttling of Particles
We begin this section by considering the classical shuttling o f  e lec trons  and  by specifying 
the conditions, which have to  be m et for shuttling to  fall into this category  (Section 2.1.1). 
We then proceed  to considering the classical shuttling o f  e lec trons  by a harm onically  b o u n d  
cluster betw een two leads in Section 2.1.2. A f te r  that,  having seen that low dam ping  is 
necessary for shuttle  t ransport  in this case, we turn  to studying a system do m in a ted  by viscous 
forces in Section 2.1.3. We will find that classical shuttling o f  particles can take place also in 
this case.

The  prospects  for finding applications o f  the shuttle  transport  m echanism  strongly d ep en d  
on resolving several issues. A m ong  them are (i) w hat a re  the  conditions for ideal shuttl ing—  
crucially im portan t  for applications such as s tandards  o f  electric cu rren t  o r  for sensors;
(ii) is it possible to achieve gate-controlled  shuttling, which is im por tan t  for s ingle-electron 
t ransistor applications; (iii) w hat is the  role o f  o th e r  m echanical degrees  o f  f reedom  than 
those associated with the center-of-m ass motion. T hese  issues will be discussed la ter  in this 
section, in Subsections 2.1.4, 2.1.5, and 2.1.6.

2.1.1. Requirements for Incoherent Transport
A schematic picture of  a single-electron tunneling  device with a movable  metallic c luster as 
its central e lem ent is p resen ted  in Fig. 1. In this case, cen ter-of-m ass m echanical vibrations 
o f  the grain are  allowed (consider the elastic springs tha t  connec t  th e  cen tra l  e lec trode  to  the 
leads in Fig. 1). Since electronic transport through the device requ ires  e lec trons to  tunne l  
between the leads and the cen tra l  small-size conducting  grain, it is strongly affected by any 
vibration-induced d isplacem ents  o f  the grain.

A  n um ber  of  characteristic  times d e te rm ine  the dynamical evolution of  the system. E lec 
tronic degrees  o f  f reedom  are  rep resen ted  by frequencies  co rrespond ing  to  the Ferm i e n e r 
gies in each o f  the conductors  and  to the applied voltage V . In add ition , one  has an inverse 
re laxation time, an inverse phase-break ing  time for e lec trons  in the conductors ,  and a charge  
re laxation time, o)R1 =  /?C, due  to  tunneling. H e re  R  an d  C  are  the resistance and capac i
tance of  the tunnel junction, respectively. Mechanical degrees  of  f reedom  are  charac ter ized  
by a vibration frequency o>0. T he  condition  tha t hcoR shou ld  be much sm aller  than the  Ferm i 
energy is the s tandard  condition  for a weak tunneling  coupling an d  holds very well in typical 
tunnel structures. Since a finite voltage is supposed  to be applied, causing a nonequilib rium  
evolution o f  the system, the question  o f  how fast is the  e lec tron ic  re laxation b ecom es re le 
vant. Two possible scenarios for the transfer  o f  e lec trons  th rough  the metallic c luster can be 
identified depend ing  on the ratio between the tunne ling  relaxation tim e coR] and  the relax
ation  time t 0 o f  e lectrons on th e  grain. In the case w here  r 0 is much sh o r te r  than o>^1, the two 
sequential tunneling events tha t a re  necessary to transfe r  an e lec tron  from one  lead to the 
o th e r  through the grain canno t be considered to be a q u an tu m  mechanically  coheren t  p ro 
cess. This is because re laxation and phase-breaking  p rocesses  occur in betw een these events, 
which are  separa ted  by a time delay o f  o rd e r  co~R\  O n the contrary , all tunneling  events 
between e i ther  lead and the grain are incoheren t (i.e.. in d ep en d en t  events). Fast relaxation 
o f  e lectrons in all three conductors  is supposed  to  be responsible  fo r  the form ation  o f  a 
local equilibrium distribution o f  e lectrons in each conduc to r .  This is the  approach , which we 
will use in the present section. In the opposite  limit (i.e., when r(, is much larger than ojr 1 ), 
qu an tu m  coherence  plays a dom inating  role in the  e lec tron ic  charge  transfer  process and  ail 
relaxation takes place in the leads faraway from the cen tra l  part o f  the device. This case will 
be considered in Section 2.3.
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2.1.2. Shuttling of Electrical Charge by a Movable Coulomb Dot
T he  tunne l junctions betw een  the leads and the grain in Fig. I are  m odeled by tunneling 
resistances R [ ( x )  and R r (x ), which are  assum ed to  be exponential functions of  the grain 
co o rd ina te  x.  To avoid un im portan t  technical complications, we study the symmetric case 
for which R, R =  R(Q)e±y/*, w here  we will refer to A as the tunneling length. W hen  the 
position  o f  the grain is fixed, the  electrical po ten tia l  of  the  grain and its charge qst follow 
from  balancing the cu r ren t  be tw een  the  grain and the leads [12]. As a consequence, at a 
given bias voltage V\  th e  charge qsl(x)  is com pletely controlled  by the ratio R l (x ) / R r (x ) 
and d q ^ ( x ) / d x  <  0. In addition, the  bias voltage genera tes  an electrostatic  field T. — a V  in 
the space betw een  the  leads and , hence, a charged grain will be subjected  to an electrostatic  
force Fq =  aVq.

T h e  central point o f  o u r  considera tions is tha t  the grain, because of  the “softness" o f  the 
links connecting  it to th e  leads, may move and change its position. T he  grain motion disturbs 
the cu r ren t  balance, an d  as a result, the grain charge  will vary in time toge ther  with the 
grain d isplacem ent. T h is  variation affects the work W  =  a V  J xc / ( t )dt  pe rfo rm ed  on the 
grain during, say, one  period  o f  its oscillatory motion.

It is significant tha t the  work is nonzero  and  positive, tha t is, the e lectrostatic  force, on 
the average, accelera tes  the grain. T he  n a tu re  o f  this acceleration  is best unders tood  by 
considering  a grain oscillating with a f requency tha t is much lower than the typical charge 
f luctuation frequency coR =  l / R C .  H ere  C  is the  capacitance o f  the metallic cluster, which, 
for room  tem p era tu re  C oulom b-b lockade  systems, is of  the o rd e r  10“ 18 — 10“ 19 F. In this 
limit, the  charge deviation  Sq  =  (q  -  qs[(x))  connec ted  with re ta rd a t io n  effects is given by 
the expression 8q = —o)R{x d q s[( x ) / dx .  H ence  the extra  charge 8q  d epends  on the value and 
direc tion  o f  the grain velocity and as a consequence , the grain acts as a shuttle  that carries 
positive extra charge o n  its way from the  positive to  the negative e lec trode  and negative extra 
charge  on its re tu rn  trip. T he  electrostatic  force 8FCj =  a V 8 q  is thus  at all times directed 
a long  the line o f  m otion  causing the grain to  accelerate . To be m ore  precise, it has been  
shown [11, 18] that fo r  small deviations from equilibrium (x =  0, q =  0) and provided q(t )  
is defined  as the l inear response  to the grain d isplacem ent, q(t )  =  J x O  ~  t ' ) x ( t ’) d t \  the 
work d o n e  on the grain is positive for any relation betw een the charge  fluctuation frequency 
a)R and  the  frequency o f  the grain vibration.

In any real system, a certa in  a m o u n t  Q  o f  energy is dissipated due  to viscous damping, 
which always exist. To get to the self-excitation regime, m ore  energy must be pum ped  into 
the system from the electrostatic  field than can be dissipated; W  m ust exceed Q.  Because 
the  e lectrostatic  force increases with the bias voltage, this condition  can be fulfilled if V  
exceeds some critical value Vc.

If the e lectrostatic  an d  dam ping  forces are  much smaller than the  elastic restoring force, 
self-excitation o f  vibrations with a frequency  equal to the e igenfrequency  o f  the elastic oscil
lations arise. In this case, Vc can be implicitly defined by the relation co()y  =  t t J / . I m ^ w ) ,  
w here  co{]y  is the  imaginary p a r t  o f  the  complex dynamic modulus. In the general case, when 
the charge  response is d e te rm in ed  by C ou lom b-b lockade p h en o m en a ,  x  is an increasing but 
r a th e r  com plicated  function o f  K, and  there  is no way to solve for V(. analytically. However, 
one  can  show [18] tha t  the  minimal value o f  V(, co rresponds  to the situation  when the charge 
exchange frequency coR is of  the  sam e o rd e r  as the e igenfrequency co() o f  the  grain vibrations.

A bove the th resho ld  voltage, the  oscillation am plitude  will increase exponentially until a 
ba lance  be tw een  dissipated  and  absorbed  energy is achieved and the  system reaches a stable 
self-oscillating regime. T h e  am plitude  A  o f  the self-oscillations will therefore  be de te rm ined  
by the criterion IV(A)  =  Q{A) .

T h e  transition  from  the static regime to the self-oscillating can be associated with e ither  
soft o r  hard excitation o f  self-oscillations dep en d in g  on the re la tion  betw een the charge 
exchange frequency coR and  the grain oscillation eigenfrequency  oj{) [18]. Soft excitation 
takes place if <oR/ o>(, >  2 \ /3 .  In this case, the am pli tude  o f  the stable self-oscillation regime 
increases  smoothly (with voltage increase) from zero  at the  transition voltage. In a case 
o f  hard  excitation (coR/co{) <  2>/3), the oscillation am plitude  jum ps  to  a finite value when 
voltage exceeds Vc. It was also found [18] tha t  the  hard  excitation is accom panied  by a 
hystcretic  behavior o f  the  curren t-vo ltage  characteristics.
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In the fully deve loped  self-oscillating regime the oscillating grain, sequentia lly  moving 
elec trons from one lead  to  the o ther,  provides a “ shuttle m ech an ism ” for charge  as shown 
in Fig. lb. In each  cycle, 2n  e lec trons are  transferred , so the average con tr ibu tion  to  the 
c u rren t  from this shuttle  m echanism  is

/  =  2 enf.
C V  1
V  +  2

(2)

w here  /  =  q){)/ 2 tt is th e  self-oscillation frequency. This cu rren t  does no t d e p e n d  o n  the 
tunneling rate  coR. T h e  reason  is tha t when the charge jum ps  to  o r  from a lead, the grain 
is so close tha t the tunne ling  ra te  is large com pared  with the elastic v ibration  frequency. 
H en ce  the shuttle  frequency— not the tunneling rate— provides the  ‘‘bottle  n eck ” for this 
process. We em phasize  th a t  the  curren t due to this shuttle  m echanism  can be substantially 
larger  than the conventional cu rren t  via a fixed grain. This is the case when (o0 coR.

To support these qualitative argum ents , we have p e rfo rm ed  analytical and  num erical an a l
yses based on the  sim ultaneous solution o f  N ew ton’s equa tion  for the  m otion  o f  the g ra in ’s 
cen ter-of-m ass and  a m as te r  equa tion  for the charge redistribution.

Two d ifferent app roaches  w ere  developed. T he first, p resen ted  in Ref. [11], gives a q u a n t i 
tative description o f  the  shuttle  instability for low tunne l-barr ie r  resistances, tha t is, w hen  the 
ra te  o f  charge redistribution is so large (in com parison with the vibration frequency) tha t the  
stochastic  fluctuations in the  grain charge during a single-vibration period  are  un im portan t .  
T he  second approach , describing the opposite  limit of  low-charge red is tr ibu tion  frequencies 
characteristic  o f  high-resistance tunnel barriers, was p resen ted  in Ref. [18].

In both  cases, it was shown that the e lectrom echanical instability has d ram atic  conse 
quences  for the current-voltage characteristics o f  a single-electron transis to r  configuration  as 
shown in Fig. 2. Even fo r  a symmetric double  junction, w here  no C o u lo m b  sta ircase appears  
in conventional designs, we predict that the shuttle  m echanism  for charge t ranspo r t  m an i
fests itself as a cu rren t  ju m p  at V  =  Vc and as a C oulom b staircase as the voltage is fu r th e r  
increased. A  m ore  precise calculation along the line / sketched in Fig. 2 is shown in Fig. 3. 
T h e  nonm ono ton ic  behavior o f  the curren t  a long this line is due  to  com peti t ion  betw een 
the  two charge transfer  m echanism s present in the system, the o rd inary  tunne l cu rren t ,  and 
the  mechanically m ed ia ted  curren t  0  — ~~ x0)i(V)r/(r)  th rough  som e cross
section at xQ. We define the shuttle  curren t as the time averaged m echanical cu r ren t  th rough  
the plane located a t  x0 =  0. This cu rren t  toge ther  with the tunnel c u r re n t  for the sam e cross 
section is shown in Fig. 3. As the dam ping  in the system is reduced , the  oscillation am plitude
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F ig u re  2. C u rre n t d u e  to  th e  sh u ttle  m echan ism  th ro u g h  th e  com p o site  C o u lo m b  b lo ck ad e  system  o f  Fig. I. T he  
c u r re n t  is n o rm aliz ed  to  th e  e ig en fre q u en cy  to (in  the  text d e n o te d  by w„) o f  e las tic  g ra in  v ib ra tio n s  an d  p lo tted  as 
a fu n c tio n  o f  n o rm a liz ed  b ias v o ltag e  V  and  inverse d am p in g  ra te  y  ’. W ith  infin ite  d am p in g  n o  g ra in  o sc illa tions 
o c c u r  an d  n o  C o u lo m b  sta ircase  can  be seen . T h e  critical vo ltage V\ re q u ire d  fo r  th e  g ra in  to  s ta r t  v ib ra tin g  is 
in d ica ted  by a line. R e p rin te d  w ith p e rm iss io n  from  | ! l ] ,  L. Y. G o re lik  c l al.. Phys. Rev. Lett. 80, 4526 ( I 998). #  
1908. A m erican  Physical Society.
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F ig u re  3. C ro ss  sec tio n  a long  the  line /  in Fig. 2. T h e  to ta l tim e-av erag ed  c u rre n t consists o f  tw o p a rts , the  sh u ttle  
c u rre n t and  th e  tu n n e lin g  cu rre n t. T h e  tim e-a v erag e d  sh u ttle  cu rre n t is th e  m echan ica lly  tra n sfe rre d  c u rre n t th ro u g h  
th e  c e n te r  o f  th e  system  (8(x( t ) ) x{ t )q{ t ) ) ,  th e  rem a in in g  p a rt com es from  o rd in ary  tunneling . A s th e  inverse 
d am p in g  y  1 increases, th e  sh u ttle  c u rre n t a p p ro a c h e s  th e  q u a n tiz e d  value Iir/e io  — 3. T h e  tu n n e l c u rre n t is 
p ro p o rtio n a l to  th e  frac tion  o f  the  o sc illa tion  p e rio d  sp e n t in the  m idd le reg ion , |jc| <  A. T h is  frac tio n  is inversely 
p ro p o rtio n a l to  the  osc illa tion  am p litu d e  a n d  hen ce  th e  tu n n e l cu rre n t d e c reases  as  y ~ ] increases. T he fine s tru c tu re  
in the  resu lts  is d u e  to  n um erica l noise . R e p rin ted  w ith perm iss io n  from  [11], L. Y. G orelik  e t al., Phys. Rev. Lett. 
80, 4526 (1998). ©  1998. A m erican  Physical Society.

grows and the shuttle cu rren t  is en h an ced  while the ordinary  tunneling curren t is suppressed. 
In the limit of  low damping, this leads to  a quantiza tion  of  the total curren t in te rm s o f  2e f. 
The calculation  procedure  leading to these conclusions are  briefly described in A ppendix  B.

2.1.3. Shuttling in Dissipative Nanostructures
It is c lear from  this analysis that a large dam ping  is de tr im en ta l  for the developm ent o f  the 
shuttle  instability, and in the limit w here  y  >  (o(), elastic shuttling o f  the charge becom es 
impossible. T he mechanical lability o f  the system, however, is still a dom inating fea tu re  
o f  the charge  transport even in the limit o f  s trong  dissipation. T h e  consequences o f  such 
a lability a re  addressed  in Ref. [20], T h e re  the  elastic restoring force is assum ed absent 
o r  much w eaker  than viscous dam ping  forces. According to  tha t  model, charge transport  
through the  N E M -S E T  is affected both  by the C oulom b blockade p h enom enon  and the 
mechanical motion o f  the cluster. T hese  two p h en o m en a  are  coupled  since the threshold  
voltage fo r  e lectron tunneling depends  on  the junction  capacitances that, in tu rn , depend  
on the cluster position with respect to the leads. In general,  the threshold  voltage increases 
when the d istance between the c luster and an e lec trode  decreases.

To be specific, if a neutral c luster  is located in its equilibrium position between the e lec
trodes, no tunneling takes place for a bias voltage V  lower than som e threshold  value V{). At 
V  > K(), the  c luster can be charged  due  to  tunneling o n to  the cluster. At the same time, the 
electrical forces produce a mechanical d isplacem ent d irected  from  the  lead that has supplied 
the extra charge. A fte r  some time, the extra charge will leak to  the  nearest  e lectrode, and 
the c luster becom es neutral again. A n im portan t  question  at this stage is w hether  an extra 
tunneling event to the nearest e lec trode  can take place. T he  answer is not evident because 
the e lectrostatic  tunneling threshold  in the last position is different from tha t  at the  initial 
point in system ’s center. Consequently , tunneling to the  nearest e lectrode, in principle, could 
be suppressed  due to the C ou lom b  blockade. T he  analysis m ade in Ref. [20] has shown tha t 
at ze ro  te m p e ra tu re  the re  is an u p p e r  threshold  voltage V, below which the extra tunneling 
event is no t possible. In this case, the  cluster is almost t rapped  nea r  the e lectrode and the 
conductance  is not assisted by significant cluster d isplacem ents betw een the electrodes.

For voltages above the threshold , V  >  Vn there  is a possibility fo r  an o th e r  tunneling event 
betw een  the grain and the neares t  lead to happen  af te r  the extra charge has tunne led  off the 
cluster. T h is  event changes the  sign o f  the net charge on the  grain. In this case, the cluster 
can be pushed  by the C oulom b force toward the m ore distant e lec trode  w here the process
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repea ts  itself. T he  conductance  is now assisted by significant d isp lacem ents  o f  the grain an d  
this scenario  is qualitatively similar to the shuttle  vibrations in fully elastic e lec trom echan ica l 
s tructures  [11]. This process is also accom panied  by a m arked  rise in the cu r ren t  th rough 
the system as shown in Fig. 4.

2.1.4. Accuracy of a Mechanical Single-Electron Shuttle
Several m echanism s contribu te  to a deviation o f  the average cu rren t  from  the  ideal shuttle  
value nef y

1. Sequential electron tunneling  and co-tunneling  th rough  the grain, which leads to  a 
“shun ting” D C  curren t unre la ted  to any grain motion.

2. Insufficient contact time t() a t the trajectory tu rn ing  point com p ared  with the charge 
relaxation time T he  relation betw een  these characteristic  tim es de te rm ines  
w hether  the grain can be fully loaded during a single contact event.

3. T herm al fluctuations, which lift the  C oulom b blockade limitation for the  transferred  
charge to be an integer n um ber o f  e lectron charges.

T h e  contribution o f  the shunting tunneling seem s to be much smaller than  the  cu rren t  c o n 
veyed by a shuttling grain. Indeed , the fo rm er is limited by the maxim um  tunne l  resistance, 
which is exponentially large. The  second and third limitations to  the accuracy o f  the shuttling 
cu rren t  were considered by Weiss and  Z w erger [21] w here  a m aster  equa tion  for the charge 
o f  the moving grain was analyzed. In this approach , the  shuttling was m ap p ed  on a sequence  
o f  contact events when charge transfer  takes place. T he  results  of  an analytical t rea tm en t of 
a simple model and  of a num erical t re a tm en t  are  shown in Figs. 5 and 6 taken  from Ref. [21]. 
In Fig. 5, the  average n um ber  o f  e lectrons transferred  p e r  period, as well as the roo t m ean  
square  fluctuations, are  shown for T — 0. In this figure, /„ represents  the effective time the 
grain  spends in contact with the leads, while r  deno tes  th e  RC-time at the  po in t o f  closest 
app roach  to the leads. Assum ing tha t the  grain is closest to  the leads at a t im e  one has 
r  =  /?(/max) C ( /max). T herm al sm earing  of the single-electron shuttling is d em o n s tra ted  in 
Fig. 6. It is c lear  that for t{) r  and T =  0 the C ou lom b  staircase is perfect. F or  increasing 
tem pera tu res ,  the  C oulom b staircase is washed out leading to an O hm ic behav io r  at high 
tem pera tu res .

v/v,)

F ig u re  4. T h e  solid  line show s the  cu rre n t-v o ltag e  ch arac te ris tic s  o b ta in e d  by a M o n te  C a rlo  s im u la tio n  o f  the 
ch a rg e  tra n sp o r t th ro u g h  a d iss ip a tio n  d o m in a te d  system . T h e  c a lc u la te d  D C  cu rre n t is p lo tte d  as a function  o f  the 
b ias  voltage V  sca led  by the  C o u lo m b  b lockade th re sh o ld  v o ltage  th a t  ap p lies  if the  m ovab le  grain  is equally  
fa r  from  b o th  e lec tro d es . T h e  d ash ed  line d isp lays the  cu rre n t th ro u g h  a s ta tic  sym m etric  d o u b le  junction  for the 
sa m e  p a ram e te rs . F a r  vo ltages above the  th re sh o ld  vo ltage  I-',, the  c u r re n t  th ro u g h  the  system  in c rease s  drastically  
d u e  to g ra in  m o tio n . T h e  inset show s a m agnification  o f  the  vo ltage  in te rv a l a ro u n d  I ,. R e p rin te d  w ith perm ission  
from  [20], T. N ord  e l a l.. P /m . Rer. B  65. 165312 (2002). ©  2002, A m e ric a n  Physical Society.
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VCL(tmax)/e VCL(tmax)/e

F ig u re  5. A verage  n u m b e r  o f  e le c tro n s  tra n sfe rre d  p e r  p e r io d  (u p p e r  p an e l)  an d  th e  roo t m ean  fluc tu a tio n s (lo w er 
p a n e l)  fo r  7 -  0. A  C o u lo m b  b lo ck ad e  is c learly  visible: up  to  a critical vo ltage. 1 / Cl (tmM)/c — 1 /2 .  no  e le c tro n s  a re  
tra n s fe r re d . R e p rin ted  w ith  perm iss io n  from  [21], C  W eiss an d  W. Z w erge r, Europlrys. Lett. 47, 97 (1999). ©  1999, 
E D P  Sciences,

2.1.5. Gate Voltage Control of Shuttle Mechanics
T h e  electrom echanical coupling also dramatically  changes the transistor effect in a N E M - 
S E T  as com pared  with an  o rd inary  SET. We will discuss this p roblem  following Nishiguchi 
[22], L et us assume that the tunneling  can take place only betw een the grain and the leads, 
while th e re  is no tunneling exchange with the gate. T h e  gate voltage controls  the equilibrium 
position o f  the grain with respect to  the leads since it de te rm in es  the extra charge o f  the 
grain. Schem atic  configuration o f  a relevant N E M -S E T  is sketched in Fig. 7. T he  picture  
describes a situation when the grain has a net negative charge. T he  net negative charging 
o f  the grain  occurs for a certa in  re la tion  betw een  the bias, Vh, and the gate, Vv  voltages. 
T h e  positively charged gate e lectrostatically induces a negative charge on the grain, which 
tends  to  be com pensa ted  by the tunneling  o f  positive charge from the right lead. H ere  we 
assum e tha t  the tunneling  from the negatively charged  rem ote  e lec trode  is exponentially su p 
pressed. Since the grain is shifted from the central position, the cu rren t  through the device 
is exponentially small. An increase in the bias voltage decreases the total negative charge. 
W hen  the com pensation  is com ple te , the  grain re tu rns  to the cen tra l  position restoring the 
tunne ling  transport  th rough the device. T he  “phase  d iag ram 1’ in the V  — Vh p lane ob ta ined  
in Ref. [22] is shown in Fig. 8. It is worth m ention ing  tha t there  is a qualitative difference 
be tw een  this “butterfly1’ phase diagram  and the “d iam o n d 1’ phase diagram  in conventional 
S E T  devices [15], w here  the mechanically b locked S E T  opera t ion  is absent.

2.1.6. Nanoparticle Chains
We conclude  this section on classical shuttling o f  e lectrons by considering theoretical work 
by Nishiguchi [23] regard ing  nanopartic le  chains. N anopartic le  chains consist o f  small metal 
grains stabilized by ligands, with electronic  transport  occurring via tunneling betw een the

VCL(tmax)/e VCL(tmax)/e

F ig u re  6. T h e rm a l sm e arin g  o f  s in g le -e lec tro n  sh u ttlin g . T h e  en erg y  scale is given by E( — e '/2 C \  /max is the  in stan t 
w h en  a p a rtic le  is lo ca ted  a t a tu rn in g  po in t. R e p rin te d  w ith  perm iss io n  from  [ 2 1], C . W eiss a n d  W. Z w erg e r, 
Europhys. Lett. 47, 97 ( l 999). <§ 1999. E D P  Sciences.
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F ig u re  7. S ch em atic  co n fig u ra tio n  o f  a  N E M -SET . R e p rin ted  w ith p e rm iss io n  fro m  [16), R. I. S h e k h te r  e t al., 
J. Phys: Condens. Matter 15, R 441 (2003). ©  2003, In s titu te  o f  Physics a n d  IO P  P ub lish in g  L im ited .

metal particles. Because o f  the  relative softness of  the ligand matrix, vibrations o f  the metal 
grains can significantly modify the electronic tunneling rates. In systems with several degrees 
o f  freedom , the e lec trom echanica l instability at special values o f  system p a ram e te rs  can lead 
to excitation o f  m ore  than  one m ode. As result, the  m echanical m otion  becom es in general 
nonperiodic  with a possibility of  a telegraph-like switching be tw een  the modes. A  crossover 
from a periodic to a quasi-periodic  motion, as well as te leg raph-like  switching betw een these 
regim es was d e m o n s tra te d  in Refs. [23, 24], w here e lec tron  shuttl ing  th rough  a system o f  
two elastically and  electrically coupled particles was num erica lly  s im ulated . A  telegraph-like 
switching was observed  at som e value of  bias voltage.

2.2. The Charge Shuttle as a Nanomechanical Ratchet
O n e  advantage o f  the  self-oscillating shuttle s tructures  is th a t  it is possible to use a static bias 
voltage to g enera te  m echanical oscillations o f  a very high frequency. T h e  fact tha t the  system 
has an intrinsic and  stable  oscillating m ode suggests th a t  the  applica tion  o f  an oscillating 
voltage may lead to new in teresting  effects re la ted  to th e  in terp lay  be tw een  the external AC

- 6  --4 - 2  0 2 4 6
V

F ig u re  8. D iag ram  o f  th e  c u r re n t  /  in th e  b ias v o lta g e -g a te  vo ltage  p la n e  ( V  a n d  V(!. respectively ) fo r sym m etrically  
ap p lie d  so u rce -d ra in  vo ltage . T h e  sh a d ed  d iam o n d s d en o te  th e  vo ltage  reg io n s  w h ere  e le c tro n  tu n n e lin g  is p ro h ib 
ited  a t T  -- 0. T h e  w h ite  a re a s  c o rre sp o n d  to  mechanically suppressed SET" o p e ra tio n . R e p rin te d  w ith  perm iss ion  
fro m  [22], N. N ishiguchi, Phys. Rev. B  65, 035403 (2001). €> 2001, A m e ric a n  Physical Society.
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drive and  the in te rna l  f requency o f  the device. M oreover, as the dynamics of  shuttle systems 
is essentially non linear ,  this interplay should em erge  in a wide interval o f  the ratio o f  the 
two frequencies.

A shuttle  driven by a t im e -d ep en d en t  applied bias was considered by Pistolesi and Fazio 
[25]. They showed tha t  an  asym m etric  s truc ture  can act as a ra tchet (see, e.g., Ref. [26]) in 
which the forcing po ten t ia l  is gen e ra ted  in a self-consistent way. A  sizable ra tchet effect is 
p resen t down to  bias f requencies  m uch  sm aller than the mechanical resonance frequency co(), 
du e  to the  ad iabatic  change  o f  the equilibrium position o f  the grain. In a recent experim ent 
[27], som e results s im ilar to the predic tions o f  Ref. [25] were observed. However, in this 
experim ent, the s ingle-electron tunneling  limit was not reached.

Assum ing a h a rm o n ic  bias voltage, V  =  K0 s ino )t, the  au thors  o f  Ref. [25] simulate the 
grain dynamics an d  s tochastic  e lec tron  transfe r  for an asymmetric system charac terized  by 
the  resistances R L(0) ^  R r (0). T h e  asymmetry is essential, because no D C  curren t  can be 
g enera ted  in a sym m etric  device. Because the  e lectron transition ra tes  are p roportional to 
|K ( / ) | ,  they turn  o u t  to  be time dep en d en t .  Accord ing  to the simulation, the system reaches 
a s ta tionary  behav io r  a f te r  a transien t time. Figure 9 shows the sta tionary  D C  cu rren t  as a 
function o f  the ex te rna l bias f requency co.

The rich s truc tu re  show n in the figure is generic; qualitatively identical behavior was 
observed for a wide range  o f  param ete rs .  T he  existence o f  a direct cu rren t  as a result o f  an 
applied periodic  m o d u la t io n  shows tha t the  charge shuttle  behaves as a ra tchet [26]. Because 
the  system is n on linea r ,  the  ex ternal driving force affects the dynamics also for values o f  
<x) very d ifferent from  th e  intrinsic frequency (o{). N o te  that in this model the nonlinearities  
are  intrinsic to the  shu ttle  m echanism . T hey  are  due to the specific time dependence  o f  the 
grain charge, en( t ) ,  r a th e r  than  to a non linear  mechanical force. As is evident from  Fig. 9, 
the  ra tchet behav io r  is p resen t  a lso in the adiabatic  limit, co/d){) <$C 1. In addition, a series 
o f  resonances a p p e a r .  T h ese  are  due to frequency locking when o)/o){) = q jp  and q and  p  
are  integers (see, e.g., Ref. [28]). In this case, the motion o f  the shuttle  and the oscillating 
source becom e synchronized  in such a way that during q periods o f  the oscillating field the 
shuttle  p erfo rm s p  oscillations.

2.3. Classical Shuttling of Electron Waves
In this section, we follow the  considera tions o f  Fedore ts  et al. [19]. H ere  it is assum ed that 
a vibrating grain has a single re so n an t  level, bo th  the position x( t )  o f  this level and the

cd/cd0

F ig u re  9. C u rre n t th ro u g h  a sh u tt le  system  as a func tio n  o f  b ias vo ltage freq u en cy  fo r  given b ias voltage a m p litu d e  
a n d  device p a ra m e te rs  (e  — 0 .5 , y / w l} — 0 .05 , an d  F/cu„ — 1; see  text an d  R ef. [25]. T h e  resu lt o f  the  sim u la tio n  
o f  the  s to c h astic  d y n am ics (p o in ts )  is c o m p a re d  w ith  an  ap p ro x im a te  analy tical so lu tio n  fo r  the  cu rre n t (full line). 
In th e  sm all freq u e n cy  reg io n , e n la rg e d  in th e  u p p e r  inse t, severa l re so n an c es  a t frac tio n a l va lues o f  a p p e a r . 
T h e  d o tte d  line is an  an a ly tica l re su lt in th e  ad iab a tic  lim it. L o w er inset: cu rre n t n o ise  from  the  sim u la tio n  (p o in ts )  
a n d  analy tica l resu lt (d a s h e d )  fo r  th e  s ta tic  S E T  R e p rin te d  w ith  perm iss io n  from  [25], F. Pistolesi an d  R . Fazio, 
co nd-m at/0408056  (u n p u b lish e d ) .
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coupling o f the  grain to  the leads, T, K{t),  are oscillatory fu nc tions o f tim e (see Fig. 10). 
T he effective H am ilton ian  o f the problem  is defined as

H  =  E ( e«k -  M „K a  aak +  e,i( t ) c V  +  X] Ta(.o ( c +  c ' a ak) (3)
a. k a. k

H ere  T, R = t , R exp{=p.v(/)/2A} is the p o sitio n -d ep en d en t tu n n e lin g  m atrix  e lem en t, 
e,i(t) — f„ — t’ '! x ( t )  is the energy level in the do t sh ifted  due  to  the  vo ltage-induced  electric  
field %  a Tak c rea tes an elec tron  with m om en tum  k  in the co rresp o n d in g  lead, a  = L ,  R  is the  
lead  index, and  c ' c rea tes an e lec tron  in the dot. T he first te rm  in the  H am ilton ian  describes 
the  e lectrons in the  leads, the  second co rresponds to  the m ovable q u an tu m  dot, and  the last 
te rm  describes tunneling  betw een the leads and  the dot.

T he evolution  o f the e lectron ic  subsystem  is d e te rm in ed  by th e  L iouville-von  N eum ann 
equa tion  fo r the statistical o p e ra to r  />(/),

iH,f)(l) : : h '[ / ? . / ) ( / ) ]  (4)

while the  cen ter-of-m ass m otion o f the do t is governed  by N ew to n 's  eq u a tio n ,

n p
x  + w l x = -  (5)

m

H ere a>{] — J k ()/ m , m  is the m ass o f the  grain, k u is a co n stan t ch arac teriz in g  the strength  
o f  the harm on ic  po ten tia l, and F ( t ) =  —T r[ p{ t ) dHf dx] .  T he  force F  is co m p u ted  from  an 
exact solu tion  o f the  tunneling  problem , which exists fo r a rb itra ry  Tci( t )  and ed(i).  U sing 
the  Keldysh G reen 's  function app roach  [29] in the so-called  w ide-band  approxim ation  and 
following Ref. [30], one ob ta ins the force F  as

P i t )  -  E & / d f / ; , ( e ) { e ^ | 5 a (e, / ) |2 +  (-1)"A % ( t ) R s [ B a ( e ,  0]} (6)
a

w here

and  T( t )  = 2 t t  ga \Ta( t ) \2, is the density o f s ta te s  in the co rresp o n d in g  lead while 
f a (e)  =  {exp[/3(e — f i a)\ +  I } " 1. T h e  first item  in expression (6) fo r F ( t ) is the electric  
force due to  accum ulated  charge; the second item  is th e  “cohesive” force due  to  position- 
d ep en d en t hybridization o f the  electron ic  sta tes o f the gra in  and  the  leads. E q u a tio n s (5) and 
(6) can be used to  study the stability  o f  the equilib rium  position  o f  the  cluster. By linearizing

i
i

X

F ig u re  10. M o d e l  system consisting of  ;i movable  q u a n tu m  d o t  p la c e d  b e tw e e n  two leads. A n  effective elastic  force 
ac ting  on the  J o t  f rom the  leads is d escr ibed  by the parabo l ic  p o ten t ia l .  Only  one single e lec tron  s ta te  is avai lable 
in the dot and ihe n o n in te rac t ing  e lec trons  in each  have a co n s tan t  density  o f  s ta tes .  R e prin ted  with perm iss ion  
f rom 119|. D, F edore ts  el al.. Elim phys. Leu. 58. <W (2002).  (O 2002. h D P  Sciences.
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Eq. (5) with respect to the small d isp lacem ent a  c~lwl and  solving the p roper  equations of 
m otion , one  can obta in  a com plex  vibration frequency. T he  mechanical instability can then be 
d e te rm in e d  from the inequality Im w  > 0. As shown in Ref. [19], the instability occurs if the 
driving bias voltage exceeds som e critical value, which for a symmetrically applied voltage is 
eV c =  2 ( 6 , ,  +  he l>„). It was also shown that in the limit o f  weak e lectrom echanical coupling,

w hen T / ( 4 m co~\2) and  2erf  \ / ( J h 2co2 4- F2) <$c I, the  instability develops into a limit cycle. 
This is in contrast  with a classical shuttle , w here  stability o f  the system could be achieved 
only at finite mechanical dissipation. T he  reason for the difference is tha t  here dissipation is 
prov ided  by an explicit coupling to the e lectronic  degrees  o f  f reedom  in the H am ilton ian  (3). 
In the classical t rea tm en t,  dissipation was only described phenom enologically  by a dam ping  
constan t  in N ew ton’s equation. O n e  can see a qualitative ag reem en t  between the experim en
tally observed  I(  V)  curve for a fu llerene-based  N E M -S E T  shown in Fig. 17 and the results 
o f  the  above ca lculation  displayed in Fig. 11. However, there  are  a lternative in terpre ta tions 
o f  the experim en t by Park et al. [4] (see pp. 31-35) which are  based  on quan tum  mechanical 
t re a tm e n ts  of  the  mechanical m otion. Som e o f  these will be discussed next.

2.4. Charge Transfer Through a Quantum Oscillator
In the previous discussion, we assum ed, that the mechanical degree  o f  freedom  was classi
cal. As discussed in the  beginning o f  Section 2, this assum ption is not always correct. For 
an oscilla tor with a small enough mass (e.g., the qu an tu m  mechanical zero-point vibration 
am pli tude , .r„), can be com parab le  with the the cen ter-of-m ass displacement. In this case, 
e lec tronic  and mechanical degrees  o f  f reedom  behave as coupled  par ts  o f  a quan tum  system, 
which, in its entirety, should be described by q u an tum  mechanics. T he  coupling betw een 
the  subsystems is provided  by (i) the  depen d en ce  o f  e lectronic levels, charges, the ir  images, 
and , consequently , electric forces on the mechanical degrees o f  f reedom , and by (ii) the 
d ep e n d e n c e  o f  tunneling  barriers  on the spatial configuration o f  the system.

In general,  charge transfer  in the systems u n d e r  considera tion  is assisted by excitation 
o f  vibrational degrees  of  f reedom , which is similar to phonon-assis ted  tunneling through 
n anostruc tu res .  However, in som e cases, the cen ter-of-m ass mechanical m ode turns out to 
be m ore  strongly coupled  to  the charge transfer  than  o th e r  modes. In this case, one can 
in te rp re t  the  center-of-m ass m ode-assis ted  charge transfer  as q uantum  shuttle transport,  p ro 
vided th a t  the center-of-m ass  m otion  is co rre la ted  in time with the charge on the do t (see 
the definition o f  shu ttle  transport  in Section 1). Several au thors  have addressed  the charge 
tra n sp o r t  th rough  a q u an tum  oscillator, and several models have been discussed, some of 
which will be reviewed next.

eV, meV

F ig u re  11. / - V  cu rv es fo r  d iffe ren t va lues o f  th e  p a ra m e te r  =  f  j V  < w hich  ch a ra c te riz e s  th e  s tre n g th  o f  the 
e le c tr ic  field /  b e tw een  th e  leads fo r a  given b ias v o ltage  V: h(ou =  5 meV, T  — 0 .13 meV, en — 6 meV, and  
I — l ’/f. +  0 .  =  2 .3  f i cV. B est fit to  Ref. [4] is o b ta in e d  fo r an  asym m etric  co u p lin g  to  the  leads; here  we use 
lyf/T / =  ^  R e p rin te d  w ith  perm iss io n  from  [19], D . F e d o re ts  e t al.. Eitrophys. Lett. 58. 99 (2002). ©  2002, E D P  
Sciences.
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Single-electron tunne ling  th rough  m olecular  s tructures under  the influence o f  n a n o m e 
chanical excitations has b e e n  considered by Boese and Schoeller [31]. T he  au thors  developed 
a q u an tum  mechanical m ode l  o f  e lectron tunneling th rough a v ibrating molecule and used it 
to m odel the experim en t described  in Ref. [4]. In contrast  to w hat was done  in Sections. 2.1 
and 2.3 and Refs. [11, 19], they assum ed the vibrational f requency to  be  several o rders  o f  
m agnitude  larger than  th e  e lectron-tunneling  rates. T he ir  system is described  by an effective 
H am ilton ian  involving local bosonic degrees of  freedom  of the  m olecule. O ne  of the local 
m odes  can be in te rp re ted  as describing center-of-mass motion. T he  q uan tum  mechanical 
calculation leads to a set o f  horizontal p lateaus in the l - V  curve due to  excitation o f  dif
fe ren t  vibrational m odes. It is shown that in some regions of  p a ra m e te r  space a negative 
differential resistance occurs. A  similar calculation, bu t with a m ore  detailed  account o f  
the dependence  o f  the  charge-transfe r  matrix e lem ents  on the shuttle  coord inate ,  has been 
published by M cCarthy e t  al. [32].

R eferences  [31] and  [32] provide a qualitative explanation o f  the experim ent by Park 
et al. [4]. O th e r  fully quan tum -m echan ica l  efforts to m odel this ex per im en t involving vibron- 
assisted tunneling ra th e r  than  the shuttle  mechanism  can be found  in Refs. [33-35]. These 
are actually a lternative explanations to that given in Ref. [19], w here  the center-of-mass 
m otion was t rea ted  classically. Vibron-assisted tunneling is the a p p ro p r ia te  picture for high 
dam ping  rates (low Q -factor)  and  classical shuttling for low dam p in g  (high (M ac to r) .  To 
de te rm ine  the { M ac to r  re levant for the experim ent o f  Park e t  al. [4] requires additional 
inform ation  (e.g., from  noise m easurem ents ;  see Section 5). It is w orth  m ention ing  tha t the 
shuttle  model predicts  a finite slope o f  the J - V  curve at large voltages, which is m ore similar 
to the  experim ental result.

A quan tum  oscillator consisting o f  a dot coupled by springs to two flanking stationary 
do ts  a t tached  to semi-infinite leads was considered by A rm o u r  and  M acK innon [36]. These 
au tho rs  concen tra te  on the q u an tum  aspects o f  the dot and e lec tron  motion. It is shown 
tha t the I - V  characteristics  o f  the m odel shuttle can largely be unders tood  by analyzing 
the e igenspectrum  o f  th e  isolated system of three  dots  and the qu an tu m  oscillator. T un
neling coupling o f  the d o t  states, to each o th e r  and to the position o f  the oscillator, leads 
to repulsion o f  the  eigenvalues and mixing o f  the eigenstates associated  with states local
ized on individual dots. T h e  mixed sta tes consist o f  superpositions o f  the  states associated 
with the individual do ts  and  hence  lead to delocalization of  the  e lectronic  states betw een 
the dots. Analysis o f  the  cu rren t  flows when the shuttle  is weakly coup led  to leads, reveals 
s trong  resonances co rrespond ing  to the occurrence of  the  delocalized states. T he  cu rren t  
th rough  the shuttle  is found  to dep en d  sensitively on the  am o u n t  by which the oscillator is 
dam ped , the strength  o f  the couplings betw een the dots, and the background  tem pera tu re .  
W hen the e lec tron  tunne ling  length A is o f  o rd e r  jc0, cu rren t  far from the electronic res
o nance  is dom ina ted  by e lec trons hopping on and off the  cen tra l  do t sequentially. As the 
au th o rs  state, then the oscillator can be regarded  as shuttling e lec trons  across the system as 
has been  discussed in Section 2.1.

In the already m en t io n ed  w ork described in Refs. [31-36], as well as in som e o th e r  
papers  [33-35, 37-39] th a t  deal with various aspects of  the N E M -S E T  device in the regime 
o f  quan tized  m echanical grain motion, no shuttle  instability was found. T he reason is that 
e i th e r  the coupling be tw een  e lectron tunneling and mechanical v ibrations is ignored [31], or  
tha t  strong dephasing  o f  the mechanical dynamics was assum ed [33-35, 37-39]. However, 
the analysis o f  the shu ttle  instability of  a N E M -S E T  struc tu re  in the  quan tum  regime is 
im portan t.  Indeed , at th e  initial stage o f  the instability the oscillation am plitude, A , can be 
of  the  same o rd e r  as the zero-poin t oscillation am plitude , x{). T h e re fo re  quan tum  fluctua
tions can be im portant.  The  necessary analysis of  this issue has b e e n  p e rfo rm ed  by Fedorets  
et al. [40] and, in m ore  detail, by Novotny et al. [41] and Fedore ts  et al. [42]. In these papers, 
it was assum ed tha t th e  shuttling grain has only one elec tron  level, which can be e i ther  
em pty  or  occupied. T h e  in teraction  H am iltonian  included linear coupling to the electrical 
field 7c (e%xn,  w here h is the e lectron num ber  o p e ra to r  for e lec trons on the grain), as well 
as a tunneling coupling to the leads that is exponentially d e p e n d e n t  on the d isplacement 
o p e ra to r  x.  In addition , an in teraction  of  the oscillator with an ex ternal thermal ba th  was 
included and trea ted  to  lowest o rd e r  of  per tu rba tion  theoiy. By projecting out the leads
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a n d  the therm al bath, a so-called generalized m aster equation  for the  density matrix o f  the 
system involving e lec tron  s ta tes and oscillator variables is ob ta ined  under the condition tha t 
e V  ^  h(ol}, |e0 — /x|, k BT.  In Ref. [41], this equa tion  is numerically analyzed for the case 
x [} — A. T he  au thors  suggest to visualize the q u an tum  features expressing the results th rough 
the W igner distribution functions.

W " l x - p )  =  L & n { Pu
,i py/h (7)

H e re  pjj  is the  s ta tionary  density matrix, p u (t  ->  o o ) ,  which is diagonal in the e lectron states 
/ =  0 , 1. T he  classical m o tion  o f  the oscillator can be characterized  by its phase trajectory, 
which is a sharp  line in the  {x, p } -plane, given by the relation p 2/ 2 m  +  k x 2/ 2 =  const. 
Sm earing  o f  this line by q uan tum  fluctuations shows the im portance  of q uan tum  effects. 
T h e  results  o f  the  num erica l analysis o f  Wu(x, p)  for A =  x0 and different frictions (y )  are  
shown in Fig. 12. For large friction ( y  =  0.25), the  W igner functions are sm eared  a round  the 
origin (o r  a ro u n d  a shifted  origin w hen charged) to an extent tha t depends on the zero-poin t 
v ibra tion  am plitudes with no  particu lar  corre la tions betw een  its charge  sta te  and m om en tum . 
T h is  m eans  that the s ta te  o f  the grain is very close to the oscillator g round  state (i.e., charge 
t ran s fe r  excites the m echanical degree  o f  f reedom  to a very small extent). This is consistent 
with the vibrationally assisted charge-transfer  mode. For small friction (y  =  0.05), however, 
the  W igner functions a re  sm ea red  a ro u n d  the classical phase trajectory p 2/ 2 m  -f k x 2 =  hco{) 
(ringlike shape  o f  W m  with a hole around  the  origin), and the correla tion  betw een the 
charge  sta te  and  the m echanical m otion  is very strong  (half-m oon shapes o f  W[){), W u ). 
T h u s  o n e  can see a q u a n tu m  precursor o f  the  electronic shuttle  (see also Ref. [40]). T h e  
classical shuttle  p ic ture  is expected to em erge  in the quasiclassical limit d,  A >  x {), w here  
d  = e' f ' /mcol  is a  m easu re  o f  the electric-field strength.

Interestingly, there  exist a region w here  bo th  vibronic-assisted charge transfer  and  shuttle  
fea tu res  are  present. In the crossover region ( in te rm edia te  friction, y  =  0.1), we can see 
tha t  bo th  regimes o f  t ran sp o r t  a re  con tr ibu ting  additively (ringlike shape plus an incoheren t 
p eak  a ro u n d  the  origin o f  W tot).

In Ref. [42], an analytical t r e a tm en t  of  the case x {] ~  <$c A is reported , and an in te rm ed i
a te  regime betw een  vibronic-assisted charge  transfer  and shuttling was found. T h e  condition  
x {) A allows one  to linearize the problem  in the d isp lacem ent x  for low levels o f  excita
tion o f  the mechanical deg ree  o f  f reedom . By doing so, one  finds a closed set o f  equa tions
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F ig u re  12. P hasc -sp ace  p ic tu re  o f  th e  tu n n e lin g -to -sh u ttlin g  crossover. T h e  respec tive  row s show  the  W igner d is
t r ib u tio n  fu n c tio n s fo r  the  u n c h a rg e d  ( Wm ) an d  ch a rg e d  ( W u ) s ta te s  o f  th e  o sc illa to r as well as th e  sum  o f  th ese  
s ta te s  { Ww ) in p h ase  sp a ce  (h o riz o n ta l axis: sp a tia l c o o rd in a te  in u n its  o f  a 0 ; vertica l axis: m o m en tu m  in un its o f  
h / A'„). P a ra m e te r  va lu es u sed  a r e  A =  x u, d  =  =  0.5.v„, T — 0.05 hw it. T h e  values o f  y  a re  in u n its  o f
T h e  W ig n e r functions a re  n o rm a liz e d  w ith in  e ach  co lu m n . R e p rin te d  w ith perm iss io n  from  [41], T. N ovotny  et al., 
P /m . Rev. Lett. 90, 256801 (2003). ©  2003, A m erican  Physical Society.
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describing the time evolution of  (x)  and (p).  It is found tha t {x) and  (p)  increase exponen
tially with time, tha t is, the vibrational g round state  is unstable above a th reshold  value of 
the  electric field,

In this way the developm ent o f  the shuttle  instability from  q u an tu m  fluctuations is 
understood.

T he  exponentia l  increase o f  the vibration am plitude  leads the  system into a non linear 
regime, w here  the  system reaches a stable shuttling state. This s ta te  was s tudied  using the 
Wigner density as suggested in Ref. [41].

The  global behavior o f  the  W igner density in the shuttling sta te  dep en d s  on the electric 
field, %. W hat is particularly interesting is that the re  are  two shuttl ing  regimes— a classical 
regime and  a q u an tum  regime. T h e  boundary  betw een  these regimes is given by the crossover 
field r£q = ce~lmor()\ ( x {)/ A)4, w here  c is a num erical constant. For typical param eters ,  c ~  
10- : . For w eak mechanical dissipation, y / m  <  r c ( * 0/A )4, the crossover field ^;t/ is larger 
than the threshold  field ? lh, so there  is the region o f  electrical field w here
the shuttle  regime has a specific quan tum  charac ter . This regime is described by a W igner 
function similar to  the one ob ta ined  numerically in Ref. [41] for x {) =  A (see Fig. 12) but 
scaled by the large p a ram e te r  A/xu. It is characterized  by p ro n o u n ced  quan tum  fluctuations 
and  can be in te rp re ted  as a q uan tum  regime.

For strong  electrical fields, T. the  steady-state  W igner functions are only slightly 
sm eared  over the classical trajectory p 1 / 2 m  +  k {)x 2/ 2 — /c{)/4“, ( ^ )  and  dem onstra te  p ro 
nounced  shuttle  features (here  A d ~  A is the am pli tude  o f  the classical shuttle  oscillations, 
and  k {] is the  effective spring constant).  This reg im e can therefo re  be in te rp re ted  as a clas
sical regime.

T he  results o f  Ref. [42], dem ons tra te  that the  condition  A >  x {), a lthough a necessary 
cond ition  for the  shuttling regime to  be classical is not a sufficient condition . This is because 
the  appearance  o f  shuttle  vibrations is a nonequilibrium  p h e n o m e n o n  that com es from a 
nanom echanical instability induced by an applied  bias voltage. As a nonequilibrium  p h e 
nom enon , the na tu re  o f  the vibrations do not only dep en d  on the p a ram e te rs  o f  the device 
(such as x{) and  A), bu t also on the applied  voltage V  and  the resulting electric field that 
acts on the shuttle . T h e re  are  two “channels"  th ro u g h  which the  shuttle  vibrations can be 
excited (corresponding  to two types o f  forces on  the  shuttle). T h e  first channel is electrical 
in na tu re  and is caused by the electric charge carr ied  by tunneling  electrons. This chan 
nel has a classical analog— it co rresponds to the w ork  done by the electric force on the 
charge accum ula ted  on the shuttle. T he  second channe l  is not connec ted  with the electric 
charge bu t originates from  energy corrections caused  by q u an tu m  delocalization o f  shuttle 
e lectrons on to  the leads. T h e  na tu re  o f  this channel,  which is active when the shuttle  is in 
tunneling  contact with e i the r  lead, can be said to be  cohesive. It has no classical analog at 
large voltages V  applied to the system. T h e  reason  is tha t  the  classical cohesive force ac t
ing on the shuttling grain becom es zero  in the limit w hen  all e lectronic  states on the leads 
are  e i ther  completely  em pty  o r  completely filled. H en ce  it is only q u an tu m  fluctuations that 
con tribu te  a vibron-assisted pum ping  o f  cohesive energy  into the shuttle . For small enough 
electric fields, r£ r£  , qu an tu m  cohesive pum ping  dom ina tes  and leads to  the form ation  o f  
nonclassical, qu an tu m  shuttle  vibrations with large am pli tude  o f  o rd e r  A.

The  tem p era tu re  d ep endence  of  electron t ran sp o r t  th rough a q u an tu m  shuttle  was recently 
s tudied  in Ref. [43], assuming that the electric field is below' the instability threshold. At 
low tem pera tu res ,  the  calculated l - V  curve shows p ro n o u n ced  steps. It is shown that in the 
classical limit, x j k  < 0.3, the  tem p era tu re  d ep e n d e n c e  o f  the l - V  curve is weak. However, 
for a quan tum  shuttle , x{)/ \  > 0.6, a variety of  behaviors  is predicted . T he  behaviors depend  
on how d eep  the shuttle  is in die quan tum  regim e and can vary from a 1 / T  decrease to 
an  exponential growth. It is s ta ted  that the results  can explain a variety o f  tem pera tu re  
dependenc ies  that have b een  observed for e lec tron  transpo rt  through  long molecules.
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2.5. Spin-Dependent Transport of Electrons in a Shuttle Structure
2.5.1. Nanomechanical Manipulation of Nanomagnets
T h e  possibility to  place transition-m etal a tom s o r  ions inside organic molecules in troduces 
a new "m agnetic"  degree o f  f reedom  that allows the e lectronic spins to be coupled to 
m echanical and charge degrees o f  f reedom  [44]. By m anipula ting  the interaction betw een 
th e  spin and  external magnetic  fields and /o r  the in ternal in teraction  in magnetic m a te 
rials, sp in-controlled nanoe lectrom echanics  may be achieved. An inverse p h en o m en o n —  
nanom echan ica l  manipulation  o f  nanom agne ts— was suggested earlier by Gorelik  et al. [45]. 
A  m agnetic  held, by inducing the spin of  e lectrons to ro tate  (precess) at a certain frequency, 
p rovides a clock for studying the shuttle  dynamics and a basis for a D C  spectroscopy of 
th e  correspond ing  nanom echanical vibrations. Since spin effects are  sensitive to an external 
m agnetic  field the electron t ranspor t  through a shuttle  s tructure  becom es spin dependent.

A particularly  interesting situation  arises w hen e lectrons are  shu ttled  between elec trodes 
t h a t  a re  so-called half-metals w here  all the  e lec trons are  in the sam e spin s t a t e — the m a te 
rial is fully spin polarized. Exam ples o f  such materials can be found am ong the perovskite 
m an g an ese  oxides, a class of  m ateria ls  tha t show an intrinsic, so called “colossal m ag n e to re 
s is tance"  effect at high magnetic fields (of o rd e r  10—100 kO e) [46].

A  large m agnetoresistance effect at lower m agnetic fields has been  observed in layered 
tunne l s tructures  where two thin perovskite m anganese  oxide films are separa ted  by a tunnel 
b a r r ie r  [46-50]. H ere  the spin polarization  of  e lectronic states crucially affects the tunneling 
b e tw een  the  m agnetic e lectrodes. Indeed, e lec trons extracted from  the source elec trode  have 
a certa in  spin polarization, while to  be injected into a drain e lectrode, they have to be 
po la r ized  in a generally different direction. Clearly, the tunneling  probability and hence the 
resis tance  must be strongly d e p en d en t  on the  relative o r ien ta tion  o f  the magnetization  of  
th e  two electrodes. T he  relative m agnetiza tion  can be tuned  by an external m agnetic held. 
A  change in the resistance of  trilayer devices by factors of  o rd e r  2-5 have in this way been  
induced  by magnetic fields of  o rd e r  200 O e [47-49]. T he  required  Held strength is de te rm ined  
by the coercitivities o f  the m agnetic layers. This m akes it difficult to use a tunneling device 
o f  the described  type for sensing very low m agnetic  fields.

A new functional principle— sp in-dependen t shuttling of  e lec trons— for low-magnetic 
field-sensing purposes  was p roposed  by G orelik  et al. in Ref. [51]. This principle may lead 
to  a giant m agnetoresistance effect in external fields as low as 1-10 Oe. The  key idea is 
to  use the  external m agnetic field to m anipula te  the spin o f  shuttled  electrons ra th e r  than 
the  m agnetiza tion  o f  the leads. Since an e lectron spends a relatively long time on a shuttle, 
w h e re  it is decoupled  from the environm ent, even a weak m agnetic  field can ro tate  its spin 
by a significant angle. Such a ro ta tion  allows the spin of  an elec tron  that has been loaded 
o n to  the shuttle  from the spin-polarized source elec trode  to be reorien ted  in o rde r  to allow 
the  e lec tron  finally to tunnel from the shuttle  to the spin-polarized drain lead. In this way 
th e  shuttle  serves as a very sensitive m agnetoresis tance  (G M R ) device.

T h e  m odel em ployed in Ref. [51] assumes that the source and drain are  fully polarized in 
o p p os ite  directions. A mechanically movable qu an tu m  dot (described by a t im e-dependen t 
d isp lacem en t * ( / ) ) ,  where a single energy level is available for electrons, perform s driven 
h a rm o n ic  oscillations between the  leads. T he  external m agnetic field, H, is perpend icu la r  
bo th  to the orientations of  the m agnetization  in both  leads and  direction of  mechanical 
m otion.

T he  sp in -dependen t part of  the H am ilton ian  is specified as

#;,(?) =  J ( t ) ( a \ a ] — «T« x) -  ( « ra i + a] a 0

w h ere  J ( t )  = JR(t)  — JL{t),  are  crea t,on  (annihila tion) opera to rs  on the dot,
J L[K)( t )  =  y/(/?)[.v(/)J are the exchange interactions betw een  the on-grain electron and the left 
(right) lead, g  is the gyromagnetic  ratio, and fi  is the Bohr m agneton . T he p roper  Liouville- 
von N eu m an n  equation  for the density matrix is analyzed, and an average electrical current 
is ca lcu la ted  for the case of  large-bias voltage.
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T h e  behav io r  o f  the  cu rren t  d epends  on an interplay be tw een  th ree  frequency scales: 
(i) the  frequency  o f  spin ro ta t ion , de te rm ined  by the tunne l  exchange interaction, JL{R}, with 
the m agnetic  leads; (ii) the  frequency o f  spin ro tation  in th e  ex ternal m agnetic  field, g f i H / h ; 
and  (iii) the  f requency  of shuttle  vibrations, w() .

In the  limit o f  weak exchange interaction, / max <$c \ i H , o n e  may neglect the  influence o f  
the m agnetic  leads  on  the o n -do t  e lectron spin dynamics. T h e  resulting curren t  is

sin2(>9/2) tanh(u> /4) 

tt sin2( d/ 2 )  +  ta n h 2(u ; /4 )

w here  w  is th e  to ta l tunneling  probability during  the con tac t  tim e t{), while

n , : u f  77 \  TTgiiHu — h g f i H
co — t{))  hco0

is the  ro ta t io n  angle  o f  the spin during the “free -m o tio n ” time. T he  / / - d e p e n d e n c e  o f  mag- 
ne to tran sm it tan ce  in this limit is characterized  by two d iffe ren t scales. T h e  first one  is asso
c iated  with re so n a n t  m agnetic  field dependence  th rough the  angle  d  in the d en o m in a to r  o f  
Eq. (8). T h is  scale is

SH  =  ^  (9)

T h e  second  scale,

A H  =  (10)

com es from  th e  per iod ic  function sin2( d / 2 )  in the n u m e ra to r  o f  Eq. (8). T he  m agnetic- 
field d e p e n d e n c e  o f  the  cu rren t  is p resen ted  in Fig. 13(a). D ips in the transm ittance  o f  
w idth 8 H  a p p e a r  periodically as the m agnetic field is varied , the  per iod  being A H . This 
a m o u n ts  to  a g ian t m ag ne to transm ittance  effect. It is in te res t ing  to notice that by m easuring  
the  p e r io d  o f  the  variations in 1 ( H)  one  can in princ ip le  d e te rm in e  the  shuttle v ibra tion  
frequency. T his  am o u n ts  to a D C  m eth o d  for spectroscopy o f  the nanom echan ica l vibrations. 
E q u a t io n  (10) gives a  simple relation betw een the v ibra tion  frequency  and the per iod  of  
the c u r re n t  varia tions. T h e  physical m eaning  o f  this re la t ion  is very simple: every time w hen  
(o /il  == n + \ / 2  (O  =  g f i H / h  is the spin precession frequency  in a m agnetic  field) the shuttled  
e lec tron  is able to  flip fully its spin to remove the  “sp in -b lockade” of  tunneling  betw een spin 
po larized  leads  hav ing  the ir  m agnetiza tion  in opposite  d irections.

F ig u re  13. M a g n e tic -f ie ld  d e p e n d e n c e  o f  th e  tran sm ittan ce  o f  th e  sh u ttle  dev ice  fo r  th e  lim iting  cases o f  (a )  w eak  
a n d  (b ) s tro n g  ex ch an g e  c o u p lin g  b e tw een  d o t and  leads. T h e  p e r io d  A /7  a n d  th e  w id th  <5/7 o f  th e  " d ip s” a re  given 
by E q s. (9 ) a n d  (10 ) fo r  case  (a ) and  <5/7 is given by Eq. (11) fo r  th e  case  (b ). A d a p te d  w ith  p erm iss ion  from  [51], 
L. Y. G o re lik  e t a L  Phys. Rev. B 71, 035237 (2005). © 2005, A m erican  Physica l Society.
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A  strong m agnetic coupling to the leads, / max gp.H,  preserves the e lec tron  spin po la r iza 
tion. p reventing spin-tlips of shu ttled  e lectrons due to an external m agnetic  field. However, 
if the m agnetization  of  the two leads point in opposite  directions, the signs o f  the exchange 
coupling to  the leads a re  different. T here fo re ,  the  exchange couplings to  the  two leads tend  
to cancel out when the do t is in the middle o f  the junction. Hence, the  effective exchange 
H am ilton ian  affecting a dot e lec tron  periodically changes sign— because it is small— close 
to the time of sign reversal (see Fig. 14). T hus  the effect o f  an external m agnetic  field is 
negligible almost everywhere, except in the vicinity of  the level crossing, where  the ex ternal 
m agnetic  field rem oves the  degeneracy  form ing a gap in the spectrum  (dashed  curve).

T he e lectronic  spin-flip in this case occurs via a L an d au -Z en er  [52] reflection from  the 
gap. N ote  tha t in this case a L a n d a u -Z e n e r  transition across the gap is a m echan ism  for 
backscattering o f  the e lec tron  because  this is the channel where the  e lec tron ic  spin is p r e 
served. T h e  schematic 1 ( H )  d ep en d en ce  for this case is shown in Fig. 13. T h e  w idth 8 H  o f  
the m inim um  in the 1 ( H )  d ep en d en ce  is

8 H = V min
7 T g f l

(11)

where Jmm =  m in (JL{R)(i))-
Thus the shuttling of sp in-polarized e lectrons can facilitate a giant m ag n e to tran sm it tan ce  

effect caused  by shuttling of  spin-polarized elec trons betw een m agnetic source and  drain. A  
typical es tim ate for the  m agnetic  field leading to  a p ronounced  effect is S H  ~  1 -r- 10 Oe.

2.5.2. Spintronics of a Nanoelectromechanical Shuttle
In Section 2.5.1, we showed that the charge transfer  through a nanom agnetic  shu ttle  s truc
tu re  can be very sensitive to an ex ternal m agnetic field. This sensitivity brings a possi
bility to trigger the shu ttle  instability by relatively weak magnetic fields. H e re  we discuss 
the  m agnetic-field-induced shuttle  instability [53], which can occur in s t ru c tu re s  with spin- 
polarized electrons. T h e  source o f  the  cffect is an influence of  the  m agnetic  field on the 
sp in -dependen t e lec tron  transfer m ed ia ted  by mechanical vibration of  a m ovable  grain.

Let us consider the sam e system as discussed in the previous section. This  system resem bles  
the experim ental se tup  o f  Ref. [54]. A movable grain having two e lectronic  sta tes  with o p p o 
site spin directions is placed be tw een  m agnetic  leads having equal and opposite ly  d irec ted  
m agnetiza tions able to  provide full spin polarizations of  electrons. A n ex ternal m agnetic  
field is assum ed to  be o r ien ted  perpendicu larly  to  the m agnetizations o f  the leads.

T he  shuttle  instability was stud ied  in Section 2.4 by com bining the v ibra tional dynamics 
o f  the oscillating grain with the q u an tu m  dynamics o f  the transfe rred  e lec tron . T h e  g e n e r 
alization of  the  p ro ced u re  ou tl ined  in Scction 2.4 am ounts  to in troducing  a spin-dependent 
W igner distribution, Wt„r (x . p ). de f ined  as

/>) = £ — (x - -

Patr — ( o } +  P T  5,,,

Figure 14. O n -d o t  energy  levels for sp in -up  a n d  spin-down e lec t ron  sta tes as a function  o f  the posit ion  o f  the dot.  
Level cross ing  in the m iddle  o f  the device is rem o v ed  by an external  m agnet ic  field. R e p r in te d  with perm iss ion  
f rom  [51], L. Y. G ore l ik  e t  a L  Rhys. Rev. B  71, 035237 (2(105). ©  2005, A m er ican  Physical Society.
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H ere  p„ 2 are opera to rs  in vibrational space while p",r works in bo th  vibrational and spin 
spaces. In Ref. [53], equa tions  for the time evolution o f  WinT.(x , p ) were derived and their 
s tationary solutions were analyzed in the limit o f  weak e lec trom echan ica l  coupling and for 
the  quasiclassical regime, that is, when the tunneling length A is m uch larger than  the zero- 
point oscillation am plitude x0. This analysis is p resen ted  in som e detail in A ppend ix  C. Vari
ous stationary regimes can be identified by a "phase  d ia g ra m ” in the ( - ' .  / / ) - p la n e  (Fig. 15). 
T he  three dom ains in this picture co rrespond to th ree  d ifferen t types o f  behavior o f  the 
nanom echanical oscillator.

In the “vibronic” dom ain  (v) the system is stable with respect to  mechanical d isplacem ents 
from the equilibrium position. The “shuttle"  dom ain  (.v) co rresp o n d s  to  deve loped  m echan i
cal vibrations behaving classically. The third stationary regime is a "m ix ed ” do m a in  (m).  This 
dom ain  appears  because the v- and 5-regimes becom e unstable  a t different values of 'f, and
H , provided H  exceeds some value H t. — ( v / 3 / 2 W h i l e  the shuttle  regime becom es 
unstable  below the line v, the "vibronic” state becom es unstab le  above  the line s. Between 
these lines (m  dom ain), both states are  stable, and the oscillator “b o u n ces” betw een  the v 
an d  s type of behavior. This bouncing is due to random  electric  forces caused  by stochastic 
variations o f  the  grain charge occurring in the course  o f  tunneling  events. T h e  transition time 
betw een the two locally stable regimes, r t,w , depends  on the  e lec trom echan ica l coupling 
p a ram e te r  e  — d / k  <5C 1 and can be expressed as

H ere  S , H )  1 is a function o f  the external fields. Since e <SC 1, at S,,_, ^  the 
switching rates correspond ing  to  the reverse transitions differ exponentially leading to an 
exponential difference in realization probability for the two regimes. T he  line p  is de te rm ined  
by the equality Sv^ s =  S,r̂ x; that is, it corresponds to  equal ra tes  o f  the v -*• s a n d  reverse 
transitions. Below this line, the  probability of  the u-regime is exponentia lly  larger com paring  
to  the s-regime, while above this line the s-reg im e exponentia lly  dom inates .  Because of  the 
smallness o f  the e lectrom echanical coupling, e «  1, the t rans it ion  betw een  the two regimes 
is very sharp. H ence  the change of vibration regimes can be  reg a rd ed  as a "‘phase  transit ion .” 
Such a transition will manifest itself if the external fields are changed  adiabatically on the 
time scale m ax {r5wl}. O n e  can expect enhanced  low-frequency noise, co < t ^ , , ,  a round  the 
line p  as a hallm ark of the transition.

In the opposite  limit, e i ther  s- o r  u-regimes can be “ f ro zen ” in the mixed dom ain  while 
crossing the line p. If one  starts in the u-regime, it preserves until the system crosses the 
line 5, and if one starts from the .^-regime, it p reserves until the  system crosses the line v. 
Hence, one should observe a hysteretic behavior of  the nonad iaba tic  shuttle  transition.

(i

F ig u re  15. Regimes o f  ii q u a n tu m  oscilla tor  d e p e n d in g  on elee lr iea l  a n d  m ag n e t ic  Holds for l /ui,, =s I). I. =  
y A w „ h ‘ . //„ = h t o „ i n .  H ,  — (V i / 2 ) h V j f j L .
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Two different scenarios for the onse t  o f  shuttle  vibrations were dem onstra ted  in Ref. [53]. 
If o n e  crosses over from the v- to the .v-region when H  < Hc (i.e., avoiding the mixed phase), 
the  onset is soft. In this regime, after  crossing the border ,  the vibration am plitude grows 
gradually  from zero  to som e finite value. For H  >  H c, the onset is hard. In this case, the 
v ibration  am plitude has a step  at the  transition point, which corresponds  to crossing e i ther  
the  p  or  the s line, depend ing  on w h e th e r  the transition is adiabatic  o r  not.

Thus, following Fedore ts  e t  al. [53], we have d em o n s tra ted  that magnetic-field-controlled 
spin effects lead to a very rich behavior  o f  nanom echanica l systems.

3. EXPERIMENTS ON ELECTRON SHUTTLING
A recent experim ental realization o f  the shuttle  instability resulting in a classical shuttle - 
e lec tron  transfe r  was rep o r ted  by T uom inen  e t  al. [17]. T he  experim ental setup is shown in 
Fig. 16. T h e  m easured  current-voltage characteristics display distinctive jumps and hysteresis, 
which reflect the influence o f  the vibrational env ironm ent (the metal beam  the figure) on 
the shuttle  dynamics.

Systems in which elec tron  transport  be tw een  two contacts  is m ed ia ted  by a vibrational 
m o d e  of a self-assembled structure  have also been  investigated [4, 55]. T he most striking 
exam ple  o f  such a system is the C W} single-electron transistor, fabricated  by Park et al. [4]. 
In this device, a single C m molecule was deposited  in a narrow  gap betw een gold electrodes. 
T h e  curren t  flowing th rough  the device was found to increase sharply w henever the applied 
voltage was sufficient to  excite vibrations o f  the m olecule abou t the minima o f  the van der  
Waals potentia l in which the m olecule resides o r  an in ternal m ode o f  the molecule itself.

T hese  transpo rt  m easu rem en ts  provided  clear  evidence for coupling between the center- 
of-m ass m otion  o f  the C 6U molecules and single-electron hopping. This new conduction 
m echan ism  had not been  observed previously in qu an tu m  dot studies. T he  coupling is m an i
fested  as quantized  nanom echanica l oscillations o f  the Cw  m olecule against the  gold surface, 
with a frequency o f  abou t 1.2 TH z. This value is in good  ag reem ent with a simple theoretical 
es t im a te  based on van d e r  Waals and  electrostatic  interactions betw een  C6() m olecules and 
gold electrodes. The  observed current-voltage curves are  shown in Fig. 17. T he  device fab
r ica ted  by Park et al. is an exam ple o f  a m olecular  e lectronic device [56] in which electrical 
conduc tion  occurs through  single m olecules connec ted  to conventional leads. T he  junctions 
be tw een  m olecular  co m p o n en ts  and  leads will be much m ore flexible than  those in conven
tional solid-state nanostruc tu res  and fluctuations in their  width may modify their  cu rren t 
characteristics  significantly. F u r the rm ore ,  vibrational m odes of  the m olecular com ponen ts  
them selves  may play an im por tan t  role in de te rm in ing  the transpo rt  p roperties  [57].

F ig u re  16. E x p e rim en ta l se tu p . T h e  block, sh u ttle , an d  b eam  a re  m ade o f  brass. T h e  d im en sio n s o f  the  b eam  arc  
40 m m  x 22 m m  x 1.6 m m . T h e  sh u ttle  m ass is 0 .157 g; its rad iu s 2.06 m m . T h e  effective m ass o f  th e  b en d in g  beam  
is 30  g, its fu n d a m e n ta l v ib ra tio n a l f req u e n cy  210 H z. an d  its qu a lity  fac to r  37. M e a su re m e n ts  ind ica te  the  influence 
o f  a n o th e r  v ib ra tio n a l m ode at 340 H z. T h e  m ic ro m e te r  is u sed  to  ad ju st the  sh u ttle  g ap  d. T h e  n a tu ra l p en d u lu m  
freq u e n cy  o f  the  su sp en d ed  sh u ttle  is 2.5 Hz. R e p rin te d  w ith  p e rm iss io n  from  [17], M. T. T uom inen  e t al.. Phys. 
Rev. Leii. 83. 3025 (1999). ©  1999. A m erican  Physical Society.
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F ig u re  17. C u rren t-v o ltag e  { l - V )  cu rv es o b ta in e d  from  a sing le-C 6() tra n s is to r  at T  =  1.5 K. Five l - V  cu rves tak en  
a t d iffe ren t ga te  v o ltages ( V  ) a re  show n. S ing le-C (lll tran s is to rs  w ere p re p a re d  by  first d e p o s itin g  a  d ilu te  to lu en e  
so lu tio n  o f  C H, o n to  a  p a ir  o f  c o n n e c te d  gold  e lec tro d es . A  g ap  o f  1 nm  w as th e n  c re a te d  using  e lec tro m ig ra tio n - 
in d u ced  b reak in g  o f  the  e lec tro d es . U p p e r  inse t, A  large b ias w as ap p lied  b e tw een  th e  e le c tro d e s  w hile th e  cu rre n t 
th ro u g h  the  c o n n e c te d  e le c tro d e  w as m o n ito re d  (b lack  solid  cu rve). A fte r  th e  in itia l rap id  d ec rease  (so lid  arrow ), 
th e  co n d u c tan ce  stayed  above M J.05 m S up  to  —2.0 V. T h is  b eh av io r w as ob se rv ed  in m ost sing lc-C 6(, tran sis to rs , 
b u t it w as no t ob se rv ed  w hen  no  C ()il so lu tio n  w as d ep o s ite d  (d o tte d  cu rve). T h e  b ias vo ltage  w as increased  until 
th e  co n d u c tan ce  fell low en o u g h  to  e n s u re  th a t th e  c u rre n t th ro u g h  the  ju n c tio n  w as in th e  tu n n e lin g  reg im e (o p en  
a rro w ). T h e  low -bias m ea su re m e n ts  show n in the  m ain  p an e l w ere  ta k e n  a f te r  th e  b re a k in g  p ro ced u re . L ow er inse t, 
A n  idealized  d iag ram  o f  a single C wl- tra n s is to r  fo rm e d  by th is m e th o d . R e p rin te d  w ith  perm iss io n  from  [4], H. P ark  
e t al.. Nature 407, 57 (2000). <D 2000, M acm illan  P ub lishers L im ited .

An interesting possibility o f  a nanom echanica l double-barrier  tunne ling  struc ture  involving 
shuttling has been  realized by M ajim a e t al. [58] and N agano  et al. [59]. T he  system consists 
o f  scanning vibrating probe/colloidal Au particles/vacuum /PtPd substra te  see (Fig. 18). T he  
colloidal particles act as C o u lo m b  islands, and because o f  probe vibration they are  brought 
to motion. W hat is im portan t  is the phase shift betw een  the p robe  vibrations and the A C  
cu rren t  in the system, which allows the singling of  ou t the  d isp lacem ent current. T h e  la tter 
shows clear fea tures  o f  the C o u lo m b  blockade. C om parison  o f  the  experim enta l results with 
theoretical calculation caused  the  au thors  to conclude tha t abou t 280 Au particles vibrate in 
accordance  with each o ther.

An externally driven nanom echan ica l shuttle  has been designed by E rb e  et a l  [13, 14]. In 
these experim ents a nanom echan ica l pendu lum  was fabricated on  Si-on-insulator substrate 
using electron and optical lithography, and a metallic island was p laced on the clapper, which 
could vibrate betw een source  and  drain  e lectrodes (see Fig. 19). T h e  pendu lum  was excited 
by applying an  AC voltage be tw een  two gates on the left- and  righ t-hand  sides o f  the clapper. 
T h e  observed tunneling source-dra in  curren t  was strongly d e p e n d e n t  on the frequency of the 
exciting signal having p ro n o u n ced  maxima at the e igenfrequencies  o f  the mechanical modes. 
This fact signalizes a shuttl ing  m echanism  of e lectron transfer  at typical shuttle frequencies 
o f  abou t 100 MHz. T he  m easu red  average D C  curren t at 4.2 K co rresponded  to  0.11 ± 0 .001  
elec trons pe r  cycle o f  mechanical motion. Both a theoretical analysis [21] and numerical 
simulations showed that a large portion  o f  the voltage also acts on  the island. The  au tho rs  of  
Refs. [13, 14] expect that the  resolution o f  the transport through the shuttle  can be improved 
to also resolve C oulom b b lockade effects by minimizing the parasitic  effects o f  the driving 
A C  voltage. According to the ir  estimates, a C ou lom b b lockade should  be observable below 
600 mK. A  very im portan t  modification o f  the setup in Fig. 19 was recently presented  by 
Scheible et al. in Ref. [15]. T here  a silicon cantilever is pa r t  o f  a mechanical system of 
coupled resonators— a construc tion  that makes it possible to drive the shuttle mechanically 
with a minimal destructive influence from  the ac tuation dynamics on the shuttle  itself. This 
is achieved by a clever design tha t minimizes the electrical coupling betw een  the driving 
par t  of  the device (e ither  a m agnetomotively driven, doubly c lam ped  beam  resona to r ,  o r  
a capacitively coupled rem ote  cantilever) and the driven part ( the  cantilever that carries
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F ig u re  18, (a )  T h e  ex p e rim en ta l a r ra n g e m e n t o f  th e  tu n n e lin g  c u rre n t and d isp la c e m e n t cu rre n t s im u ltan eo u s 
m easu rin g  system , (h ) A sch em atic  im age o f  n an o m ech an ica l d o u b le  b a rrie r  tu n n e lin g  s tru c tu re s  w ith v ib ra tin g  
p ro b e  (W )/co lto idal A u p a rtic les  (d ia m e te r  8 n m )/v a cu u m /P tP d  su b stra tes , (c) T h e  eq u iv a len t c ircu it o f  a tw o- 
ju n c tio n  system . C, an d  R, m ean  cap ac itan c e  and  tu n n e lin g  resis tan ce  b e tw een  a A u partic le  an d  a  P tP d  su b s tra te , 
an d  C i an d  R , a re  th o se  b e tw een  a A u p a rtic le  an d  a tu n g ste n  p ro b e , respectively . C„ is th e  cap ac itan c c  b etw een  
th e  tu n g sten  p ro b e  an d  P tP d  su b s tra te . R e p rin te d  w ith p e rm iss io n  from  (59), K. N a g a n o  et u l.. Appl. Phys. Lett. 81, 
544 (2002). ©  2002, A m erican  In s titu te  o f  Physics.

the  shuttle  on its tip). Systems o f  this type in principle, can be used  for studies o f  shuttle  
t ranspo r t  through superconducting  and m agnetic  systems.

In te res ting  results on mechanically assisted charge  transfer  were o b ta ined  by Scheible e t al. 
[27] in a device fabricated  as a silicon nanopillar  located betw een  source and drain contacts 
(see Fig. 20). T he  device is m anufac tu red  in a two-step process: (1) nanoscale lithography 
using a scanning electron microscope (SE M ) and (2) dry etching in a fluorine reactive ion 
e tche r  (R IE ) .  T he  lithographically defined gold s truc tu re  acts as b o th  electrical curren t  leads

F ig u re  19. E le c tro n  m icrog raph  o f  the q u an tu m  bell: T h e  p e n d u lu m  is c lam ped  o n  th e  u p p e r  side o f  the  s tru c tu re . 
It c an  he se t in to  m o tio n  by an A C -pow er, w hich  is ap p lied  to  the  ga tes  on the  left- and  r ig h t-h an d  side  ( G 1 and  
G 2) o f  the  c lap p e r (C ). E le c tro n  tra n sp o rt is th en  obse rv ed  from  so u rce  (S) to d ra in  (D ) th ro u g h  the island  on top 
o f  th e  c lap p e r. T h e  island is electrically  iso la ted  from  the re s t o f  the  c lap p e r, w hich  is g ro u n d ed . R e p rin te d  with 
p e rm iss io n  from  [ 13), A . E rb e  et al ..A ppl. Phys. Leu. 73, 3751 (1998). ©  1998, A m e ric a n  In s titu te  o f  Physics.
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F ig u re  20. (a )  S E M  m ic ro g ra p h  a n d  ex p e r im e n ta l c ircu itry  o f  th e  silicon n an o p illa r: A t so u rce  5 , an  A C  signal, 
VM, is ap p lie d  w ith  a su p e rim p o se d  D C  b ias V. T h e  n e t c u r re n t,  1 n is d e te c te d  a t d ra in  D  w ith a c u rre n t am plifier. 
T h e  th ird  e le c tro d e , G , is f loating , (b ) F in ite  e le m e n t s im u la tio n  o f  the b ase  o sc illa tio n  m o d e  th a t co m p iles  fo r the 
n an o p illa r  to  fu =  5367  M H z. (c) W h en  th e  island  is d e fle c te d  to w ard  o n e  e lec tro d e , th e  in s ta n ta n e o u s  vo ltage  bias 
d e te rm in e s  th e  p re fe rre d  tu n n e lin g  d ire c tio n . C o -tu n n e lin g  is ab sen t in th is case d u e  to  an  in c rease d  d is tan c e  to 
the  o p p o s ite  e le c tro d e . R e p rin te d  w ith  p e rm iss io n  from  [27]. D . V. S cheib le  an d  R . H . Blick, Appl. Phys. Lett. 84, 
4632 (2004). ©  2004, A m e ric a n  In s titu te  o f  Physics.

and e tch  m ask  fo r  the R IE . A  simple geom etry  defined by the SE M  consequently  results in 
the f rees tand ing  isolating nanop il la r  o f  intrinsic silicon with a conducting  m etal (Au) island 
at its top  (see Fig. 20[a]). T his  island serves as the  charge shuttle . T h e  metal island and 
the nanop il la r  a re  p laced  in th e  c en te r  o f  two facing electrodes, d e n o te d  by source S  and 
d ra in  D. T h e  system is b iased  by an A C  voltage a t  source, ra th e r  than  a sole D C  bias, to 
avoid the dc-self excitation. M o reo v er ,  app lica tion  o f  an ac-signal allows excitation o f  the 
nanopilla r  resonan tly  in o n e  o f  its e igenm odes . T h e  device itself is m o u n ted  in a p robe  
station, p roviding vacuum  cond ition  for a rep roduc ib le  and  con tro lled  env ironm ent o f  the 
pillar. This also rem oves w a te r  and  solvents tha t  may have condensed  at the  surface o f  the 
N EM S. T h e  devices o p e ra te d  a t  ro o m  te m p e ra tu re  and  the  capacitance  was not sufficiently 
small to realize the  sing le-e lec tron  regime.

Experim enta lly , d ep en d en c ies  o f  the c u r re n t  th ro u g h  the system on  bias frequency, as 
well as on  additional D C  bias allowing to  tune  resonances,  were m easured . T he  results are 
qualitatively expla ined  on  the  basis of  num erica l s imulations.

C oupling  o f  e lec tron  t ran sp o r t  to  m echan ical degrees  of  f reedom  can lead to o th e r  
in teresting  p h e n o m e n a .  In part icu la r ,  K ubatkin  e t  al. [60] have observed  a cu rren t- induced  
Jahn-Teller d e fo rm a tio n  o f  a Bi nanoc lus te r .  T h e y  have shown that such a transfo rm ation  
influences the  e lec tron  t ran sp o r t  th rough  a change  in the geom etrical shape  of  the cluster. 
We do not review here  in detail o th e r  ex p e r im en ts  (e.g., Ref. [4-10] involving nanoelec
t rom echanical p h e n o m e n a  since they arc no t directly connec ted  to shuttle  charge transport) .

4. COHERENT TRANSFER OF COOPER PAIRS 
BY A MOVABLE GRAIN

In this section, we study a su p erco n d u c t in g  w eak  link w here  the coupling betw een two bulk 
supe rco n d u c to rs  is due  to C o o p e r  pairs tu n n e ling  th rough  a small movable superconducting  
grain. T he  system is dep ic ted  in Fig. 21. We begin  by looking at the  requ irem en ts  one has to 
put on the  system for the  analysis to be valid. T h e n  we briefly review the parity effect and 
the s ing le -C ooper-pa ir  box in Section 4.2. Following this, in Section 4.3, we consider the two 
basic processes  involved in shu ttl ing  o f  C o o p e r  pairs: (i) scattering o f  a single grain with a
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F ig u re  21. S u p e rco n d u c tin g  sh u ttle  ju n c tio n . Tw o su p e rc o n d u c tin g  le a d s  a rc  p laced  to o  faraw ay  from  each  o th e r  
to  a llow  for d irec t tu n n e lin g  b etw een  them . U sing  a m o v ab le  g ra in , they  m ay still e x ch an g e  C o o p e r  p a irs  ind irec tly  
via lead -g ra in  tunne lin g . If the  g a te s  arc  a p p ro p ria te ly  b ia sed , a  s in g lc -C o o p e r-p a ir  box s itu a tio n  o ccu rs  c lose to 
e i th e r  lead  allow ing for a c o h e re n t su p e rp o s itio n  o f tw o d if fe re n t c h a rg e  s ta te s  o n  th e  g ra in . H en ce , fo r  a g ra in  
m a k in g  re p e a te d  a lte rn a te  co n tac ts  w ith the  loads, a c o h e re n t  ex ch an g e  o f  C o o p e r  p a irs  b e tw een  th em  is possib le . 
R e p rin te d  w ith  p erm iss io n  from  116|. R. I. S h e k h tc r  e t a l„  J. PIiys: C om lens. M a tte r  15. R441 (2(103). ©  2003. 
In s titu te  o f  Physics an d  IO P  Publish ing  L im ited .

lead, thereby  creating  en tang lem ent,  an d  (ii) free m o tio n  o f  a gra in  whose charge  sta te  is a 
q u an tu m  mechanical superposition.

Two possible experim enta l configurations can be im agined  for the  system in Fig. 21;

1. T he  pair  o f  rem ote  superconducto rs  m ight be coup led  by an ex ternal su p e rconduc ting  
circuit, form ing a loop. In this case, the  supe rco n d u c t in g  ph ase  d ifference  is given (and  
is, e.g., de te rm in ed  by a m agnetic  flux th ro u g h  the loop). S hu ttl ing  o f  C o o p e r  pairs is, in 
this case, a m echanism allowing for  su p e rc u r re n t  flow th ro u g h  the  loop, This scenario  
is analyzed in Section 4.4.

2. A qualitatively d ifferen t situation is w hen  the two leads a rc  d isconnec ted  from  each  
o ther .  C o o p e r  pair  exchange be tw een  two re m o te  and  isolated  su p e rco n d u c to rs  ( leads) 
is then  allowed only through  tunneling  via the  s ing le -C ooper-pa ir  box, p e rfo rm ing  oscil
latory m otion betw een leads. In this case, the  re levan t  ques tion  is w h e th e r  phase  c o h e r 
ence between the leads can be es tablished. This s ituation  is con s id e red  in Section 4.5.

4.1. Requirements for Shuttling of Cooper Pairs
T h e  main question  wc will focus on is how m echan ical v ibration  o f  the c luster  affects c o h e r 
en t  tunneling  o f  C o o p e r  pairs. To pu t the qu es t io n  in a m ore  d ram a tic  way: C ou ld  one  
have coupling betw een  rem ote  su p e rco n d u c to rs  m ed ia ted  m echanically  th rough  in ter- lead 
t ran spor ta t ion  of C o o p e r  pairs, p e r fo rm ed  by a small m ovable  su p e rco n d u c to r?  T h e  analy
sis given here , leading to a positive answ er to  this ques t ion , has in par t  been  p re sen ted  in 
Refs. [61] and [62]. This result follows from the  possibility to preserve phase  co herence  o f  
C o o p e r  pairs despite the nonsta tionary  and  nonequ il ib r ium  dynam ics o f  the e lec tron ic  system 
orig inating from  a t im e-d ep en d en t  d isp lacem en t o f  the  smail supe rco n d u c t in g  m edia to r .  It is 
necessary, though, that only a few e lectronic  d eg rees  o f  f reed o m  a re  involved in the q u a n tu m  
dynamics. T he  latter criterion is g u a ran teed  to be fulfilled if two cond it ions  are  fulfilled:

1. T he  energy quan tum  hio{i associated  with the  v ib ra tions is much sm aller  th an  the  su p e r 
conducting  gap A.

2. T he  charging energy E r  is much larger th an  the  su p e rco n d u c t in g  coupling  energy E, 
and the therm al energy k tiT .

H e re  Ej  is the maximal Josephson  energy cha rac te r iz ing  the su p e rco n d u c t in g  coupling 
be tw een  grain and leads. C ondition  (i) p reven ts  the  grain m otion  from  c rea ting  e lem en ta ry  
e lec tronic  excitations and therefo re  g u a ra n te e s  th a t  the  q u a n tu m  evolu tion  o f  the  system is 
d isconnec ted  from any influence of  the co n t in u o u s  spec trum  o f  quasipar t ic les  in the su p e r 
conductors . C ondition  (ii) guaran tees  a C o u lo m b  b lockade for C o o p e r  pair  tunne ling  and 
hence preven ts  significant charge  f luctuations on  the  dot. Such f luctuations imply the  exis
tence o f  a large n u m b er  of  channels  for C o o p e r  pair  t ran sp o r t  and  result in s trong  d e c o h e r 
ence due to  destructive in terference be tw een  the d ifferen t channels . In what follows we will 
consider  the conditions (i) and (ii) to be fulfilled.
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4.2. Parity Effect and the Single-Cooper-Pair Box
T he  g round  sta te  energy o f  a superconducting  grain d ep e n d s  in an essential way o n  the 
n um ber  N  of  e lectrons on it. Two im portan t /V -dependent contr ibu tions  are  the e lec tro 
static C ou lom b energy E C( N) ,  connected  with the extra charge accum ula ted  on the s u p e r 
conducting grain, and the so-called parity te rm  [63-65]. T h e  la t te r  originates from  the 
fact tha t only an even n um ber  o f  e lectrons can form  the B ardeen -C ooper-S ch rie ffe r  (BCS) 
ground  sta te  o f  a su p erconduc to r  (which is a condensa te  of  pa ired  electrons). T here fo re ,  if 
the n um ber  o f  e lectrons N  is odd, one  unpa ired  e lec tron  has to  occupy one  o f  the quasi
particles states. T h e  energy cost for occupying a quasipartic le  s ta te , which is equal to the 
superconducting  gap  A, brings a new energy scale to  b e a r  on  how m any elec trons can be 
accom m odated  by a small superconducting  grain. In view of this discussion, the g round  sta te  
energy E (]( N )  can be expressed as (see Ref. [65])

10 even N
AiKT (12)

A od d  N

O n e can see from Eq. (12) tha t  if A >  E ( only an even n u m b ers  o f  e lec trons can be accu 
m ulated  in the g round  state o f  the superconducting  grain. M oreover ,  for special values  of 
the gate voltage VH, such tha t a V K = 2N  4- 1, the g round  s ta te  is d eg en era te  with respect 
to a change of the total n u m b e r  of  e lectrons by one  single C o o p e r  pair. An energy d iagram  
illustrating this case is p re sen ted  in Fig. 22. T he  o ccu rrence  o f  such a degeneracy brings 
abou t an im portan t  possibility to crea te  a q u an tum  hybrid s ta te  at low tem pera tu res ,  which 
will be a coheren t  mixture o f  two ground  states, d iffering by a single C o o p e r  pair:

W  =  7 il« ) +  J i \ n  +  1) (13)

This coheren t  superposition  sta te  has been realized experim enta lly  in so-called single-
C ooper-pa ir  boxes [66]. C o h e re n t  control o f  the state (13) was first d em ons tra ted  by N a k a 
m ura  et al. [67] and  then confirm ed and improved by Vion e t  al. [68] and others. T he  idea  
o f  the experim ent is p resen ted  in Fig. 23, w here the su p erco n d u c t in g  dot is shown to b e  in 
tunneling contact with a bulk  superconductor. A  gate e lec tro d e  is responsible for lifting the 
C oulom b blockade of C o o p e r  pair  tunneling, thereby c rea t ing  the g round  sta te  degeneracy. 
This allows for delocalization o f  a single C o o p e r  pair  be tw een  two superconductors . Such  a
hybridization results in a certa in  charge transfer  be tw een  the bu lk  superconducto r  and the
grain.

Number of electrons

Figure 22. E n ergy  d iag ram  for th e  g ro u n d  s ta te  o f a su p e rc o n d u c tin g  g ra in  w ith  respec t to  ch arg e  fo r th e  Cise 
A >  E ( . F o r a  ce rta in  b ias  vo ltage  a V x = In  -f 1 [see Eiq. (12)] g ro u n d  s ta te s  d iffe r in g  by only o n e  sing le  C o o p e r  
pa ir  b ecom es d e g e n e ra te . R e p rin te d  w ith perm iss io n  from  [16J. R. I. S h e k h te r  e t al., J. lJhvs: Condens. Matuer 15. 
R441 (2003). ©  2003, In s titu te  o f  Physics an d  IO P  Publish ing L im ited .
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N
Gate Electrode

F ig u re  23. A  sch em atic  d ia g ra m  o f  a  s in g le -C o o p e r-p a ir  box. A n  island o f  su p e rc o n d u c tin g  m a te ria l is c o n n e c te d  
to  a  la rg er su p e rco n d u c tin g  lead  v ia  a  w eak  link. T h is  allow s fo r c o h e re n t tu n n e lin g  o f  C o o p e r  p a irs  b e tw een  them . 
F o r a  n an o sca le  system , such  q u a n tu m  flu c tu a tio n s  o f  th e  ch arg e  on  th e  island  a r e  genera lly  su p p ressed  d u e  to  
the  s tro n g  ch arg in g  energy  a s so c ia te d  w ith  a sm all g ra in  cap ac itan c e . H ow ever, by a p p ro p r ia te  b iasing  o f  th e  ga te  
e le c tro d e  it is possib le  to  m a k e  th e  tw o s ta te s  |n)  and  \n +  1), d iffe rin g  by o n e  C o o p e r  pa ir, have th e  sam e en erg y  
(d eg en e racy  o f  g ro u n d  s ta te ) . T h is  allow s fo r  the  c re a tio n  o f  a hybrid  s ta te  | ^ )  =  y, | /?> +  y2\n - f  1). R e p rin te d  with 
p e rm iss io n  fro m  [16], R. I. S h e k h te r  e t a l., J. Phys: Condens. Matter 15, R441 (2003). ©  2003, In stitu te  o f  Physics 
a n d  IO P  P ub lish ing  L im ited .

4.3. Basic Principles
To realize the idea of  C o o p e r  pa ir  shuttling, a ra th e r  s tra ightforw ard extension of the single- 
C o o p e r-p a ir  box experim en ts  m en tioned  in the previous section is required. Essentially, 
to shuttle  C o o p e r  pairs, o n e  uses the hybridization for co h e ren t  loading (un loading) o f  
electric charge to ( from ) a movable  single-Cooper-pair  box tha t t ranspo rts  the  loaded charge 
betw een  the rem ote  superconducto rs .  T he  necessary se tup  should con ta in  a movable C o o p e r  
pair  box capable  o f  p e r fo rm in g  forced oscillations betw een two g a ted  superconducting  leads 
as shown in Fig. 21. T h e  two gate  e lec trodes ensure  the lifting o f  th e  C oulom b blockade o f  
C o o p e r  pair  tunneling  at th e  tu rn ing  points  in the vicinity of  each  of the superconducting  
electrodes.

4.3.1. Scattering and Free Motion
To illustrate the shuttling process, consider first the simple case w hen  an initially uncharged  
grain, n =  0, gets into co n tac t  with the left lead. Before contact th e  sta te  of  the system is

W * l > ) >  =  | 0 >  ®  I L e a d s )

where  |t//Leads) *s the s ta te  o f  the  leads. D uring  the time spent in tunneling  contact with the 
lead, the  C o o p e r  pair  n u m b e r  o n  the grain may change. W hen  th e  grain ceases to have 
contact with the lead, the  genera l  s ta te  of  the system is therefore

|* ( , , )>  =  a|0> ® W u M ) + m  ® !</W s('i)>

This process is depic ted  in Fig. 24. T he coefficients a  and /3 are  com plex  num bers  an d  will 
d ep en d  bo th  on the tim e spen t  in con tac t  with the lead and on the  initial state |j//u,.ki.s)- We 
no te  here  tha t in general the  grain will becom e en tangled  with the leads.

l 'H * l ) >  =  <*\n =  O )^ |'0 /Leads( ti) ) - f* /? |n  =  l) « # L e a d s ( f l)>

l* (* o )>  =  |n  =  0) 0  I^Leads)

Figure 24. A  gra in  in itially  c a rry in g  ze ro  excess C o o p e r  p a irs  sc a tte rs  w ith  the  left lead . A fte r  the  sca tte rin g , the  
s ta te  o f  th e  grain  will be a su p e rp o s itio n  o f  ze ro  an d  o n e  ex tra  C o o p e r  pairs. In  th e  p rocess , th e  g ra in  beco m es 
en ta n g le d  w ith  the  leads. R e p rin te d  w ith p e rm iss io n  from  [16], R. 1. S h e k h te r  e t a l., J. Phys: Condens. Matter 15, 
R441 (2003). ©  2003, In s titu te  o f  Physics a n d  IO P  P ub lish ing  L im ited .
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As the grain traverses the region between the leads, there  is no tunne ling  and the  m a g 
nitudes |a) and \f}\ will rem ain  constant. However, the relative phase  be tw een  them  may 
change. Thus, when the grain arrives at the right lead at a time t2 the sta te  o f  the system 
will have acquired an additional phase labeled x+

j*(/2)) = a |0) ®  ®  IC,ds(^)>-

As the grain comes into contact with the right lead charge exchange is again possible and 
the coefficients a  and /3 will change. Then, in the same fashion as during  the  m otion  from  
left to right, the only effect on the state as the grain moves tow ard the left lead again is
that ano the r  relative phase deno ted  by X-  ' s acquired. The whole process is schematically
illustrated in Fig. 25.

Both the “ scattering events” and the “ free m o tion” are thus characterized  by q u an tu m  
phases accum ulated by the system. H ere  we refer  to them  as the Josephson  phase, i9, and 
the electrostatic  phase,

d = h~'  j  di E, ( t )  (14)

\ ' : =  U )  j d t S E , [ x ( t ) }  (15)

4.3.2. Hamiltonian
U n d er  the condition that the variation o f  the grain position x  is adiabatically slow, no qu as i
particle degrees of  freedom are involved and one only has to  consider the q u an tum  dynamics 
of the coupled g round states on each of  the superconductors . The  correspond ing  H am il to 
nian is expressed in terms o f the C ooper  pair num ber  o p e ra to r  h for the grain and the  phase  
opera to rs  for the leads, ch/

H( x ( t ) )  = - [-  £  E ^ x ( t ) ) ( ^ \ l ) { 0 \  + h . c . ) +8Ec (x( t ) )n  (16)
“ s-L, ft

The op e ra to r  |0)(1 | changes the charge on the grain from zero  to  one  extra C o o p e r  pair. 
T he H am iltonian  (16) represents  a s tandard  approach  to  the descrip tion  o f  superconducting  
weak links [69j. However, an essential specific fea ture  here  is the d ependence  o f  the  charging

Josephson
-tunneling

Accum ulation of 
relative phases x±

E<

Josephson
tunuetiaa

F-,

Grain position

Contact ivi'ion Transportat ion region Contact region

Figu re  25. Il lustra tion o f  the charge  t ranspor t  process . The island m oves periodically  be tw een  the leads. Close 
to each  tu rn in g  point lead-gra in  tunneling takes place. At these po in ts  the  sta tes  with  net charge 0  and  l e  are  
d egenera te .  As the grain is m oved  out o f  con tac t ,  the tunneling  is exponen t ia l ly  su p p ressed  while t h e  degeneracy  
may be lifted. This  leads to the accum ula t ion  o f  e lec trosta t ic  phases  \  .. R e p r in te d  with perm iss ion  f ro m  [16], R. [. 
S hek h te r  et  al.../. Phys: C iunlem . M atter 15. R44! (20(13). 2003. Inst i tu te  o f  Physics an d  tO P  P ub l ish ing  L imited.
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energy difference 8 E C and the coupling energies E,  on the position of  the superconducting  
grain a\

H ere  8x/ R is the distance betw een  the grain and the respective lead. Since the d isplacem ent 
x  is a given function o f  time we are  dealing with a nonstationary  q uan tum  problem.

4.4. Transferring Cooper Pairs Between Coupled Leads
W hen the leads are  completely  connected , i.e., they are  simply d ifferent parts  of  the same 
superconducto r ,  there  is, because o f  charge conservation, a one- to -one  correspondence  
be tw een  the n u m b er  o f  pairs on  the conduc to r  and the n um ber  o f  pairs n on the island. 
O n e  may in this case assume the leads to be in states with definite phases.

m aking  it a two-level system. This leaves us with a reduced  H am ilton ian  w here the phases 
<!->/ A> e n te r  only as param eters ,

T he  dynamics o f  the system is described by the Liouville-von N eu m an n  equa tion  for the 
density matrix p [61],

Since we are  not interested here  in transien t processes, connected  with the initial switching 
on  o f  the mechanical motion, solutions tha t do  not dep en d  on any initial conditions will be in 
the focus o f  o u r  analysis. To prevent any m em ory  o f  initial conditions, one  needs to include 
a d issipation term  (the  last te rm  on the r ight-hand side o f  Eq. (18)) into the dynamics. 
If this dissipation is weak enough, it does not affect the system dynamics on a time scale 
co m parab le  to  the period o f  vibrations. However, in a time scale longer than the period 
o f  ro ta tion , such relaxation causes solutions to  Eq. (18) to be independen t o f  any initial 
conditions. We use the simplest possible re laxation time approxim ation (r-approx im ation) ,  
with  p{) be ing  an equilibrium density matrix, fo r  the system described by H am ilton ian  H . 
R elaxation  is due  to quasipartic le  exchange with the leads and depends  on the tunneling 
transparenc ies

T h e  C o o p e r  pair  exchange, being an exponentia l function o f  the grain position, is mainly 
localized in the vicinity o f  the tu rn ing  points. In this region, the C oulom b blockade o f  C o o p er  
pa ir  tunneling  is suppressed and  can be neglected while considering the dynamics o f  the for
mation  (o r  t ransfo rm ation)  o f  the  single-Cooper-pair  hybrid (13). In contrast,  the dynamics 
o f  the system during the t im e intervals when the grain is faraway from  the superconduc t
ing leads, is not significantly affected by C o o p e r  pair  tunneling and essentially depends  on 
the  e lectrostatic  energy S E C =  E c (n +  1) — E c (n)  tha t  appears  as the  C oulom b degeneracy 
is lifted away from the tu rn ing  points. This circum stance allows us to simplify the analysis 
an d  consider  the quan tum  evolution o f  the system as a sequence  of  scattering events and 
"free  m o tio n .” Scattering takes place due to tunneling  o f  C ooper  pairs in the vicinity o f  the 
tu rn in g  points, and these events are  separa ted  by intervals o f  free evolution of  the system, 
w here  any tunneling  coupling betw een  grain and leads is neglected. A  schematic picture  of 
the described  sequence  is p resen ted  in Fig. 25.

T h e  effect o f  this is to replace the op era to rs  e*1'1’1Jl in the H am ilton ian  above with c-num bers

(17)

—  =  - i h  ' [ /v rcd,p ]  -  v { t ) [ p -  /)„(/)] (18)

(19)
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Direct calculations [61] give a simple expression for the average curren t,

-  cos xJ s in 1 d  sin 4>(cos x  +  cos 4>) . _ _x
/  =  2 e j ---------------------------------- -̂--------------  (2u)

1 -  (cos2 d  cos x  ~  sin“ d  cos 4>)2

w here  -  <I>L) 4- ( ^ + — A'-) a n d *  =  A + +  X-  ( f ° r details  o f  the derivation see also [70,
71]). T he  following fea tu res  o f  Eq . (20) should be m entioned :

1. The mechanically assisted supercurren t  is an oscillatory function o f  the  phase  differ
ences o f  the superconducting  leads similarly to o th e r  types o f  superconducting  w eak  
links.

2. T he  cu rren t  can be electrostatically  controlled  if an asym m etrical (x+ not equa l  to 
X-)  phase accum ula tion  is provided by an external e lectric  field varying to g e th e r  with 
the grain rotation. T h e  sam e effect appears  if the grain  trajectory em beds  a finite 
magnetic flux. T h en  x  *s proportional to the flux given in units o f  the  superconducting  
flux quantum .

3. D epend ing  on the value o f  the electrostatic  phase o n e  can ^ ave any direc tion  of  
the supercurren t  flow at a given superconducting  phase  difference. Also a n onzero  
supercurren t  at <t>L — <t>R =  0 is possible in contrast  to  ordinary  superconducting  weak 
links.

4. T he  supercu rren t  is a nonm ono ton ic  function of  the Josephson  coupling s treng th  d. 
This fact reflects the  well-known Rabi oscillations in th e  popu la tion  o f  q u an tu m  states 
with different n um bers  o f  C o o p e r  pairs when a s ing le-C ooper-pair  box is fo rm ed  due 
to sudden  switching o f  pairs tunneling at the  tu rning po in ts  o f  the trajectory.

In the weak coupling limit, the curren t  is p roportiona l to  the  third pow er o f  the maximal 
Josephson  coupling s trength . O n e  needs to stress tha t this s treng th  might be several o rd e r s  of 
m agnitude  bigger than  w hat a direct coupling betw een  the superconducting  leads would  give. 
C o o p e r  pair  t ranspo r ta t ion  serves as an alternative to d irect C o o p e r  pa ir  tunneling  be tw een  
the  leads, thereby providing a m echanism  for sup ercu rren t  flow betw een  the rem ote  su p e r 
conductors. In Fig. 26, a d iagram  o f  the supercu rren t  as a  function o f  bo th  superconducting  
and  electrostatic  phases  is p resented .

4.5. Shuttling Cooper Pairs Between Disconnected Leads
We now tu rn  to  the quest ion  o f  w hether  or  not a superconduc ting  coupling be tw een  
rem ote  and isolated superconduc to rs  can be m edia ted  by mechanically  shuttling C o o p e r  
pairs between them [62]. H e re  we are  interested in the  s itua tion  w hen  up to  a time /(}! the

o

F ig u re  26. T h e  m ag n itu d e  o f  th e  c u rre n t I  in Eq. (20) in u n its  o f  /„ *  2cf  as a func tio n  o f  th e  p h ases  ainc X- 
R eg io n s o f  b lack  c o rre sp o n d  to  no  c u rre n t and  reg ions o f  w hite to  j/ / / „ !  =  0.5. T h e  d ire c tio n  o f  the cu rre m  . is 
in d ica ted  in the  figure by signs ± . To best see  the  tr ia n g u la r  s tru c tu re  o f  th e  c u rre n t, the  co n tac t tim e has b :en  
ch o sen  to  t) — t t /3 .  /„ c o n ta in s  only  the  fu n d am en ta l frequency  o f  th e  g ra in 's  m o tio n  an d  the  C o o p e r  p a ir  clm rge. 
R e p rin te d  w ith perm iss io n  fro m  [16], R. I. S h ek h te r  e t al.. J. Phys: C ondcns. Mailer 15, R 44I (2003). €> 2(03. 
In s titu te  o f  Physics and  IO P  P ub lish in g  L im ited .
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shuttle  is absent and no well-defined superconducting  phases can be in troduced for the leads. 
This is because o f  the large q uan tum  fluctuations o f  the phases on the conductors, which 
each conta in  a fixed n u m b e r  o f  C o o p e r  pairs. At times / larger than /„, a superconducting  
grain starts  to swing be tw een  the leads, and the n um ber  of  C o o p e r  pairs on each lead is 
no longer conserved separately . T h e  moving s ingle-Cooper-pair  box provides a m echanism  
for exchange of  C o o p e r  pairs  betw een the leads. We are  in terested  to know w h e the r  this 
exchange is able to establish superconducting  phase coherence  betw een the leads.

In the case with strongly coupled  leads, the limitation tha t the grain could carry only zero  
or  o n e  excess C o o p er  pair  reduced  the problem  to a two-state p roblem . Because the problem  
was essentially a tw o-conducto r p roblem  (grain -h one  lead), only this variable was needed  
to d e te rm in e  the sta te  o f  th e  system. F or  the case with decoupled leads, one has to keep  the 
o p e ra to r  na tu re  o f  <£>L f{ in the H am ilton ian  (16). T he  dimensionality o f  the H ilbert  space 
d ep en d s  on the maximum n u m b e r  o f  C o o p e r  pairs tha t can be accom m odated  on the leads. 
T he  fac tors  that put a limit to this n u m b er  are  the capacitances o f  the leads that are  not 
p resent in the H am ilton ian  (16). Instead o f  including these charging energy terms, an o th e r  
app roach  was used in Ref. [62]. T h e  Hilbert space was there  reduced  in such a way that 
each lead can  only accom m oda te  a m aximum (m in im um ) o f  ± N  extra C o o p er  pairs.

T h e  time evolution o f  the  system is de te rm in ed  by the Liouville-von N eu m an n  equa tion  
for the density matrix. If the  total n u m b e r  o f  particles in the system is conserved and one  
assum es the whole system to  be charge neutral,  the  sta te  of  the  system can be written  in 
te rm s  o f  the sta te  of  the grain and one  o f  the leads. T he  density matrix can, for example, be 
w rit ten  as

p( 0 =  E  E  P l U ( n \ l ) ( ^ \ N L)(N'Lm - N L- r ]){-N'L,-0-1 (21)
?). rr=0. ] A// . N ' ,  — - N  " v~ *' s ”

' grain left lead right lead

H ere  it has been  explicitly indica ted  to  which par t  o f  the system the various opera to rs  belong. 
T h e  sim ple relaxation time approxim ation  used for the case with connected  leads is not 
possible to use in this case. T ha t  approxim ation  assum ed the leads to be in BCS states with 
definite  phases tow ard which the phase of  the  grain relaxed. Instead, to account for loss of  
initial conditions, the influence o f  the  f luctuations of  the gate po tentia l on the island charge 
has been  accounted  for. T h e  fluctuations are  m odeled by a harm onic  oscillator bath  with a 
spectral  density d e te rm in ed  by the im pedance o f  the gate circuit. Hence, the density matrix 
in Eq. (21) is the reduced  density matrix ob ta ined  after tracing ou t the bath  degrees  of  
freedom .

D e n o tin g  the phase d ifference betw een the leads by A<I> == 4>  ̂ -  <bL and  the phase  differ
ence be tw een  the right lead and the grain A4> =  4>w — $ grain, phase  difference states

JA4>, A<t>) s  ± -  E E ^ ' ^ V " ' ^ \n) \NL)\ -  { Nl + n »
ITT  ,, n Nf

are  in troduced . T he probability  for finding a certa in  phase  difference betw een the leads is 
then ob ta in ed  from the  reduced  distribution function

2tt

f ( A«>) [  c/(A<£)(A<I>, &</>) =  j — £
ii h,,n}. n '

This is the function tha t  has been  plo tted  on the z-axis in Fig. 27. At the initial stage of  the 
sim ulation, the system was in a sta te  with a definite am oun t of  charge in each conductor. 
This m eans  tha t the phase  distribution is initially completely  flat. However, as the grain 
ro tates, the  distribution is a l tered  and  eventually  becom es peaked  around  a definite value o f  
A4> uniquely d e te rm ined  by the system param eters .  T he  width o f  the final peak  depends  on 
the m aximum n u m b er  o f  excess C o o p e r  pairs tha t  can be accom m oda ted  on the leads.

T h e  phase difference m ed ia ted  by shuttling C o o p e r  pairs will give rise to a cu rren t  if the 
two conducto rs  are  con n ec ted  by an o rd inary  weak junction. In Fig. 28, this cu rren t  is shown
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F ig u re  27. P robab ility  fo r  finding a phase d iffe ren ce  b e tw een  the  lead s  as a fu n c tio n  o f  th e  n u m b e r  o f  grain 
ro ta tio n s . R e p rin te d  w ith perm ission  from  [62], A. Isacsson e t al., Phys. Rev. Lett. 89, 277002 (2002). ©  2002, 
A m erican  Physical Society.

as a function o f  the dynamical phases for fixed d  (con tac t  t im e). H e re  an auxiliary, weak 
p ro b e  Josephson  junction  is assumed to be connec ted  a f te r  a large n u m b e r  o f  ro tations. The 
c u rren t  is given by the usual Josephson  rela tion  w eighted over the  phase  d is tr ibu tion  /(A4>):
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/ = / j  d(A<t>) sin(A4>)/(A‘4>)
0

w here  Ic is the  critical cu rren t  of  the probe  junction.
We conclude tha t phase  coherence  can be established by a m echanical transfe r  o f  C o o p er  

pairs  and that this mechanism  can also give rise to a nondissipa tive  current.
T he  role of  an environm ent-induced  decoherence  in the  shu ttl ing  of  C o o p e r  pairs  was 

considered by R om ito  e t  al. [72]. To allow for d ecoherence , a finite m odel d am ping  o f  the 
o f f - d ia g o n a l  part  o f  the  density matrix is in troduced  in the  L iouville-von N eu m an n  Eq. (18). 
T h e  dam ping is assum ed to be different in the con tac t  regions (y y) and in th e  region 
betw een  the contacts  (y c ) and  com pu ted  in the B orn -M arkov  approxim ation . S trong  deco
herence  exponentially suppresses the supercurren t ,  the  lead ing  te rm  being p roport iona l  to

XJk

F ig u re  28. C u rre n t th ro u g h  a p ro b e  Jo sep h so n  ju n c tio n  c o n n e c te d  b e tw e e n  th e  lead s  a f te r  m any ro ta tio n s . Bright 
a re a s  co rre sp o n d  to  large c u rre n t, w hile b lack  o n e s  co rre sp o n d  to  z e ro  c u r re n t. T h e  signs ind ica te  th e  d irec tio n  
o f  th e  cu rre n t. R e p rin te d  with perm ission  fro m  [62]. A . Isacsson  e t al.. Phys. Rev. Lett. 89, 277002 (2002). ©  2002. 
A m erican  Physical Society.
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e x p ( - y j t {] — y ( tc ). w here  t( — t — t(). T he  sup ercu rren t  is also suppressed  in the case of  
w eak  coupling and y7/() y c tc . Consequently , there  exists an in te rm ed ia te  region w here 
the decoherence  leads to  an  enhancement o f  the  supercurren t.  In addition , the decoherence  
may result in a sign change  (rr junction). It rem ains to be seen w h e th e r  these conclusions 
a re  sensitive to dam ping  o f  the diagonal e lem en ts  o f  the density matrix.

5. NOISE IN SHUTTLE TRANSPORT
Noise p roperties  are  crucial for the p e rfo rm ance  of  nanom echanica l systems and have been  
extensively s tudied  both  experimentally  and  theoretically. In this review, we address only 
w ork  rela ted  to  shuttle  e lec tron  transport.

While many papers  w ere  aiming at studies o f  the  conditions fo r  the realization o f  the 
shu ttle  instability or  a t  the  dependence  o f  the cu rren t  on external pa ram ete rs ,  at the  initial 
s tage only a few papers  investigated cu rren t  fluctuations. However, during the last several 
years, the interest in c u r re n t  fluctuations have significantly increased  and has been  shown 
tha t  the curren t  noise con ta ins  much m ore  inform ation  about the  na tu re  of  the shuttle  
instability then the  average  current. Indeed , even n ea r  equilibrium th e  noise spectrum  allows 
o n e  to  study the AC response  o f  the system without A C  excitation. O u t o f  equilibrium, the 
noise spectrum is specifically sensitive to co herence  properties  o f  the  e lectron transport,  as 
well as to  e lec tron-elec tron  correlations. T hese  two issues lead to several interesting works 
a im ed  at various aspects  o f  noise in e lectron shuttling. We will discuss these works following 
the  schem e o f  Table I.

5.1. General Concepts
Before  we p roceed , let us introduce som e basic definitions. T h e  instant cu rren t  th rough  
a device, / ( / ) ,  differs from  its time-averaged value, I = I( t) ,  and  the difference A I ( t )  =  
/ ( / )  — /  is called the current fluctuation. T he  na tu re  o f  f luctuations is naturally  s tudied  by 
evaluating  the corre la tion  function

A / ( r ) A / ( 0  =  / ( / ) / ( ' ' ) - / *

In the absence o f  ex ternal t im e-dependen t fields, this correla tion  function  depends  only on 
the  time difference, t — t ' . In addition, for the ergodic  systems w e are  in terested  in, the  
t im e average does not d iffer  from  the ensem ble  average, which we will deno te  as {• • -) .  T h e  
ensem ble  average is jus t  th e  average over the realizations of  the ra n d o m  quantity  / ( / ) .  As a 
result, the correla tion  func tion  is conventionally defined as

S ( t ) =  < A /(t )A /(0 )>  (22)

T h e  noise spectrum  is th en  defined as twice the F our ie r  transform  o f  the correla tion  function 
(see  Ref. [73] for a review):

S(a>) =  2 r  d r e " iwT5 ( r )  (23)
J — oc

This  is a purely classical definition, which assum es that the curren t  o p e ra to rs  co m m ute  at dif
fe ren t  times. In the case o f  q u an tu m  transport,  th e  cu rren t  is an o p e ra to r ,  and in general / ( / )  
an d  / ( / ' )  do not com m ute .  T h e n  the definition of  the correla tion  function is generalized as

5 (t) =  ^ ( [ / ( t ) , / ( 0 ) ] J - { / ) 2 (24)

w here  [A,  B]± =  A B  ±  B A .  F or  a small applied  voltage, V  0, the  curren t  is p roportiona l 
to the applied electric field. This implies tha t  1(a)) =  G(co)E(a ;), w here  G(co) is the  complex 
conduc tance  of  the s truc tu re .  In this regime, the noise spectrum  can  be expressed th rough  
the  real part  o f  the  co n d u c tan ce  as

S ( oj) =  hco Re G(o)) coth _  % 2k BT  Re G(co)  (25)
Z k  o /
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where the approxim ate  result holds if ha> k bT; k B is the  B oltzm ann constan t.  T he  relation 
(25) is the well-known fluctuation-dissipation theorem [74]. In the linear re sponse  regime, it 
follows from  Eq. (25) tha t  the  noise spectrum  provides exactly the sam e in fo rm ation  as th e  
linear conductance. Even in this case, studies o f  noise can be informative b ecau se  the r.oise 
spectrum  allows one  to de te rm in e  the frequency  d e p en d en ce  of  the  co n d u c tan ce  without a 
d irect A C  excitation.

N onequilib rium  noise (V  ^  0) is m ore  interesting because  it gives in fo rm ation  aDout 
tem poral corre la tions  o f  the  e lec trons that canno t be o b ta ined  from  the conductance . T h e  
contribu tion  p roport iona l  to the first pow er o f  the  app lied  bias voltage is o f ten  called th e  
shot noise. Such noise has b een  thoroughly  s tudied in many systems. In devices such as tunnel 
junctions, Schottky b arr ie r  diodes, p  — n junctions, and therm ion ic  vacuum  d iodes  [75]. the  
e lectrons are  transm itted  random ly and independently  o f  each o ther .  H ence ,  the  transfer 
of  e lec trons can be described by Poisson statistics, which is used to  analyze events tha t  
are  uncorre la ted  in time. For these devices, the shot noise has its m axim um  value at zero 
frequency,

S(Q) = 2 e ( l )  = Sl,m̂ n (26)

and  is p roportional to the  tim e-averaged cu rren t  ( / ) .  T h is  expression is valid fo r  co r  _l, 
where r  is the  effective width o f  a one-e lec tron  curren t  pulse, which is d e te rm in e d  by the  
device param eters .  For h igher frequencies  the shot noise vanishes. To charac ter ize  the shot 
noise, the so-called Fano factor, 'J = S (0) /2e  ( I ) ,  is in troduced . C orre la t ions  suppress the  
low-frequency shot noise below the Poisson limit, leading to .T <  1. This suppression is 
efficiently used to study corre la tions in the e lectron t ran sp o r t  th rough  mesoscopic  devices 
(see the excellent review articles of  Refs. [73, 76]).

Even m ore  interesting inform ation  can be extracted by using so-called fu ll counting statis
tics [77], which deals with the probability distribution, Pt(n),  o f  the  n u m b e r  o f  electrons, n , 
transferred  th rough  the system during the  m easu rem en t lime, t. T he  first an d  the second 
m om en ts  o f  this distribution correspond to the average cu rren t  and  the sho t-noise  co rre la 
tions, respectively. T he  probability distribution also con ta ins  fundam enta l  in fo rm ation  about 
large cu rren t  fluctuations in the system.

In the following section, we review work on the noise spectrum  and on the  full counting 
(F C )  statistics o f  shuttle  transport.

5.2. Incoherent Electron Transport and Classical Mechanical Motion
T he  case o f  incoheren t e lec tron  shuttling involving classical m echanical m o tion  was first 
addressed  by Isacsson and N ord  [78]. They considered  a m odel one-d im ensiona l shuttle 
s truc tu re  similar to the one  shown in Fig. 1(a) and described  in detail in Ref. [79]. A ccord
ingly, it was assum ed tha t  a metallic grain o f  mass M  a n d  radius r is su spended  betw een 
two leads by elastic, insulating springs. Applying a bias voltage V  =  V( — VR, electron 
transpo rt  occurs by sequentia l,  incoherent tunneling be tw een  the  leads and  the grain. T he  
tunneling  rates, R( x y q),  depend  o n  grain position x  and  charge  q th rough  the tunne l
ing matrix e lem ents  and  the differences in (G ibbs) free energy, A'S'J R(x,  q),  be tw een  the 
charge  configurations {q , qL R } and {q ±  e, qL R =p e}.  T h e  electric  po ten tia ls  and charges 
are  de te rm in ed  by using a conventional electric circuit, w here  the  voltage sources  VL and 
VR a re  connec ted  in series with the leads, and the grain as shown in Fig. 29. A s a result, 
the  quantit ies  R(x,  q)  are  expressed through pos it ion -dependen t capac itances  specified 
as C, R(x) =  C[l\ / (  1 ±  x / a i  R), w here  a L H are  charac teris t ic  length scales. T he  tunne l
ing matrix e lem ents  are  expressed through the pos it ion -dependen t resistances specified as 
R l R(x)  = R (̂ rc±x/a. In this way, the m otion-induced feedback  to the s tochastic  electron 
hopp ing  is taken into account. A n o th e r  relationship be tw een  the grain charge  and  displace
m ent is given by N ew to n ’s equa tion  o f  motion, m x  — F(x ,  i ,  q).  T h e  force F  in this equation  
conta ins  both elastic and  electric com ponen ts  as well as th e  friction force a  i .  A  new feature  
is an additional account o f  the van d e r  Waals force, which turns  out to be im portan t  [79]. 
In general,  F(x,  i ,  q)  is a nonlinear function of  .v and q.
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F ig u re  29. M odel o n e -d im en sio n a l sh u ttle  s tru c tu re  and  co rre sp o n d in g  elec tric  circu it. T h e  inse t illu stra tes how  the  
m echan ica l en erg y  s to red  in the  grain  m o tio n  d ep en d s  on  the  g ra in  osc illa tion  a m p litu d e .

T he  results  for noise were obta ined  by direct numerical integration o f  a set of  equations, 
including the m aster  equa tion  for the grain popula tion  with {x,  g} -d ep en d en t  hopping rates 
and an harm on ic  mechanical equa tion  o f  motion. A  typical noise spec trum  is shown in Fig. 30. 
T he  spectrum  in this figure can be divided in four  regions m ark ed  as I-IV. At the  high 
frequencies  o f  region, IV, the Fano factor is close to 0.5, which is the  value one obtains for 
a static double  junction  [73]. In region III, two strong  peaks are  loca ted  at the vibration 
frequency and its harmonic. This is a result o f  the periodic charging and decharging of 
the oscillating grain. Directly below the peaks, in region II, the noise  is suppressed below 
the shot noise level o f  a static double  junction  because of  the additional time corre la tions 
betw een  successive tunnel events induced by the oscillating grain. T h is  is a clear hallmark 
of  classical shuttling.

T h e  most interesting part  o f  the  spectrum , however, is the low-frequency part  in region I, 
w here  the Fano factor increases as the frequency  decreases. T h e  au tho rs  a ttr ibu te  this 
increase to low-frequency fluctuations in the mechanical energy, which, in turn, lead to low- 
frequency fluctuations in the current.

T h e  au tho rs  have also p e rfo rm ed  an analytical stability analysis valid in the case of  weak 
elec trom echanica l coupling (i.e., for e =  F( x  =  0, q =  e)/ni(x)l\  1). T h e  instability incre
ment, p ( E )  = W( E )  — is d e te rm ined  by the difference be tw een  the energy, W( E) ,
pum p ed  into the mechanical motion during one  period and the average  energy dissipated 
pe r  period, r£ ( E ) .  H ence , the stationary oscillation am plitude is d e te rm in e d  by the equa tion  
/ ; (£ „ )  =  0. Since p ( E )  depends  both  on the bias voltage and the d am p in g  of the mechanical 
motion, this equation  actually de te rm in es  the d ependence  of  the oscillation am plitude on 
the bias voltage. It has a finite solution only above the instability threshold .

F re q u e n c y  [Hz]

F ig u re  30. Pow er sp e c tru m  S (w ) i11 the  sh u ttle  reg im e. F o r freq u e n c ie s  above the  v ib ra tio n a l frequency , the  Fano 
fac to r  is c lo se  to  0.5 as fo r  a  s ta tic  C 'ou lom b-b lockade ju n c tio n . T h e  peaks a rc  lo ca ted  a t th e  frequency  o f  v ib ra tion  
and  a t th e  first harm o n ic . F o r freq u e n c ie s  below  th e  v ib ra tio n a l frequency , th e  te m p o ra l co rre la tio n  d u e  to  the  
p e rio d ic  g ra in  m o tio n  leads to  a slight su p p ressio n  o f  th e  noise level. A t still low er freq u e n c ie s , the  noise is increased  
due  to  slow  fluc tu a tio n s in m echan ica l energy . R e p rin te d  w ith  perm iss ion  from  [78]. A. Isacsson and  T. N o rd , 
luirophy.s. I .a t.  66, 70JS (2004). €> 2004, F.D P Sciences.
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T he  analysis, following the conventional p rocedure  [80], takes into account the  fluctuations 
in the mechanical energy a round , say E  — E{]. These  f luctuations induce electrical noise with 
a Lorentzian spectrum , S(o>) cx ( r  +  w2) -1. T he  width v o f  the spectrum  is proportional to 
\ p ' (E0)\, w here p ' ( E {)) =  d p / d E \ L=Ji[). Since at the instability th reshold  p ' {E{]) —> 0 [U], the 
noise spectrum diverges while approach ing  the instability th reshold  from the “ shuttling* side.

The  results of  numerical studies co rresponding  to a nanom eter-s ized  Au grain  commonly 
used in experim ents with self-assembled C oulom b-b lockade double  junctions are  shovn  in 
Fig. 31. A lthough, as explained in Ref. [79], the  non-parabolic  confining po ten tia l  smears any 
step-struc ture  in the current-voltage characteristics, the transition betw een  static  and s.iuttle 
opera tion  is clearly visible in the noise spectrum. In accordance  with the analytical Je su it, 
on approaching  the threshold  from above (going from h igher to lower voltages), the noise 
spectrum shows a divergent behavior. Below the threshold  voltage the Fano factor is 
of  the o rde r  1/2.

A ra ther  unusual prediction is tha t in the shuttle  regime, well above the th reshold  voltage, 
the Fano factor is increased. This fact is a ttr ibu ted  to the anharm onic ity  of  the potential. For 
the harm onic potentia l used in the analytical trea tm en t the lowered noise level in region II 
is continued  into region I.

5.3 . N o ise  in a Q u an tu m  S h u ttle

We will review a theory  by Novotny et al. [81] for shot noise in a qu an tu m  shuttle . T he iheory 
extends previous w ork of the au tho rs  [41] in which they considered  the average current. It is 
assumed that the  shuttling grain has two electron charge states, |0), and 11), an d  that or.ly the 
diagonal e lem ents  of  the density matrix in the |/^ -represen ta tion  are  im portan t.  To calculate 
the noise, the  number-resolved diagonal density matrices, k, are in troduced. H ere
n is the n um ber  o f  e lectrons which have tunneled  to th e  right e lec trode  by time /. These 
matrices obey a generalized m aste r  equa tion  where tunne ling  into the leads is described by 
posit ion-dependen t transition  rates r 7 R. In addition, d am ping  o f  the oscillator motion due 
to interacting with a therm al bath is taken into account.

Knowing pj-0 ( /) ,  one finds the probability for n e lec trons  to be shuttled as

P„«) =  Trosc £  p)? \ t )
i=0.1

V [V]

F ig u re  31. C u rren t-v o ltag e  c h a rac te ris tic s  p lo tte d  to g e th e r  w ith th e  F ano  fac to r ch a ra c te riz in g  th e  noise spectrum  
in the  sta tic  lim it (co —>■ 0). T h e  c u rre n t is the  solid  line w ith  the sc a le  o n  the  left o rd in a te , w hile  the  Fano  fac to r 
is show n fo r a d isc re te  set o f  p o in ts  w ith th e  scale  on  th e  r ig h t o rd in a te  (lines c o n n ec tin g  the p o in ts  a re  a guide to  
th e  eye). Below  th e  c ritica l vo ltage  w h ere  th e re  is no su s ta in ed  g ra in  m o tio n , the  F an o  facto r is th a t o f  a C oulom b- 
b lockade do u b le  ju n c tio n . A bove th e  critical vo ltage , the  g ra in  is o sc illa tin g  an d  th e  Fano  fac to r  is increased  and  
show s a d ivergen t b eh av io r a t the  critical vo ltage . R e p rin ted  w ith  p e rm iss io n  from  |7K], A. Isacsso n  and  T. N ord . 
Eumphxs. Lett. 66. 7t)8 (2004). © 2004. E D P  Sciences.
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The calculation of  the average curren t  and noise is then  straightforward:

/  =  e l im  £ > / > , ( / )

£ , r / > „ ( , ) -  ! > / > „ (  05(0) =  2c2 lim — 
dt

T he  relevant e lem ents  of the density matrix were found  using the genera ting  functional 
concept, and  both the average curren t  and the Fano factor were calculated for different 
re la tionships between the characteristic  tunneling length, A, and the am plitude  of q u an tum  
zero -po in t  oscillations, x„, as well as for d ifferent ratios y/co,,. T he  numerical results agree 
with an analytical t rea tm en t valid for small injection rates. The results a re  sum m arized  in 
Fig. 32.

T he  plot o f  /  versus y in Fig. 32 shows a crossover from tunneling to shuttling as dam ping  
is decreased , in agreem ent with previous results. T h e  crossover spans a narrow er range of  
y-values in the case of A / a „ =  2 com pared  with the  \ / x 0 — 1 case. Thus, already for \ / x it =  2, 
the shuttle  behaves almost semiclassically, where a relatively sharp  transition betw een  the 
two regimes is expected. T here  is no abrupt transition from tunneling to  shuttling, however, 
and  n ea r  the transition these regimes can coexist. To d em ons tra te  this p h enom enon ,  the 
W igncr distribution functions (7) were calculated following Ref. [41]. T he  results a re  shown 
in Fig. 33, where a pure  classical m otion would co rrespond  to  a sharp  classical phase  t r a 
jec tory  for which for an oscillator is a circle. T he  radial sm earing  of  the circle tha t 
can be seen corresponds to quan tum  fluctuations. In addition , o n e  clearly sees a spot in the 
cen te r  tha t co rresponds to tunneling through  a static grain. Thus the  motion has a complex 
cha rac te r  showing features co rresponding  to  bo th  the classical and  the q u an tum  regimes. 
T he  semiclassical transition is accom panied  by the nearly singular behavior o f  the Fano fac
tor reaching the value 600 at the peak. This is in ag reem en t with the classical study [78] 
discussed previously.

A  result that is different in the quan tum -m echan ica l analysis com pared  with the classical 
study is tha t the predicted  enh an cem en t  o f  the Fano factor in the classical shuttling regime 
com pared  with the tunneling regime [78] is not rep roduced . It rem ains to be clarified w hether  
this discrepancy is due to the different m odels for the  confining mechanical potentia l used: 
it was assum ed to  be anharm onic  in Ref. [78] but harm onic  in Ref. [81],
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Figure 32. C u rre n t /  (u p p e r p an e l)  an d  Fano  fac to r F (low er pan e l; log scale) versus d am p in g  y fo r d iffe ren t 
tra n sfe r  ra te s  f  =  F, =  I), and  tu n n e lin g  leng ths A. y an d  I' a re  m easu red  in units o f  A is m easu red  in un its o f  .v„. 
O th e r  p a ra m e te rs  are  cE  =  ffl/ttff, =  U.S.t„ an d  T  =  0. T he as te risk  defines the  p a ra m e te rs  o f  W igner d is trib u tio n s 
in Fig. 33. R e p rin ted  w ith p erm ission  fro m  [81J. X  N ovotny  e t a)., Phys. Rev. Lett. 92, 248302 (2004). © 2004. 
A m erican  Physical Society.
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F ig u re  33. P hase -sp ace  p ic tu re  o f th e  sh u ttle  a ro u n d  the  tran sitio n  w h ere  the  sh u ttlin g  an d  tu n n e lin g  reg im es 
coexist. F rom  left to  righ t, we show  th e  W igner d is trib u tio n  functions fo r  the  d isch arg ed , Ww , ch a rg ed  and  
bo th  sta te s , WXQl =  £,=<*.i Wu, o f  th e  o sc illa to r  in the  p hase  space . T h e  va lu es o f th e  p a ra m e te rs  co rre sp o n d  to  
the  asterisk  in Fig. 32. R e p r in te d  w ith  perm iss ion  from  [81], T. N ovotny  e t al.. Phys. Rev. Lett. 92, 248302 (2004). 
©  2004, A m erican  Physical S ociety .

5.4. Driven Charge Shuttle
T h e  noise propert ies  o f  a driven charge shuttle [14] are m uch  simpler to account for than 
those of  a self-oscillating shuttle. H ere  the mechanical energy  is conserved and does not 
fluctuate, so the only source of  noise is random  electron transfer.

T he average n u m b e r  o f  e lectrons transferred  by a driven shuttle  per one cycle as as well as 
its variance were considered  by Weiss and Z w erger [21] in connection  with a discussion of  
the accuracy of a m echanical single-electron shuttle  (see Section 2.1.4). T h e  variance An  =  
(n2 — n2) ]/2 was found  using a conventional m aste r  equa tion  app roach  with the tunneling 
p ro b abilities given by the  “or thodox  theory” (see Ref. [82] for a review). A  typical plot o f  
AN  versus V  is show n in Fig. 5 (lower panel), and the m ain conclusion is tha t the variance 
is small at low tem p era tu res ,  k BT  <£ e2/ 2 C , and for relatively long contact times, /() »  RC.

However, the  variance  An differs from the noise actually m easured  because typical m e a 
su rem en t times a re  m uch  longer than one period o f  oscillation. This case was addressed  
by Pistolesi in Ref. [83], w here both the zero-frequency noise and the F C  statistics o f  the 
transferred  charge w ere  considered.

To find the statistics o f  the transferred  charge, one  needs  the  probabilities for n e lec tron  to 
be transferred , Pn( /) ,  fo r  all n.  They can be calculated  using an elegant formalism involving 
a genera ting  functional [77]. T he  generating  functional is defined as

00

e -",u> =  £ /> ,(> ?)  e in* (27)

where \  counting field. T hen  all cum ulants  o f  the transferred  charge can be calcu
lated as

-  /  \  - a < s  n = (n) =  i -
, 2 d 2'S

’ Vr  ~  n l  =  1 3dX‘
(28)

,v=0

and so on. T he  explicit calculation uses the m ethod  deve loped  in Ref. [84] w;ith a p roper  
generalization to  the  dynam ic case. It is assum ed that the shuttle  has two sta tes  with 0 or 1 
excess electron. T h e  probability  to find the shuttle  in one o f  these sta tes  can be expressed as 
a vector |p)  with c o m p o n e n ts  {/?„, p^}.  The dynamics of  \ p( t ) )  is governed  bv the Liouville 
equation

d ~ - /  r z.(') - r « ( / ) \
- \ p ( t ) )  = L \ p ( t ) )  , I. =  (29)
c,t \ - 1 / ( 0  r „ ( / ) /

T h e  genera ting  func tional can be expressed as

\ u ) IP(O) (30)
/

where |/?(0)) is the  probability  at time / =  0, |q) ~  {!, 1}, and T exp is the time o rd e red  
exponential. T he  m atrix  L x(t) is constructed  from  the m atrix  L( t )  by multiplying th e  lower
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off-diagonal matrix e lem ent by the fac tor  e 'v. T im e o rdering  is very im p o r tan t  because the 
m atrices  L x(t)  do not co m m u te  for different times.

The genera ting  functional (30) was analyzed numerically as well as analytically for the 
limiting cases o f  small and large oscillation am plitude  a. In the sta tic  case, a =  0, and for 
a symmetric shuttle with VL =  VR =  F (0) exp(^ftf sin the known result [85] for a static 
tunneling  system is reproduced:

fjt ( x )  =  — r (0)/ ( e 'A/2 — 1) (31)

In this case, /  =  5 (0 )  =  7rw()r (0), and  the Fano  fac tor  F =  1/2.
In the opposite  limit o f  large shuttle  oscillation am plitude the  ra tio  TL/ Y R is m ost o f  

the time e i th e r  very large o r  very small. This is why it was assum ed th a t  (i) for 0 <  to{)t < 
77 the  quantity  Y L  vanishes identically and  (ii) for r r  <  a){)t <  2 i t  th e  o p pos ite  holds: T R  =  0. 
T h e  approxim ation  becom es exact for T o)() because, in tha t case, e lec trons  can tunnel 
only when the  shuttle is n ea r  one o f  the  two leads. U n d e r  this assum ption , the  problem  can 
be  t rea ted  analytically, the result being

I =  S (0) =  4 A  ->  F  =  2“
1 +  a  (1 +  or)3 (1 +  a ) 2

Fiere the quantity  1 — a  with

/ p(U) .77
a  =  exp I ---------d 0 e " sln</'

\  O)0 A)

is the  probability o f  transfe rr ing  one  e lec tron  during half a cycle. F or  a <£ 1, this probability 
is nearly 1, and the genera t ing  function

e “ Mjf) =  [2a +  (1 -  2a)  e ^ ] <,J"l/27r (32)

co rresponds  to a binomial d istribution

P- {N)  = ( ^ ) (1 - 2ci)" (2a)W_" 

w here  N ( t )  — [a)()t/2'tt] is th e  n um ber  o f  oscillation cycles during  the  m easu rem en t  time 
t. This is a very clear result because during  each cycle one  e lec tron  is t ransm itted  with 
probability 1 — 2a  and  because  a  1 the  cycles are  independen t.  Indeed ,  a f te r  each cycle,
the  system is reset to the  s ta tionary  s ta te  within accuracy a 2, regard less  o f  th e  initial state.
T h is  limiting case agrees  with the results o f  Ref. [21], w here  the  variance  o f  the charge 
t ransfe r  during  one  cycle was analyzed.

For a  -*  1? the probability fo r  one  e lec tron  to tunne l during a  cycle is very small. The  
resu lt  for this case reads  as

e-AUJ =  [a  +  ( i _  a )e i*/2pt/27r (33)

O n e  can notice  that the  periodicity o f  the genera ting  function has changed . E q u a tion  (33) 
describes a system o f  e / 2  charges tha t in each cycle are  t ransm itted  with probability  1 — a.  
T h u s  the system can be m apped  on a fictitious system of charges e / 2  such tha t  every time 
o n e  e lectron succeeds in jum ping  on o r  o ff the  central island, one  charge  e / 2  is transm itted  
in the  fictitious system. This is possible because it is extremely unlikely th a t  one  electron 
can perfo rm  the full shuttling  in o n e  cycle. T hus  a f te r  many cycles ( N  1), the counting 
statistics o f  these two systems coincide. T he cycles are  no m ore in d e p e n d e n t  as in the case 
w hen  a <£ 1, bu t the p rob lem  can be m ap p ed  on to  an in d ependen t tunne ling  problem . For 
in te rm ed ia te  values o f  a  it is m ore  difficult to give a simple in te rp re ta t io n  o f  the charge 
transfe r  statistics because, different cycles are  co rre la ted  in a nontrivial way.
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T he  FC  statistics o f  nanoelectrom echanical systems was recently addressed  by Flindt et al. 
[86]. T he  au tho rs  have developed a generalized theory  applicable to a b ro ad  class o f  n ano
e lectrom echanical systems tha t can be described by a generalized M arkovian  M as te r  eq u a 
tion. C oncre te  calculations are  m ade  for the m odels  o f  Refs. [32] and  [41, 42, 81]. The 
th ree  first cum ulants  are  evaluated  numerically. For the q uan tum  shuttle  [41, 42, 81], the 
behavior of  the third cum ulan t  is shown to be com patib le  with the  concep t o f  slow switching 
betw een  the tunneling and the shuttling regime. This concept was earlie r  [81] used to  predict 
n -enhanced  noise spectrum  at the  shuttling transition.

Generally , bo th  the noise and the FC  statistics d em ons tra te  a very rich an d  interesting 
behavior. This perm its  us to unders tand  m ore  deeply  the  charge transfe r  dynamics and to 
characterize  the threshold  for the shuttle instability with g rea te r  accuracy.

5.5. Noise in Cooper Pair Shuttling
Noise in C o o p er  pair  shuttling betw een two superconducto rs  is particularly  interesting 
because it allows one  to b e t te r  understand  the coh e ren t  p ropert ies  o f  superconduc to r  
devices. At present, only driven superconducting  shuttle  systems have been  considered . Their  
noise p roperties  were first considered by R om ito  et al. [72].

T h e  main purpose o f  Ref. [72] was to  analyze environm entally  induced  d ecohercnce , the 
noise being a by-product of  a general analysis o f  the C o o p e r  pair  shuttling dynamics. T he  
basic model is similar to tha t of  Refs. [61, 62]. In addition, a finite coupling  to a therm al 
bath was taken  into account along the lines of  the Caldeira-Legget m odel (for a review, 
see Ref. [87]). In the B orn-M arkov approxim ation, the coupling to  the h ea t  bath  results in 
a dam ping  of the density matrix, which is assum ed to be different in the tunneling  region 
and  in the region o f  free motion and characterized  by the dam ping  coefficients y ,  and y r , 
respectively.

T he  results for both  the average curren t  and the noise are  strongly d e p e n d e n t  on the 
p roducts  j j t {) and y c tc , where tc  is the time o f  free motion betw een  the leads. Strong 
decoherence  occurs if y j t 0 ^> 1 o r  y c tc 1, w hereby the details are  d e p e n d e n t  on  the ratio 
y j t {)/ y c t c • Naturally, with strong  decoherence , the  phase -d ep en d en t  con tr ibu tion  to 5 (0 )  
is exponentially suppressed because it com es from corre la tions  over t im es larger than one 
oscillation period. At y , t {) 1, the zero-frequency noise is given by the expression

5(0)  =  t '  2 y ‘ El
77 E j + y j

This contribution is due to the d am p ed  oscillations in the  contact regions (L ,  R).
In the case o f  weak damping, yy/{) <£; y c tc <$C 1, one  finds

econ . /  E , \  (cos <t> -f cos 2 v )  tanh  d  sin
1 =  — tanh  -4 =  ----------:---------- --------- - ------------

77 \ k Rr  )  14- cos cos 2x
' (34)

eHOn 1 tan h “ & sin“
7r y ( tc 1. -b cos cos 2 x

which shows a rich struc ture  as a function of  the phases §  and 
T he  FC  statistics of  C o o p e r  pair transfer  was considered  by R om ito  and  Nazarov 

T h e  au thors  focus on the incoherent regime, w here  coherence  is suppressed  by classical fluc
tuations in the gate voltage, and  no net supercu rren t  is shuttled . H ow ever, charge transfers 
occur, and the cu rren t  is zero  only in average. T hus  the FC  statistics provides a convenient 
m e th o d  to reveal this circumstance.

T h e  basic model for the superconducting  shuttle  in Ref. [88] is similar to that o f  Refs. [61, 
62]. F luctuations o f  the gate voltage arc allowed for by assuming stochastic  "white noise” 
fluctuations,

( M '> )  =  v s ,
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T hus  defined, y  has the m ean ing  o f  a d ecoherence  rate for the two charge states. It leads 
to a d am ping  of  the off-diagonal e lem en ts  o f  the density matrix, while diagonal e lem ents  
are  assum ed to be undam ped . T h e  F C  statistics is com pu ted  using the genera ting  function 
m e thod .

T h e  physics of  charge transfe r  could be clearly unders tood  for the limiting cases o f  long 
and  sh o r t  cycles com paring  to the decoherence  time. If the shuttling period is sufficiently 
long fo r  decoherence  to be accom plished,

- i  - i  E j tc \ t Q' «  y  «  —

the F C  statistics can be in te rp re ted  in te rm s o f  classical e lem entary  events: C o o p e r  pair  
transfers . D uring  the shuttling cycle, e i th e r  no transfe r  takes place o r  one pair  is transferred  
in e i th e r  direction. T h ere  is an  a p p a re n t  similarity with the FC  statistics of  the pum ping  in 
norm al systems studied in Refs. [77, 89, 90]. In this case

so tha t each  shuttling be tw een  the superconducto rs  transfers e i the r  one  C o o p er  pa ir  o r  
none , this occurs with equal probability. T h e  pair  is t ransferred  with equal probabilities in 
e i th e r  direction. This simple result is quite general and relies n e i the r  on the periodicity 
of  shuttling  nor the concre te  time d e p en d en ce  o f  E, ( t ) ,  provided adiabaticity is preserved. 
L ead ing  correc tions to the  adiabatic  FC statistics are  exponentially small, ^  e 2t/".

Adiabatic ity  is also p reserved  for small Josephson  couplings, w here E,  <$c h y  provided

' c ' V  «  y

In this case, the factor /  =  e -,,|/v /A"y can  be arbitrary, and the FC  statistics becom es m ore  
com plica ted  [88]. For finite / ,  all p n ^  0 but rem ain  positive definite. In the adiabatic  limit, 
the FC statistics does not d ep en d  on the superconducting  phase CI> o r  the dynamical phases 
d an d  x-

Beyond the adiabatic limit, the  FC  statistics does d ep en d  on <I>, and a classical in te rp re 
ta tion  in this case can fail since p n can be negative o r  even complex. A relatively simple 
t re a tm e n t  is possible in the case o f  very short  shuttling periods, y/ (o() <£ 2i r. T he FC statis
tics in this case corresponds  to  a supercu rren t  that random ly switches between the values 
=b/v on  the time scale \ / y .  T h e  quantit ies  y  and / v depend  on the phases <t>, $ ,  and x-> the 
de ta iled  form  o f  these d ependenc ies  being given in Ref. [88], (see also Ref. [91]).

To sum m arize , in the limiting cases o f  long and  short  shuttling periods, the FC  statistics 
allows for relative simple classical in terpre ta tions. In an in te rm edia te  situation, the  F C  statis
tics can n o t  be  in te rp re ted  in classical te rm s  because  the charge transfer  probabilities per  
cycle may be negative o r  complex. This is a c lear  signature  o f  the fact tha t superconducting  
coherence  survives s trong dephasing  a lthough this coherence  does not manifest itself in a 
net superconducting  current.

O n e  can conclude tha t  bo th  the noise spectrum  (second  cum ulan t)  and  the FC statistics 
provide  valuable inform ation  abou t shuttle  transport ,  which is com plim entary  to  the infor
m ation  tha t  can be extracted  from  the  average curren t.  It is a com bination  o f  the fea tures  
of  the average cu rren t  and  the noise tha t  can assure  tha t shuttling can be identified as the 
underly ing transport  m echanism .

6 .  D I S C U S S I O N  A N D  C O N C L U S I O N

W hile designing nanom eter-s ized  devices one inevitably has to face the effects o f  C oulom b 
co rre la t ions  on  the e lec tron  t ran sp o r t  p roperties . T he  m ost peculiar fea tu re  of  such co rre 
lations is known as single-electron tunneling, which de te rm ines  the transport  p ropert ies  of  
m any in teresting  nanodevices. F u r th e rm o re ,  in nanosystems, electric charges produce  not 
only large potentia l d ifferences but also large mechanical forces tha t can be com parab le  
with in te ra tom ic  forces in solids. T hese  forces tend  to  produce mechanical displacem ents
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tha t,  in turn, lead to a feedback  to  the distribution of  electric charges. As a result, coupling 
o f  electrical and mechanical degrees  o f  freedom  is a hallm ark  o f  nanodevices. T h e  aim o f  
this review is to  d em ons tra te  o n e  fundam enta l m anifesta tion  o f  such coupled  m o tio n —the  
shuttle transfer  o f  charge due  to th e  conveying o f  e lectrons by a movable  part  o f  the nanosys
tem . Shuttling o f  charge can occu r  e i ther  because of  an intrinsic instability o r  an external 
A C  source. F rom  an “app lied” poin t o f  view, the role o f  shuttling  can be e i the r  positive 
o r  negative. Indeed , it can h inder  a p ro p e r  opera tion  o f  a single-electron transis tor  at the  
n a n o m e te r  scale. However, an intentionally  periodic mechanical m otion resulting from a 
designed instability can be used to crea te  building blocks for new applications. In particular, 
new principal possibilities for g enera to rs  and sensors at n a n o m e te r  scale appear.

As we have tr ied  to show, the research  a rea  cen te red  a ro u n d  the shuttle  instability involves 
several new principles and possibilities. Thus, there  is a w ealth  o f  in teresting  physics to be 
explored  contain ing both  co h e ren t  and incoherent e lectron transport  facilitated by either  
classical or  q u an tu m  mechanical motion. In particular, one can expect very in teresting  physics 
regard ing  the coheren t  shuttling o f  C o o p er  pairs over relatively large distances as well as the 
c rea tion  of  qu an tu m  coherence  betw een  rem ote  objects by movable  superconducting  grains. 
T his  system, if realized experimentally, would allow for a d e te rm in a t io n  o f  the  decoherence  
ra te  o f  superconducting  devices due  to  the ir  interaction with environm ent.

O n e  can im agine several concre te  systems w here  e lec trom echanica l coupling is very im por
tant. A m ong them  are  nanoclusters  o r  single molecules that can vibrate  betw een  leads they 
bind to, m etal-organic  com posites  showing p ronounced  heteroe las t ic  p roperties , colloidal 
particles, and so on. The  likelihood that a similar physical pic ture  is re levant for the coupling 
o f  magnetic and  mechanical degrees  o f  f reedom  will certainly lead to new p h e n o m e n a  and 
devices. In the la tte r  case, the  coupling is due  to exchange forces, and  it can lead to shuttling 
o f  m agnetization.

T h e re  are a few experim ents  w here  e lectrom echanical coupling has been  observed  and 
so m e  evidence in favor of  s ingle-electron shuttling was presen ted . T h e  com ple te  experim en
tal p roof  o f  the  single-electron shuttle  instability rem ains still a challenging problem . To 
solve this p rob lem  in a convincing way, it seem s to be a good  idea to study the  anom alous  
s truc tu re  o f  the C oulom b blockade in nanom echanica l s truc tu res  with and  w ithout gates, as 
well as to  de tec t  periodic  A C  currents .

Both experim ental and theoretical studies of  shuttle  charge  transfe r  are  u n d e r  deve lop
m en t,  and new works regularly em erge . In particular, a genera l  app roach  to shuttling based 
on an analysis o f  Breit-W igner resonances in an electronic circuit was developed  in a recent 
p rep rin t  [92].

To sum m arize, movable nanoclusters  can serve as new w eak  links be tw een  various norm al, 
superconducting , and m agnetic  systems, leading to  new functionalities  o f  nanostruc tu res .
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A P P E N D I X  A :  C O U L O M B  B L O C K A D E :  R E V I E W  O F  T H E  
“ O R T H O D O X ” T H E O R Y

H e re  we give a brief  review of the so-called orthodox theory  o f  C ou lom b  blockade [12]. 
C onsider  a dot coupled to two leads via tunnel barriers. If one  transfers  the charge q from 
th e  source to the grain, the  change in the energy o f  the system is

M  =  q V , + - 
2 C
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H ere  the  first item is the  work by the source o f  the gate voltage, while the second one is the 
energy o f  C ou lom b repulsion at the  grain. We describe it by the effective capacitance C  to  
take into account po larization  of  the electrodes. T he  graph o f  this function is the parabo la  
with the m inim um  at

'I =  <7o =  <:VK

So it can  be tuned  by the  gate  voltage VG. Now let us rem em b er  tha t the charge is t ransferred  
by the e lec trons with the charge  e. T hen , the energy as a function o f  the n u m b er  n o f  
e lec trons  at the grain is

A U(n)  =  n e V
0 jy n~e~

* ' 2 C

Now let us estim ate  the difference

"> 9e~ e~
AU( n  +  1) -  A U(n)  = eVg +  n -  +  —

We observe tha t at certa in  values o f  VK

Vgn =  - ( 2 n + l ) ^  ( A l )

the d ifference vanishes. It m eans  tha t only at tha t values of  the gate  voltage resonan t  t ransfer  
is possible. Otherwise o n e  has to pay fo r  the transfer  that m eans  tha t  only inelastic processes 
can con tribu te .  As a result, at

‘ » r  -  s

the l inear conductance  is exponentia lly  small if the  condition  ( A l )  is met. This p h e n o m en o n  
is called the Coulomb blockade o f  tunneling. As a result o f  the C o u lom b  blockade, e lectrons 
tunnel one-by-one, and  the conduc tance  versus gate  voltage depen d en ce  is a set o f  sharp  
peaks. T h a t  fact allows one  to  c rea te  a so-called single-electron transistor (SET), which is 
now the m ost sensitive e lec trom eter .  Such a device (as was recently  dem o n s tra ted )  can work 
a t  room  tem p era tu re  provided  the capacitance  (size!) is sufficiently small. Below we shall 
review the simplest variant o f  the  theory, so-called the orthodox model.

For simplicity, let us ignore the discrete  cha rac te r  of  the energy spectrum  o f  the grain and  
assum e tha t  its state is fully charac ter ized  by the n u m b er  n o f  excess e lec trons with respect 
to  an  electrically neu tra l  situation. To calculate  the energy of  the systems let us employ the 
equivalen t circuit shown in Fig. 34. T h e  left (em itte r)  and right (collector) tunnel junctions 
a re  m odeled  by resistances an d  capacitances in parallel.

C harge  conservation requ ires  that

- n e  =  qt +  qe + qg = C„( K ~ V )  +  C ,(K , -  V)  + Cg(Vg -  V)  (A2)

F ig u re  34. E qu iv a len t c ircu it fo r a s in g le -e lec tro n  tran sis to r . T h e  g a te  vo ltag e , V , is co u p led  to  th e  g ra in  via th e  
g a te  cap ac itan c e , C K. T h e  v o ltages Vr an d  V( o f  e m itte r  an d  co lle c to r  a re  c o u n te d  from  th e  g ro u n d .
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w here  V  is the  po tentia l o f  the grain. T h e  effective charge o f  the grain is h<nce

q« = C V  = ne + J2  A K -r  c  s  H  c <
i=e, c, g i

This charge consists o f  four contribu tions, the charge of  excess e lec trons  aid the  charges 
induced by the e lectrodes. T he  elec trosta tic  energy of the grain is then  ln =  q2n/2C.  To 
o rganize  a transport  o f  o n e  e lec tron , one  has to  transfer  it first from emitter to grain and 
then  from grain to collector. The  energy  cost for the first transition,

(2/7 4- 1 )e~ e
u n+l -  u„ = 1 2y  C, v, (A3)

m ust  be less than the voltage d ro p  eVc. In this way, we com e to the criterioi

U « - U n+l+ e V e > 0 (A4)

Similarly, to organize the  transpo rt  from  grain to collector we need

u n+l -  u„ -  eVc >  0 (A5)

T h e  inequalities (A5) and  (A4) provide the re la tions between Vt„ Vc, and /H to make the 
cu rren t  possible. For simplicity, let us consider a symmetric system. H ere

C V,
G , =  a ,  -  G , =  C, % — , VL, = - V = - ±t < '  t  < sy '  t  C

w here  Vh is bias voltage. We have taken  into account that <$C Cc, Cc. T ien  we get the 
criterion

> 2 C
Vl>> ( 2 n + l ) - - - V ^

We observe tha t there  is a threshold  voltage that is necessary to exceed to  orgmize transport. 
This is a m anifesta tion  o f  Coulomb blockade. It is im portan t tha t the  threshold linearly 
dep en d s  on the  gate voltage tha t  m akes it possible to create  a transistor. O f  course, the 
above considerations are  applicable at ze ro  tem pera tu re .

T h e  current th rough  the em itter-gra in  transition can be expressed through the probability, 
p n, to  find n excess e lec trons at the  grain and transition rates, We have

(A 6)
n

T h e  tunneling rates can be calculated  from the golden rule expressions ising tunneling 
transm ittance  as perturbations.  F o r  a symmetric case, the  expressions for these rates are 
given in A ppendix  B, Eq. (B7). A t low tem p era tu res  and low bias voltages, Y^C/e < 1, only 
two charge sta tes play a role. A t larger bias voltage, m ore charge sta tes are involved. As a 
result, the  current-voltage curve shows steps called the Coulomb staircase.

APPENDIX B: SHUTTLE INSTABILITY FOR WEAK 
ELECTROMECHANICAL COUPLING
1. Model and Basic Equations
C onside r  a simple model particle with  charge q = en and mass m  placed in an o n e
dim ensional harm onic  confining poten tia l  k ()x 2/ 2. Assuming that the particle motion is 
d a m p e d  by a viscous friction described by the force —m y x  one arrives at the following 
equa tion  of  motion:

m x  =  —k {]x  — m y x  -f e £ n  (B l)



S hutt le  Transport in N anostruc tu res 47

For small oscillations the electrical field "K can he considered as posit ion-independent and 
p roport iona l  to the bias voltage V.  We put 't =  V j L ,  and in this way define the effec
tive length, /., o f  the system. In the absence of electrom echanical coupling, this equation

y /2 .  H ereby we assume that the  dam ping  is weak, y
Let us multiply Eq. (B l )  by x  and  average over a long time © equal to a large in teger 

n u m b er  of  periods. 0  =  2 7tN / wu, which is also much grea te r  than  the electron transfe r  
t ime tR — R C . In this way, one  ob ta ins  the energy balance for the mechanical energy U — 
m .\->2 +  k^x2/ 2 as

T h e  first item in the r ight-hand side, W = eT,nx, is the work p roduced  by the electric field, 
while the second one is the  viscous dissipation. This is actually a stochastic equation  since 
the  electron transfer occurs via random  e lectron hops.

Obviously, an instability would correspond  to  U > 0. T he  analysis can be substantially 
simplified for a weak e lectrom echanical coupling. Then , one can assume that the m echanical 
energy grows much slower tha t  bo th  the  grain and the e lectron move. In this case, the  
averages in the right-hand side can be calculated assuming that the  grain perform s small 
ha rm on ic  oscillations that conserved the m echanical energy. This assum ption  is valid if the 
averaging time is still less that the  typical instability growth time, t = U f U ,  which we will 
es t im ate  later. Thus we chose

T h e re  are two consequences o f  the coupling weakness. First, the average kinetic and p o te n 
tial energies are  equal, m [ x 2) f 2 = k {](x2) = U / 2. Second, o n e  can split the time average 
n( t ) x ( t )  in to an average over a period  o f  oscillating motion and a subsequen t  average over 
d ifferen t periods:

This  expression only weakly d ep en d s  on t through  a weak time dependence  o f  the oscillation 
am pli tude , and under  conditions o f  Eq. (B3) this d ependence  can be  ignored.

Since n(t )  is a random  quantity  and ,Y ;§> 1, one  can replace the average over the periods 
by an ensemble average, (n) r  in troducing a probability p i:(t)  to find n excess electrons at 
th e  grain at lime t. Thus,

w here  it is assumed tha t x ( t )  — a sin a>0t and the  am plitude  a is essentially time independen t 
at the scale of  a ^ 1.

To calculate the distribution function p„(t ), one  has to specify the transition rates F ± (/i, a ) 

fo r  the processes {n —> n ±  1} occurring at a position ,v. Knowing these probabilities one 
can find /?„(/) from the m aster  equation

describes harm onic oscillations with the frequency wn =  J k ^ / m  and  am plitude dam ping

U = e ' nx  — m y x
.1

(B2)

1, (o. R C  N  <£ (B3)

(B4)

As a result, we arrive at the  following energy balance equation:

U — e>‘ a ( (« ) ,  cos w00„sc _  yU (B5)

= r  (n +  1 , x ) p n+i + r +(n -  1, x ) p u_{ -  p n E  r ± (/2, x ) (B6)
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To specify the probability , one has to  take into account tha t an elec tron  can arrive from  and 
escape to any o f  the electrodes. Thus

r ±(n.  x)  =  r±(/7, x) +  r j ( /7 ,  x)

w here V i ( n ,  x )  is the  probability fo r  an e lectron to hop on  the  grain from  the left e lec trode  
while F x )  is the  probability  to  hop from  the right e lec trode . T hese  partia l  probabilities 
are  strongly influenced to the C ou lom b  blockade and can be expressed as

r | * ! =  J c ' ;\ r (  ±  -  =f n -  -  
L R C  \  2 2

=  (B7)
„ Z

/(•?) «  i--------- ~ iT F — V1 — exp {—f$Ec z)

H ere  we assum e tha t the system is symmetric; the capacitances betw een  the grain a n d  both
leads are  p os it ion - independen t,  C R = CL =  C, while tunne ling  resistances d ep en d  on x
exponentially, R,  R(x)  =  / ? e ±v/A. T h e  dimensionless voltage v is defined as V C/ e ,  while /3~‘ 
is the  te m p e ra tu re .  At low tem pera tu res ,  f3Ec 1, the function f ( z )  ~  z 0 ( z )  w here  0 ( z )  
is the H eavis ide unit s tep  function. This implies quantiza tion  o f  the grain charge [12].

H e re  will discuss the simplest case of  low tem pera tu re ,  and  when th e  voltage is chosen 
at the po in t w here  a new channel is abou t to switch on, vn =  2n  -b 1. In  this case, o n e  can 
directly ca lcu la te  the  ensem ble  average {n)l = YL„ n p „ (0  from  the differentia l equa tion  [93]:

R C  ' =  —2 («), cosh ~jj~ s‘n +  (1 — v)  sinh s*n (®8)

H ere  U{) =  m w jA 2/ 2 is a typical scale for the mechanical energy. Thus, the  p roduced  work 
dep en d s  on  the  m echan ical energy itself and on the bias voltage, v. T o  estim ate  a typical 
scale o f  this work, let us recall that the transition probabilities (B7) in troduce  a natura l scale, 
e / C  for the  bias voltage and  a typical scale, A, for the d isp lacem ent x . T hus ,  a typical scale 
for the quantity  e ?  can be  written  as ve2/ C L .  Since both v  an d  n are o f  the o rd e r  o f  1, one  
has to  c o m p a re  e& with the  m echanical force mor{)x  ~  mcolA. A s a resu lt ,  one  arrives a t  the 
following expression for the  dimensionless e lectrom echanical coupling constan t;

5 =  —A T ~- (B9>m  C L acô

For a nanoscale  grain  and  typical organic junctions, e ~  10"2. We conc lude  tha t the  m echan i
cal energy  shou ld  indeed  vary slowly in time, the characteristic  scale being tg =  ( e ^ o ) 1 ^
This justifies the  sep ara t io n  betw een fast and slow motion. Thus, the p ro d u c e d  work can be 
specified as

W ( U )  =  veu)tlU0W  U
Ua

w here  1 V( U/ U()) is the  d im ensionless energy pumping,

< U \  to
dt (n ) t cos w()t

U{] J 2rr Ji)

As a result, a t low te m p e ra tu re s  and  for the threshold  values of  the vo ltage  one  has to 
analyze the set o f  eq ua tions

E  — v£(ol} W( E)  — y E  (BIO)

W ( E )  — j  dip {n) cos (p ( B l l )
27T •/()

d (n ) ,
tr —:— - =  —2 (n) r cosh( v  E  sin tp) +  (1 — v)  sinh( E s in  ip) (B12)

dip v '

Here  E  ^  UJ U{]i ip == u>,/, {n} =  (n) t — ip. rR =  cj^RC.
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2. Analysis of the Shuttle Instability
T h e  s ta tionary  regime o f  the system is obviously given by the equation

v£(i){)W( E )  — y  E  =  0 (B13)

T his  equa tion  has a trivial solution E  — 0, and  when it is stable, the  system resides in th e  
equ ilib rium  position. Let us call this state  the stationary regime. For o u r  sym m etric  system,
the  curren t-voltage  curve in this regime shows no p ronounced  C ou lom b  b lockade  s truc tu re
even though  there are  peaks in the differential conductance  due to the switching on o f  new 
channe ls  at voltages vn = 2n +  1 [12J.

To analyze the stability of  th e  sta tionary  regime, it is convenient to expand the w ork lf ' (E)  
in pow ers  o f  the dimensionless mechanical energy, E ,

11'( E)  =  a ( v ) E  +  (3{v)E2 ( B 14)

It can  be shown that a(v)  =  (<9W / d E ) E=0 >  0 [93], while the sign o f  /3 =  (I  / 2 ) (d2l f  /  d E 2) t={) 
d e p e n d s  on the pa ram ete rs  o f  the system, see Eq. (B18). Using Eq. (B13) we can define the 
d im ensionless  critical voltage vc from  the equation

vca ( v c) =  y ,  y  =  ( B 15)
SQ)()

N e a r  the critical voltage, |u — uc| <$c ut., one  can expand the mechanical energy  as

W'(E) =  [ a (v t.) +  a ' ( vc) (v  ~  vt. ) ]£  +  &E2 (B16)

T h e  energy  o f  mechanical vibrations at a given voltage v  is then d e te rm in e d  by the  eq u a t io n

v[a(v)  + (3 E] = y  ( B 17)

Using Eq. ( B 15). we find for the energy

E = - i - ---- — [a (v r) +  v ,a'(v , . )]
(3 vc

This  result is meaningful at (3 < 0. It shows that at v > vc the  sta tionary  reg im e is unstab le  
an d  the  s ta tionary  am plitude of  mechanical oscillations grows as \TE  — — vc. A dop ting
n o m e n c la tu re  from the theory  o f  oscillations [94] we are  dealing here  with soft excitation 
o f  self-oscillation where the am plitude  is a sm ooth  function o f  the  d ifference  v — vc. T h e
hard  excitation is associated with a hysteretic behavior o f  the am plitude  versus v — vc. In the
language o f  phase  transitions— taking the oscillation am plitude to be the o rd e r  p a ra m e te r—  
the  “soft7' case corresponds to  a second-o rde r  transition and the “ h a rd ” case to a firs t-order  
transition .

W h en  /3 > 0, the  shuttle  instability develops in a completely d ifferen t way. C o n s id e r  the 
g raphs  in Fig. 35 showing W ( E )  for a fixed set o f  pa ram ete rs  fo r  four  d ifferen t voltages 
a long  with the line y E .  C onsider now the system located in O a t a voltage v <  vc{. In this 
case the system is in the static regime and  exhibits the  same behavior as an ord inary  doub le  
junc tion . As the voltage is increased above a second stable s ta tionary  po in t  B appears ,  
bu t the  system cannot reach this point since O  is still stable. At v =  vc2, O  beco m es  unstab le  
an d  the system “ju m p s” from O  to C. This instability we refer  to as hard since the  am pli tude  
changes  abruptly  from E  =  0 to E  =  E 2 as the voltage is raised above vc2. Now consider  
the  case o f  v >  vc2 when the system is originally at som e stationary po in t  and  the  voltage 
is low ered. At 2; < vc2, O  becom es stable but canno t be reached  by the  system until v  has 
d ro p p e d  to v =  vc,. A t uf l , th e  point A  b ecom es  unstable and the system will “ju m p ” to O.  
T his  transit ion  is charac terized  by an ab ru p t  d ro p  in am plitude from E ] to  E  =  0 at v =  vc]. 
Since vL { < vc2, the system will obviously exhibit a hysteretic behavior in the  transit ion  region.
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F ig u re  35. S ch em atic  en erg y  d iag ram  fo r  th e  case (3 > 0. T h e  g raph  show s /■/' ( E ) fo r a  fixed se t o f  p a ra m e te rs  fo r 
fou r d iffe ren t vo ltag es a lo n g  w ith  th e  line y E .  W hen  v < only O  will he a  s ta b le  s ta tio n a ry  p o in t. A t v  =  
a second  unstable s ta tio n a ry  p o in t A  ap p e a rs . F o r vc] < v — v ‘ < vc2, w e have  tw o co ex is tin g  s ta b le  p o in ts  0  an d  
B  lead ing  to  the  h y ste re tic  b eh av io r o f  th e  system  d iscussed  in the text. A t v =  vi2, A  will b eco m e  u n sta b le  and  
th e  system  is d e te rm in e d  to  be in th e  lim it cycle w ith  am p litu d e  c o rre sp o n d in g  to  en erg y  E : a t th e  in te rsec tio n  C . 
A s v is in c reased  above vv2, th e  only  s ta b le  s ta tio n a ry  p o in t left is C  c o r re sp o n d in g  to  a lim it cycle w ith  a m p litu d e  
a  \/~E. A d a p te d  w ith  p e rm iss io n  from  [93], A . Isacsson  e t al., Physica B  255, 150 (1998). ©  1998, E lsev ie r B. V.

For a simplified case o f  low tem p era tu res  and  v = vn, o n e  can solve Eq. ( B 12) approxi
mately for small E, then substitu te  the solution in Eq. (B 1 1) and co m p u te  fi. O n e  obta ins  [93]

_ v — 1 T»(T7, — 12)
/3 = -------  (B18)
P  16 ( r*  +  4)2 V ;

Thus the b o rde r  be tw een  the soft and  hard  excitation co rre sp o n d s  to  rR =  2 ^ 3 .
It is worth m ention ing  that numerical analysis [93] pred ic ts  significant d if fe rence  in the 

f - V  curve in the static and  shuttling regime (see Fig. 36).

/

v

F igu re  36. C u rre n t th ro u g h  the  C o u lo m b  b lo ck ad e  system  in th e  sta tic  reg im e  ( v < vt ) a n d  in th e  sh u ttle  reg im e 
(t; >  As th e  system  e n te rs  th e  sh u ttle  reg im e th e  cu rre n t (so lid  lin e )  d ev ia te s  fro m  th e  c u r re n t  fo r a  sta tic  
d o u b le  ju n c tio n  (d a sh e d  line). A fte r  th e  tran sitio n  to  th e  sh u ttle  reg im e d is tin c t s te p s  can  be se en  in th e  c u rre n t. 
T h e  cu rre n t is n o rm a liz ed  to  th e  freq u en cy  o f  h arm o n ic  osc illa tions, to  d e m o n s tra te  th a t th e  s te p  he ig h t in 
the  sh u ttle  reg im e is p ro p o rtio n a l to  &>„. In o rd e r  to  m ake a co m p ariso n  w ith  th e  c u r re n t in th e  s ta tic  reg im e, this 
c u rre n t has b een  sca led  by th e  sam e fac to r. R e p rin te d  w ith perm iss ion  fro m  [93 j, A . isa csso n  c t al., Physica B  255. 
15(1 (1998). ©  1998, E lsev ie r B. V.
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APPENDIX C: QUANTUM DYNAMICS OF A SHUTTLE
H e re ,  following Fedorets  [95], we briefly review the dynamics o f  a qu an tu m  shuttle.

1. Model
T h e  system Ham iltonian  reads

H e re  the te rm

^ le a d s  — ^ a k  ^ a k ^ o c k  
c x . k

describes  nonin terac ting  e lec trons in the leads ( a  =  L, R)  with constan t density o f  states. 
T h e  o p e ra to r  attk(aak) c rea tes  (destroys) an elec tron  with m o m en tu m  Ic in the  lead a.  T he  
e lec trons  in each lead are  held at a constan t  e lectrochem ical po ten tia ls  f iL R = =peV/2 ,  w here 
e <  0 is the  electron charge and V  >  0 is the  bias voltage. T he  term

f t  =  £  Ta( x ) [ A l c  +  c*Aa]TL'g {x) = A

re p re sen ts  tunneling o f  e lec trons be tw een  the island and the leads. For simplicity, it is 
a s su m ed  tha t the tunneling am plitudes do  not dep en d  on the e lectronic  q uan tum  num bers, 
which allows us to in troduce the  o p e ra to rs  A a = J2k aak *n Eq. (C l ) .  T h e  term

r r  r i + P~ *710)1 X1
//do t s  K  -  e Z x ]  c C +  —  '2 m 2

describes  the  electronic and  vibrational deg ree  o f  f reedom  o f  the central island, that is, the 
single e lectronic  level and the  q uan tum  oscillator associated with the  cen te r  o f  mass m otion 
o f  th e  island. T he  o p e ra to r  c*(c) c rea tes  (destroys) an elec tron  on  the level in the island. To 
descr ibe  dam ping  of the  cen ter-of-m ass m otion , we have coupled  the oscillator to a bosonic 
h e a t  bath  The te rm  Wbath_osc rep resen ts  the  coupling be tw een  the oscillator and  the
h e a t  bath. We assum e that this coupling is l inear in x  and t r e a t  it in the w eak-coupling 
limit. The  dam ping  is charac terized  by a dissipation rate  y.  F or  simplicity, only the zero  
t e m p e ra tu re  case is considered.

For  convenience, la ter  in this section we will use d im ensionless variables. All lengths will 
b e  m ea su re d  in units o f  x0, p  (in units o f  h / x ()), energ ies  (in units of  hco0), t ime (in units o f  
w “ l ), and  magnetic field (in units  o f  hco^/ji).  T h e n  the  H am ilton ian  for the island can be 
w rit ten  in the simple form

dot =  ta) -  d A ^ c  +  H o s c ,  H „ x  =  l-  [ p 2  +  X 2 ]

w h e re  d  =  c%/(Ma) lx{)) is the  shift in the  equilibrium  position o f  the oscillator caused by 
th e  e lectric  field % a f te r  an elec tron  is p laced in the dot.

We will study the system analytically in the high voltage limit, assum ing that th e  following 
cond it ions  a re  satisfied:

Y «  1, A '2 1, y  1 ( C l )
A

We assum e tha t the d issipation rate  y  is small because  we are  in te res ted  in nontrivial dynam 
ics o f  the  mechanical degree  o f  freedom .
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2. Generalized Master Equation
In the Schrodinger rep resen ta t ion , the time evolution o f  the system is d e te rm in ed  by th e  
Liouville-von N eum ann  equa tion  fo r  the total density o p e ra to r  cr(/):

id,cr[H, a ]  = [ / / leiKts +  / / dot, <r] + [ f l ,  cr]

where [ A , B] denotes  the co m m u ta to r  o f  the opera to rs  A  and  B.
Since we are  in terested  in the evolution of  the dot variables, we need  to know only the  

evolution o f  the reduced  density o p e ra to r  p, which describes the  vibrational degree  o f  f ree 
dom  coupled to the single e lectronic  sta te  in the island. This red u ced  density o p e ra to r  is 
ob ta ined  from the total density o p e ra to r  a  by tracing over the e lec tronic  degrees  o f  f reedom  
o f  the leads:

P (  0  = T r leaUs{r7(/)}

To derive the equa tion  of m otion  (E O M ) for the reduced  density  o p e ra to r  (a so-called 
generalized m aster  equation),  we transfo rm  Eq. (C2) into the  in terac tion  picture  with respect
to Ha S3 +  Haol:

idi&{t) = [0(0, <r(0I

where

ar(t) =  eIHnta ( l ) e  iH

=  eiH"ln ( t ) e ~ iH{)‘

We treat the  e lec trons in the leads as a ferm ionic  bath whose equilibrium  sta te  is virtually 
unaffected  by the coupling to the  dot. T herefo re ,  the following approx im ation  can be m ade

<7(f) ^ p ( 0 ®  Pleads (C 2 )

w here p(t )  =  T r leads{<7(0} is the  reduced  density o p e ra to r  in th e  in te rac tion  represen ta t ion . 
To use the factorization approxim ation  given by Eq. (C2), we transfo rm  Eq. (C2) into  its 
equivalent form  before tracing over the leads:

dta ( 0  =  - i [ n ( 0 ,  a-(O)] -  f  dt\  [1 1 (0 , [ n ( / i ) , o - ( / | ) ] ]  (C3)

Tracing ou t from Eq. (C3) the  lead variables and assum ing large-voltage limit, e V  ha)0, 
one  can transform  this equ a t io n  into a form local in time,

P =  i \ l { c x - p \  +  ■■ r f } +  Jyf> (C 4 )

w here the first te rm  in the righ t-hand  side describes the free  evolution o f  the oscillator; the 
second term

^ r P  =  -  ^{IYccT. p }  +  j t R c p c J  f R -  | { f « c +c, p i }

describes tunneling o f  e lec trons on  an d  off the dot; Fa =~. Ftt( i )  =  27rU'cJ]~(x) /ha)n-,

• f y P  =  - y  [ X ,  [ P -  P } \  ~  | [ X ,  \ X , p ]  j

is the  dissipation term , and y  is a dissipation rate; {A , /^} den o te s  an tico m m u ta to r  o f  the 
opera to rs  A  and B.

It follows from  Eq. (C4) tha t  the time evolution o f  the  e lec tronic  diagonal e lem ents  p 0 =  
(01p10) and p, =  ( l | p | l ) ,  |1) == c (jO) is decoupled  from  the  evolution o f  the  off-diagonal
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elem ents. After shifting the origin o f  the .v-axis to the point x  = d / 2 ,  we get the system of 
E O M s for the diagonal e lem ents  p„ and py.

w here  Ff[(.v) ~  F„(a' +  d/2) .  H encefo rth ,  we d rop  the tilde symbol and write F„(x) as Ff(( j ) .  
The expectation value of  an observable A( x ,  p)  in the  vibrational space is given by

and  completely d e te rm ined  by the reduced  density o p e ra to r  p + =  p 0 +  p } for the  oscillator.
T herefo re ,  instead of  w orking with the density opera to rs  p (j and p . .  it is convenient to 

in troduce  a new set p + and p_ =  p (l - p T h e  o p e ra to r  p_ describes the correla tions between 
the vibrational degree  of  freedom  and the electronic degree  o f  f reedom  of the dot.

3. Shuttle Instability
In this section, we will s tudy nonequilib rium  dynamics o f  the oscillator in the vicinity of  its 
g round  state. If the s ta te  of  the oscillator evolves in the direction away from its g round  state 
th en  the ground state is unstable.

Let us look at the time evolution o f  the first vibrational m o m en ts  x ± =  T r{x p .  }• and 
P i  = T r { p p . }. T he  E O M s for the first m om en ts  are

w here  {A)± ss T r{p± /t}  and  F± (.r) e  Fw(a)  ±  T; (x). O n e  can see from this system that the 
dynamics of  the first m o m en ts  is coupled  to the  dynamics o f  the  higher m om ents  o f  all 
orders.

T h e  problem  significantly simplifies if FL(0) =  Fft(0) =  F. In the first o rder  in A the 
system of E O M s for x +, and  n_ becom es closed:

(C6)

( A ( x f p ) ) { t ) =  Tt{ A ( x , p )p( t ) }

-  V r , J A ( x ,  / /)[p,:( 0  \ Pi ( t ) \ ]

x + = P+
. d

i h  =  y p ,  - - 2 n

'i =  - < I  + ( x ) ) „  +  (F_(.v))+ 

x  =  p_ - 2 ( x T +(x))_ + 2 ( x r _ ( x ) ) + 

d
P =  - y p -  -  * -  -  2 ’ ' ( { p '( {p , r +(x ) } )„  + ({P , r _ ( x ) } ) +

x + % p +
. d

/% -  yp -  -  2 n

T h e  correspond ing  characteris tic  equation,

has three roots

A T2 +  1 ’
d  1

a  3 =
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where  we have assum ed, for simplicity, that y  I . Thus

x : (t)  = Co" ' + A c "  c o s ( 0 (C7)

(C8)

T he  first te rm  in Eq. (C7) decays with time, and we can neglect it. If the dissipation ra te  y 
is below its th resho ld  value -ythr, then the expectation value of  the d isplacem eat x + ex ponen
tially grows in time and the  vibrational g round state becom es unstable.

4. Steady State in the Wigner Function Representation
In o rd e r  to  find the  stable regime, it is convenient to w ork  with the W igner runction re p re 
sen ta t ion  o f  the  density o pera to rs  p .:

E qu a t io n s  for  W.. (,\ . p)  can be derived from Eqs. (C5) and (C6). Stationary solutions of 
these eq u a t io n s  can  be ob ta ined  analytically in the limit given by Eq. (C l) .  In the lead
ing o rd e r  o f  all sm all param eters ,  one obtains the distribution function for the vibration 
am pli tude  A  as

while the  functions f { A )  and  D( A)  are defined by som e  analytical expressions tha t  we do 
no t show here.

O n e  can show tha t  the  function PV, ( A)  has maxima at the points  A M, which are defined 
by the cond itions

and f ' ( A . u ) >  0. T h e  functions a 0( A)  and a t( A)  are shown in Figs. 37 and 38. Thus, the 
expression (C9) is actually an equation to find the most p robab le  A M. In the vicinity of these 
points, W + is bell shaped  and can be approxim ated  by a G aussian  distribution function

where X  is a norm aliza tion  constant d e te rm ined  by the  condition

u

(C9)

W +( A )  ‘ exp -  j
( A  -  A , , f  

2(7l,

oo 2 4 6 8 10

F ig u re  37. T h e  fu n c tio n  etu(A )  in E q. (C 9) fo r 1' = l l l  1 . 10 : , 10 \  R e p rin te d  w ith  perm ission  from  [42], F ed o re ts
e t  al., Phys. Rev. L ett. 92, 166801 (2804), © 2004, A m er ican  Physical Society.
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M X

F ig u re  38. T h e  function  a x( A )  in E q. (C 9 ) fo r  P =  I0_l , 10~: , 10"\  R e prin ted  with p e rm iss io n  f ro m  [42], F e d o re t s  
e t  al., Phys. Rev. Lett. 92, 166801 (2004). ©  2004, A m er ican  Physical Society.

with variance =  AD ( A M) / f ' ( A M). Expanding  f ( A )  a round  A  =  0, we find tha t

f  -  2 x ( y  ' y - '^  + ’ A ()

T hus, H\ { A )  always has an ex trem um  at A =  0: a maximum if y  > y thr and  a m in im um
if T <  7thr- This reflects the  fact that the vibrational ground  sta te  is unstab le  w hen  the
dissipation is below the threshold  value.

T h e  function W +( A)  has a maximum at a nonzero  point A c  if

a ( Ac) = jOi{]( Ac) + - ^ a ^ A c )  = y, a \ A c ) < 0 (CIO)

In o rd e r  to find the points o f  maxima (stable points), we have to look at th e  functions
ot[)(A) and a ^ A ) ,  which are  shown in Figs. 37 and 38. T he  positive b o u n d e d  function  
ot{)( A )  behaves as F(1 +  ^42/2A 2) in the vicinity o f  A  — 0 and  for large A , it d ec reases  as 
(ttA 2/ \ 2) \ n ( 2 A / \ V) .  T h e  b o u n d e d  function a {( A)  grows as 4 ^ 2r 3/9A 2 fo r  small A.  For 
large A,  it is negative and  goes to  zero  as - 2 A 2/ ( itA 2).

F rom  the analysis o f  the functions a 0( A)  and cl\(A)* one  can conclude that

• If  y  >  ymax =  max a ( A ) r then there  is only one stable point A — 0.
• lf  Tui r <  y  <  ymax, then the point A — 0 is stable, but there is a n o th e r  stable  point

A c  0. ' ‘
• If  y  < y{hr, then  the point ^ 4 = 0  becom es unstable.

O n e  can separa te  two qualitatively different regimes: a “quasiclassical” regime, def ined  by 
the  condition  d j k  A-4 and  a “q u a n tu m ” regime, where d / k  <<c A~4. T h e  n am es fo r  the 
reg im es  stem  from  the fact tha t the Gaussian  “bell” o f  W+(A)  a ro u n d  the stable p o in t  is 
n a rrow  in the quasiclassical reg im e and has a width o f  the o rd e r  o f  A >  1 in the  q u a n tu m  
regime.

In the  quasiclassical regime, th e  role o f  otx{A)  is negligible and  A f ( A )  is equal to  the 
average  ra te  o f  the energy pum p ed  into the vibrational degree o f  f reedom  o f  the  island that 
oscillates classically with a constan t  am plitude  A.  Thus, the stable points  A c  d e te rm in e d  by 
Eq . (CIO) are  exactly the sam e as the limit-cycle am plitudes ob ta ined  in the  high-voltage 
limit o f  the semiclassical trea tm en t,  w here  the m otion o f  the island was t re a te d  classically. 
In this regime, an external dissipation is requ ired  to stabilize the system. In con tras t ,  in the 
q u a n tu m  regime, there  is a finite stable point even in the absence o f  ex te rna l  dissipation.

5. Shuttling of Spin-Polarized Electrons
T h e  previous approach  can be genera lized to allow for transport o f  sp in-polarized  e lec trons  
be tw een  oppositely  m agnetized leads (see Section 2.5). In this case, the  density  m atrix  has 
a spin structure  p p (T(j,. T he  local in-time equa tion  for p a(/> can be fou n d  similarly to
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Eqs. (C5) an d  (C6). T h e  condition for the shuttling instability is similar to Eq. (C8), however, 
with m agnetic  field d e p e n d e n t  ythr,

d 2 H 2
7,hr(W) =  1

In troduc ing  sp in -d ep en d en t  W igner function (see Section 2.5.2), one  can  find in the  case 
( C l )  the  s ta t ionary  distribution function of  the v ibra tion  am plitude . In th e  quasiclassical 
limit,

\ » X - ‘

the  d is tr ibu tion  W+( A )  is sharply peaked  a ro u n d  stable po in ts  A M d e te rm in e d  by the 
equa tion

d
A  M =  0, f \ A x j )  > 0

with

and

/  =  2 ^ (7  ~  Tthr) +  ' ( - I 1)

Thus, fo r  the d iss ipation  ra tes  above the th resho ld  value y thr, the  function W +( A)  has a 
m axim um  at A  =  0 (i.e., the  point A  =  0 is s table). If y  < y lhr, then  W+( A )  has a m in im um  
at A =  0 (i.e., the  v ibra tional g round state is uns tab le  w hen the dissipation is below the 
th resho ld  value).

T h e  posit ive -bounded  function (3{)( A , H)  has only o n e  m axim um  an d  m onotonically  
d ecreases  for large A  (Fig. 39). O n e  can show tha t  if H  <  V3V,  the  function f3{)( A)  has a 
m axim um  a t  A  =  0, while if H > V 3T , the function /3{)( A )  has a m in im um  at A = 0.

T he  above  s t ru c tu re  o f  the  function /3{)(A,  H )  d e te rm in e s  the  behav io r  o f  the  system in 
the tw o-d im ensional p a ram etr ic  space d — H (o r  y  — / / ) ,  which is sum m arized  in Fig. 15 in 
the fo rm  o f  a “p h ase  d iag ram .”

• If  d / ( yA) >  1/ [max fi()(A)}  ( / / ) ,  the only s tab le  po in t  is A =  0 ( “th e  g round  sta te  
p h a se ”).

• If  l / [ m a x / 3 0( / 0 ]  ( H )  < d / ( y \ )  < ( H 2 4- F 2) / ( 2 / / 2r ) ,  th e re  are  two stable: points: A  —
0 an d  A  — A c  (“ the  bistable phase” ).

• If  d / ( y A) >  ( H 2 +  T2) / ( 2 H 2F), the re  is only o n e  stable point: A  ~  A c ^  0 (“ the shuttle  
p h a s e ” ).

F ig u re  39 . T h e  fu n c tio n  f3n( A , H )  fo r f  =  0.05. R e p rin te d  w ith  p e rm iss io n  fro m  (53], F e d o rc ts  e t al.. cond- 
m  a 1/0408591 (u n p u b lis h e d ).
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APPENDIX D: ABBREVIATIONS
A C  (a lte rna ting  cu r ren t)  nonsta tionary
D C  (direct cu rren t)  s tationary
E O M  equation  o f  m otion
FC  full counting  (statistics)
G M R  giant m agnetoresis tance
N E M -S E T  nanoelec trom echan ica l  S E T  
N E M S  nanoelec trom echan ica l  system
R IE  reactive ion e tch ing
SE M  scanning elec tron  microscope
S E T  single-electron transis tor

APPENDIX E: NOTATIONS

•'■(i =  s/h/miOf 
q =  en 
in 
k n
"(I =  v7 
a
y
r
w
d  =  e t, I  mo)\

./o — (d{]/ 2 tt 
To =  1 / /
A

-iU)t
V
K
/
T
P M
Pn(0

= R C

e lem entary  (e lec tron)  charge
n u m b e r  of  e lec trons  on island
oscillator d isp lacem ent from  its equilibrium position
de Broglie wavelength  of  the oscillat o r
oscillator charge
oscillator mass
effective spring constant
na tu ra l  angu lar  vibration frequency
am plitude  o f  mechanical oscillations
d am ping  constan t  for mechanical m otion
typical tunneling  rate
electric  field
d isp lacem ent o f  the single-change oscillator in the  e lectric  field 
contac t time
natu ra l  vibration frequency [Hz] 
p e r iod  o f  v ibration  
charac teris tic  tunneling length
position d e p e n d e n t  tunnel resistances between island and  ( left/right) lead
position  d e p e n d e n t  capacitances between island and  (left/right) lead
charge  re laxation rate
applied  D C  bias voltage
cou lom b blockade threshold  voltage
direct cu rren t
te m p e ra tu re
probability for n e lec trons to be  transfe rred  during  tim e / 
probability to find n excess e lec trons on the shuttle
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1. INTRODUCTION
Proton and e lectron transfe r  reactions are ubiquitous in chemistry and  govern many im por
tan t physical and biological functions [1-3], In o rd e r  to unders tand  the  mechanisms through 
which such reactions take place and to de term ine  their  rates, one must account for the 
quan tum  na tu re  o f  these  transferr ing particles. This fea tu re  provides challenges for theory 
and  simulation because  q u an tum  dynamics in many-body env ironm ents  is difficult to 
carry out.

T he  rate  constan ts  tha t characterize  the interconversion o f  chemical species can be com 
puted  from  a knowledge o f  reactive flux correla tion functions. In this chapter, we sketch 
the derivation of these  microscopic form ulas for rate constan ts  tha t can be used to com pute  
e lectron and p ro ton  transfer rates. For activated chemical ra te  processes, where chemical 
reactions take place on timescales that are long com pared  to typical microscopic relaxation 
times accessible in c o m p u te r  simulation m ethods, one must devise schemes for sampling 
rare reactive events. We discuss one such m ethod, the b lue m oon  ensemble, which can be 
used to obtain the  ra te  from short time simulations of the  dynamics. T he  reactive flux for
malism provides a natura l decom position  o f  the ra te  constan t expression into a transition 
sta te  theory con tribu tion  and a transmission coefficient th a t  accounts  for dynamical recross
ing events. Because the  transition state theory rate d ep en d s  on the free energy along the 
reaction coord inate , this quantity  is an im portant ingredient in estim ating the reaction rate. 
We give examples o f  the com puta t ion  o f  the free energy for reactions occurring in bulk 
condensed  phases as well as in materials with nanoscale d im ensions such as clusters and 
micelles.

T he  main focus o f  this ch ap te r  is on quantum  mechanical ra te  processes, such as those 
associated with e lec tron  and p ro ton  transfer processes, and  we describe m ethods  for  com 
puting rates of  these reactions. T h e  m ethods  will be illustrated by considering again simple 
models for such processes in bulk and cluster environm ents. T he  em phasis  of this p resen ta 
tion is on the theore tica l  m ethods  and the basic e lem ents  o f  the physical mechanism s that 
underlie  and govern such processes.

A phenom enological description of  the dynamics o f  a chem ical reaction  A  =̂± B  can be given 
in te rm s of the mass action rate law,

w here  n A(t)  and n B{t) are the m ean  num ber densities o f  species A  and B , respectively. If 
we let x  — S n A — h A — rf% — —<5/7;j = —(tiB -  n ^ )  be the deviations o f  the species densities 
from their equilibrium  values, the rate law takes the form .

O u r  goals are to d e te rm in e  microscopic expressions for the  rate constants  and to construct 
algorithms to c o m p u te  the forward k.j and reverse k r = k f K~,l is the equilibrium con 
stan t)  rate constants  by m olecular dynamics simulation.

2.1. Microscopic Expressions for Rate Constants
We present a q u an tu m  mechanical form ulation of reaction rates  because  ou r  primary interest 
is in pro ton  and e lec tron  transfer processes. However, as we shall see below, the classical 
limit results can be used in some circumstances to ob ta in  approxim ations to  q u an tum  rates. 
The rate at which the  A and  B species interconvert can  be de te rm ined  from  the reactive

2. CHEMICAL REACTION RATES

0 )

(2)
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flux correla tion expression for  the rate constant [4-6]. To derive the chemical ra te  law [7. 8], 
we start from the Heisenberg  equation  of  motion for jjf, an o p e ra to r  tha t characterizes the 
deviation of  species A from its equilibrium value,

H ere  the last equality defines the  quan tum  Liouville opera to r ,  J.q. We shall discuss suitable 
choices for such species ope ra to rs  in later sections. We may extract the evolution p ro p o r 
tional to x ( t )  using projection op e ra to r  m ethods [9, 10]. An approp ria te  projection o p e ra to r  
is $>f =  (<9; x)(%;  as ?J>- just projects & on to  The Kubo transfo rm ed  correlation
function is defined as [11]

equa tion  over an initial nonequilibrium  ensem ble  where  \  is fixed, we find the generalized 
chemical rate law.

I f  the rate kernel decays on a timescale r„, that is much m ore  rap id  than  the chemical 
re laxation  time =  ( k f + k r)~',  then  the generalized rate law takes the form of the mass 
action rate  law with

If the projected  dynamics in this equation  is rep laced  by ordinary dynamics [6] and the above 
inequalities on the microscopic and chemical relaxation times apply, the  ra te  coefficient may 
be written as

w h ere  t* is a time such th a t  rm <5C f  rdiem. It is convenient to define the t im e-dependen t 
ra te  coefficient as

w here  we have used the fact that x ( t )  — e'J“'x.  We shall consider the  calculation of  this 
expression in later sections.

(3)

0
(4)

H e re  p e is the quantum  canonical equilibrium density matrix, p t, =  e PH/T t e  lil1 ■ Using the 
o p e ra to r  identity

(i

w here  (i = 1 -  we obtain  the generalized Langevin equation  for j?(£),

(6)

w h ere  the rate kernel is defined as

(7)

T h e  random  reactive flux is R( i )  =  <■*'- V ? , / (.p. If we average the genera lized  Langevin

(8)

(9)

( 10)

K( t )  = k ,.( /)(1 +  K;?) = f  dTk(T)  = — J-Tr[£, x ( 0 ] p A x >  X)  ' 0 0
' .'i, i n p
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2.2. Classical Mechanical Rate Expression
To form ula te  the classical statistical mechanical descrip tion  o f  chem ical reactions, consider  
a m olecular system contain ing N  a tom s with H am ilton ian  H  =  K ( p )  +  K(/*), w here  K ( p )  
is the  kinetic energy, V( r )  is the  po ten tia l  energy, and  (p,  r) den o te s  the 6 N  m o m en ta  and 
coord inates  defining the phase space o f  the system.

We suppose tha t  the  progress o f  the reac tion  can  be cha rac ter ized  on  a microscopic level 
by a scalar reaction coord ina te  £(/ ')  tha t  is a function  of  th e  positions o f  the particles in the 
system. For the reaction A  ^  B,  we assum e that a dividing surface a t  £* serves to parti t ion  
the configuration space o f  the system into two A  and  B dom ains  tha t  con ta in  the m etastab le  
A  and B species. (In general,  it is no t always c lea r  w hat a suitable  choice  of  a reaction
coord inate  is for any given problem. T h e re  is an active a rea  o f  research  devoted  to  the
developm ent o f  schem es for the de te rm ina tion  of  reac tion  pa ths  and  suitable  coord inates  to 
describe the reaction [12-16]. H e re  we assum e that such m icroscopic  coo rd ina tes  are  known 
and show how' to com pu te  the ra te .)  T he  microscopic variable  de te rm in in g  the fraction of  
systems in the A  dom ain  is %(r) = n A(r) — (nA(r))  =  0[£* — £(/ ')] — n A , w here  0 is the 
Heaviside function. T he  angular  brackets  deno te  an equilib rium  canonical average, (••■) =  
Q~l f d r d r e x p { —f i H } - ' - i  w here Q  is the  parti t ion  function and  n A is the  equilibrium 
density of  species A. Likewise, the  fraction of  systems in the  B  dom ain  is n B(r) = 0(g(r)  — 
£*). T he  time rate o f  change of n A(r)  is

,hA ( r )  =  ~ i ( r ) 8 [ { ( r )  -  £ * ]  ( 12)

T he tim e-dependen t forward ra te  coefficient can be expressed  in te rm s  o f  the equilibrium 
correlation  function o f  the initial flux of  A  with the  B  species density at t im e t as [4]

MO -  ^ ( n A0-)nA(r, ,)) = -^({f5[f(r) -  ^ l ^ K O ]  -  f*}) (13)
n A UA

For an activated rate  process, the reactive flux corre la t ion  func tion  will decay rapidly initially, 
followed by a m uch  slower decay tha t occurs on the  t im escale  o f  the slow chemical in tercon
version process. T h e  rate  constan t can be d e te rm in e d  from  the  “ p la te a u ” value established 
during the slow decay of this t im e-dependen t ra te  coefficient [6, 7].

Static and dynamic contribu tions to the ra te  coefficient can be defined by multiplying and 
dividing each te rm  on the r ight-hand side o f  Eq. (13) by (8[£(r)  -  £*]) to obtain

M O  =
\ { i 8 [ Z ( r ) - m K r { t ) ) - € * ] ) \ I « [ t ( r )  -  ^ ] )  ]

\ m o - )  -  {r * ) >  | 1
) j

eq  (
n A  J

[ . / f '  < &
p w w )  1

(14)
VS f I

where (• ■ • )^f  defines an average conditional on £ ( r )  =

(15)

In writing the second fac to r  in Eq. (14), we used  the fact tha t the  equilibrium  average 
(5 [ f  (>) -- £*]) =  P(g*)  is the  probability density o f  finding the value £(r)  — £• o f  the reaction 
coord inate . T he  free energy  W(£' )  associated with the reac tion  co o rd ina te  is defined  by 
W(i;')  =  ln [P (£ ') /P „ ] ,  where Pl( is a uniform  probability  density  o f  Typically, the
free energy will have the form  shown schematically  in Fig. 1. A  high free energy barr ie r  
at £ =  £• separa tes  the m etastab le  reac tan t  and p ro d u c t  states. T he  equilibrium  density  of 
species A  is

D\e  -  ; ( / ■ ) ] ; f  d ( 'P ( ( ' )  (16)
- C ■-
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F ig u re  1. S ch em atic  r e p re se n ta tio n  o f  the  fre e  en erg y  versus £ show ing  the  free  en erg y  m axim um  a t £ =  £* and  
specifica tion  o f  th e  A  a n d  B  dom ains.

The t im e-d ep en d en t  transmission coefficient K ( t )  is defined as K ( t )  = k f ( t ) / k J ST, w here 
the transition state theory  value of  the ra te  constant is given by the limit t  —► 0 + of Eq. (13) 
as [5J  ̂ '

k f J ^  ~  e m i ) )  ( m

T he  transmission coefficient K(t)  m easures  th e  deviations from k ' ST due to dynamical barr ie r  
recrossing events.

2.3. Blue Moon Ensemble
From this discussion, we see th a t  the calculation of  the ra te  coefficient requ ires  the d e te rm i
nation o f  conditional averages depend ing  on specific values o f  the reaction coord inate . T he  
ensem ble  o f  such configurations, which are  visited “once  in a blue m o o n ,” is te rm ed  the blue 
m o o n  ensem ble  [17]. In the b lue m oon ensem ble  m ethod ,  conditional averages o f  observables 
d epend ing  only on configuration  space variables can be c o m p u ted  by applying holonom ic 
constrain ts  to the eq u a t io n s  o f  motion. For the ra te  problem , while the value we wish to 
sam ple is rare  in the original ensem ble ,  only configurations with £ =  £* are  sam pled in the £- 
constra ined  ensem ble . This is illustrated schematically in Fig. 2. In the  blue m oon ensem ble, 
conditional averages a re  re la ted  to constra ined  averages by (here  w e consider the case o f  a 
single constra in t bu t genera lization  to  o th e r  situations is s tra ightforw ard [17])

M W > r  -  W ( r ) - f B  < | Z | - ' « V  { )

F ig u re  2. S ch em atic  re p re se n ta t io n  o f  th e  sam p lin g  p ro c e d u re  in th e  b lue m o o n  en sem b le . T h e  bo ld  line d ep ic ts  
th e  c o n s tra in e d  [£(/*) =  £ j d ynam ical evo lu tion  in p h ase  space . T h e  u n c o n s tra in e d  n a tu ra l evo lu tion  o f  th e  system  
is show n as a d ash e d  line. T h e  o p e n  circles r e p re se n t com m o n  p o in ts  in c o n fig u ra tio n  space , w hich a re  th e  initial 
co n d itio n s  o f  th e  a c tiv a ted  tra je c to ry  sam pling . T h e se  po in ts  a re  no t rea l c ross ings in p hase  space , as th e  tw o 
tra je c to rie s  d iffe r in m o m e n tu m  space . B reaks in the  d ash ed  line d e n o te  lo n g  se g m en ts  in th e  n a tu ra l tra jec to ry  and  
in d ica te  th a t “c ross ings” a re  ra re  ev en ts . T h e  dynam ics re p re se n te d  by the  so lid  line se g m en ts o f  th e  u n co n s tra in ed  
tra jec to ry  c lose  to  th e  c ro ss in g  p o in ts  y ields th e  in fo rm a tio n  n e e d e d  to  c o m p u te  averages .
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w here the observable A(r )  is any function o f  the configuration space coord inates ,

z  =  (19)
.=l m i dr{ dr,

with a  =  £ ( r )  — £' and  (■ • • ) ^ denotes  an average over the constra ined  ensem ble  with £ =  £ . 
E qua tion  (18) allows one  to estim ate  the conditional average on the  left-hand  side in term s 
o f  averages in the constrained ensem ble, which is statistically advantageous.

In a similar m anner, any time correlation  function o f  conditional averages may be written 
in term s o f  constra ined  averages as

{A(r ,  p ) B [ r ( t ), p( t ) ]8[ i ( r )  -  £ ]} _  {\Z\- ' j lA( r ,  p)B[r{ t ) ,  p ( i ) ] ) ( ' ,

( s ( H r ) - n )  ~  m - U2)c

T he  |Z |  factors [18, 19] in these equations arise from the need  to  unbias  the m om entum  
distribution, which is ob ta ined  from the constra ined  dynamics. W h en  N e w to n ’s equations of  
motion are in tegrated  with holonom ic constrain ts  [20], both  a  and  & a re  constra ined  and 
this distorts the m om entum  distribution.

3. FREE ENERGY ALONG THE REACTION COORDINATE
Knowledge o f  the free energy along the reaction coord ina te  is im por tan t  fo r  understanding  
the mechanism s o f  condensed  phase reactions. From  the previous section, we saw that it 
en te rs  the reactive flux form ula for the ra te  coefficient; it also is an im p o r tan t  factor in the 
transition sta te  theory approxim ation to the rate constant.

T he  free energy W { £ )  is the  reversible work needed  to bring the system from a given 
reference  sta te  to £ =  £ . T he  therm odynam ic  force,

=  ( 2 0

can be expressed as the conditional average o f  3F1/3£. If  we pe rfo rm  the derivative in 
Eq. (21), we find

<S(f(r)-f)> <5(£(r)-0>
(F8[£(r)  -  £']> { Z - [''2F ) e

< 8 [ f ( r ) - n >  ( Z - ]'2) ,
(22)

w here |./| is the  Jacobian o f  the transfo rm ation  r u — (rr, q)  from coord ina tes  r to the 
constrain t a  — £(r)  — and  a set o f  rem aining coord ina tes  q.  T h e  quantity  F  whose cond i
tional average de te rm ines  the m ean  force is the  sum of two terms: the first te rm , /3 ~l ^  In \ J |, 
rep resents  the ap p a ren t  forces acting on the system due to  the use o f  genera lized  (noniner- 
tial) coordinates, and the second term , —d V / d ^  co rresponds  to the force corning from the 
poten tia l  V.  Thus, the  therm odynam ic  force can be d e te rm in ed  from a conditional average, 
which can be com pu ted  numerically using the blue m oon ensem ble  [see the  last equality o f  
Eq. (22)]. A n o th e r  expression that does not require  the com pu ta tion  o f  the Jacobian and  
the £ derivative o f  the potentia l has been  derived [21]. T h e  the rm odynam ic  integration of  
f  ) over c will yield the potential o f  m ean force.

3.1. Imaginary Time Path Integral Molecular Dynamics
In p ro ton  and electron transfer processes, the quan tum  charac te r  o f  the transfe rr ing  particle 
canno t be  neglected although, in many circumstances, the env ironm ent in which the reaction 
occurs can be trea ted  classically. Equilibrium propert ies  such as the free energy along the
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reaction  coord ina te  for qu an tu m  activated processes can be com puted  using Feynm an 's  path 
integral app roach  to qu an tu m  m echanics in imaginary time [22]. In this rep resenta tion  of 
qu an tu m  m echanics, qu an tu m  particles are m apped  on to  closed paths /■(/) in imaginary 
tim e t , 0 <  t <  /3ft. To see this isom orphism , consider  a single q u an tum  particle of  mass m 
with coo rd ina te  and m om en tum  o p e ra to rs  r and  /3, respectively. The  H am ilton ian  o p e ra to r  is

H  = l 1  +  V{?)  
2m

(23)

w here V  is the  po tentia l energy o pera to r .  T h e  path integral formalism is derived by eva lua t
ing the trace  in the definition o f  the qu an tu m  canonical partition function Z Q — T re x p [—/? / / ]  
in the co o rd ina te  representa tion ,

Z, = f  d r ^ r l e  in) ,-j

Using, the T ro t te r  formula, this can be rewritten  as

Z n =  limi , . M r
J , i r n \r

(24)

(25)

This eq u a t io n  involves the p roduc t  o f  P opera to rs .  O ne  can insert P — 1 identity ope ra to rs  
in the coo rd ina te  basis /  =  f  dr\ r) (r\  to  obtain

Z, I  n  dri
' 1=1 1=1

(26)

where, because  o f  the trace, the  condition  rP+{ = rP m ust be imposed. T he  matrix e lem ent 
has the form ,

(27)

T h e  coo rd ina te  matrix e lem en ts  o f  the kinetic energy o p e ra to r  p 2/ ( 2 m )  can be evaluated  by 
inserting the identity o p e ra to r  in te rm s  o f  m o m en tu m  eigenstates, /  =  [ d p  \p)(p\ ,  using the 
scalar p roduc t  between co o rd ina te  and m om en tum  eigenstates (r\p)  =  (2irh)  1/2 exp[ipr/h],  
a n d  pe rfo rm ing  the resulting gaussian m om en tu m  integral. O ne  obtains

exp
m P

(28)

With this result, the path integral expression for the canonical parti t ion  function becom es

Z n  = lim (  ——— [  Y]clrie ^ ^ Pl^ n
l’^ ° c \ 2TT[3h2 J J ' (29)

In sim ulations, a finite n u m b e r  P  o f  beads  is chosen. E quation  (29) is the starting point for 
a classical isomorphism: the single q u an tu m  particle with coord inate  r is m apped  to a closed 
o r  ring polymer with P beads  with coord ina tes  /*, [23]. T he configurational statistics o f  the 
polym er is governed  by the  effective po tentia l,

P m  p 1 l>
% ( r ) =  T.in+1 -  n ) 2 + j ,  E  v (ri) (30)

/=!

T h e  p rob lem  is then red u ced  to  sam pling from  a classical canonical distribution involv
ing Vcfr. In m olecular  dynamics, this can  be achieved by defining the  H am ilton ian  Heg  =  
Yl i L \ ( l / 2 ) mefyrf  +  VCjj( f) ), w here  m cjj  is an arb itrary  mass assigned to  the polym er beads. 
T h e  n u m b e r  o f  polymer beads  P  en te rs  into the definition of  the effective potentia l Vcff in 
two differen t ways: it scales the m agnitude  o f  the in teraction  potentia l  acting on the quan tum  
particle ( the  higher P  the sm alle r  this effect); and it de te rm ines  the harm onic  spring constant
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k eff = Pm/[2((3h)2], which represents  quan tum  dispersion effects; it is stiffer f a  h ig h e r  P. 
This stiffness m akes it difficult to obta in  an ergodic sampling of  the dynamics. Mere-over, the  
larger P,  the  larger the n u m b er  o f  degrees  o f  f reedom  one must in tegra te  numerically. Thus, 
a lthough a very large P  is desirable to represent quan tum  effects accurately  ard calculate 
averages correctly, in practice a com prom ise  is needed.

This form ula tion  can be generalized easily to a single quan tum  partic le  i n te n d in g  with 
a bath  of  classical particles. In this case, the bath particles are simply described  by a  single 
polymer bead , and the potentia l  o p e ra to r  Vefj ( r ,  R)  is

Vcff(r, R)  = Veff(r)  +  Vc(r, R)  +  Vh(R)  (31)

where Vh(R)  describes the energy o f  the bath of  classical particles with coord ira tes  R  and 
V<(r, R)  the  in teraction  between the q u an tum  particle (polymer beads)  and  tie classical 
bath particles. Again, the  H am ilton ian  Hejf used for m olecular dynam ics sampliig m ust be 
augm ented  by the kinetic energy of the classical particles: S y L | ( l / 2 ) A / / /?“, w h e e  N  is the 
n um ber  o f  classical particles and are  the ir  masses. Extension to  a ba th  o f  distnguishable 
quan tum  particles is s traightforward. If the bath particles are  indistinguishable, thtn sampling 
is m ore  difficult.

T he  path  integral approach  has been used by Gillan [24] to study ra tes  o f  qu in tum  acti
vated processes with the centroid density as a reaction coord inate . This approach has been 
developed extensively by Voth [25]. In this scheme, the reaction co o rd in a te  is ideitified with 
the position o f  the cen tro id  of  the quan tum  path  rc

(32)
r  /= I

With this definition o f  the reaction coord ina te  and the isomorphism to  a classical ring poly
mer, the classical blue m oon  ensem ble can be applied straightforwardly to  co m p ite  the free 
energy, using the re lations given earlier specialized to the cen tro id  reaction  joordinate ,

* r r
e ~ m ^ )  a  (S [£ (r )  -  £*]> d R  f [  ( r )  -  ^ ] e ' ^ {rM) (33)

i=i

T hese  equations form  the  basis for the calculation o f  free  energy in transfe r  processes o f  a 
quan tum  particle em b ed d ed  in a bath  o f  classical degrees  o f  freedom .

3.2. Electron Solvation in Reverse Micelles
As the first example o f  the com puta tion  of  the free energy along  a reac tion  coordinate, 
we consider the solvation o f  an electron in aqueous  reverse micelle [26]. Reverse micelles 
are fo rm ed  when surfac tan ts  are dissolved in neat organic solvents o r  in organic phases 
contain ing small am oun ts  of  water. In the la tter  case, the reverse micelles are  roighly spher
ical pools o f  w ater  su rro u n d ed  by the po lar  head groups of  the su rfac tan t  m obcules. T he 
w ater/surfactant ra tio  de te rm ines  the micellar size and properties. Reverse  micelles are use
ful as m icroreactors  for chemical and biochemical reactions [27, 28]. Chem ical reactions can 
be carried  ou t in confined environm ents  w here the en co u n te r  ra tes be tw een  species are rapid 
com pared  to  those in the bulk phases and, because polar  and non p o la r  environments are in 
close proximity, reactions tha t are difficult to achieve in bulk h o m o g en eo u s  ervironments 
may be carried  ou t efficiently.

Many of  the unusual p roperties  of  reverse micelles have their  origin in the nature of the 
w ater  phase  within the micelle. Micellar w ater  is often par ti t ioned  into two z^nes corre 
sponding to  surface water, tha t is, w ate r  tightly bound to  the surfac tan t head  groups and 
associated counterions, and bulk water  in the cen te r  of  the micelle. T h e  size o f  the reverse 
micelle and  the relative am ounts  of  these two water phases can be tu n ed  by changing the 
ratio w„ =  [w ater] /[surfac tan t] .  T he w ater  s tructure  within the micelles is often studied 
through  its interactions with probe species and  solvated electrons, p ro d u ced  by radiolysis 
or  o th e r  means. Such studies have provided insight into the na tu re  o f  the  reverse micellar
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structure . Chem ical and biochem ical reactions in reverse micelles often involve elec tron  
transfer  processes.

Molecular-level studies of e lec tron  solvation in reverse micelles are  difficult. T he  micellar 
s tructure  is com plex because it involves the form ation  of  the micelle by a rrangem ent of  the 
surfac tan t h ead  groups a ro u n d  the w a te r  pool. T h e  configurational degrees  of  f reedom  o f  
the tail g roups  play an im portan t  p a r t  in the stabilization o f  the micelle. Microscopic s tu d 
ies o f  micelles in which the full s tructure  o f  the surfactant m olecules has been taken into 
account have been  carr ied  out [29]. Faeder and  Ladanyi [30] constructed  a simple model for 
the surfac tan t m olecules to study micellar structure . The  tail g roups  were neglected by s u p 
posing that the  interior o f  the micelle was confined by a spherical potentia l.  T he  surfactant 
h ead  groups  ex tended  into the w ater  pool and were free to move on the micellar surface. 
This model mimics micelles fo rm ed  using the sodium  bis(2-ethylhexyl)sulfosuccinate (A O T ) 
surfactant in dilute mixtures of  w a te r  in nonpo la r  solvents. For this model, the effects of 
the hydrophobic  portions of the am phiphiles  and the nonpo la r  phase are  taken into account 
th rough  a confining poten tia l  that gives the micelle a spherical s truc tu re  with radius R. T he  
SO{ head  g roups  and N a + co u n te r  ions o f  the surfactant m olecules are  taken into account 
explicitly.

E lectron  solvation in reverse micelles was s tudied  by trea ting  the electron by an imaginary 
time path  integral rep resen ta t ion  [22]. T he model o f  Faeder and Ladanyi was used for the 
micelle. F igure 3 shows a m olecular  configuration for the w() =  7.5 micelle with a solvated 
e le c tro n -p o ly m cr  in the in terior o f  the aqueous  pool.

T h e  coupling  o f  the e lectron to the o th e r  molecules in the micelle was described by 
the po ten tia l  Vl>s, which has th ree  m ain contributions, Vcs = Ve_w +  ^._sov +  K-Na - H ere  
Vt._w is the  e le c tro n -w ate r  po tentia l,  which was taken from the pseudopo ten tia l  model o f  
Schnitker and  Rossky [31]. Assum ing a united  atom  model for S O J  groups, the  e lec tron- 
SOy in terac tion  Ve_so  ̂ was taken  to consist o f  pairwise additive C oulom bic  terms. For the 
e lec tro n -co u n te r  ion con tr ibu tion  y c_Nli' ,  the local p seudopo ten tia l  form given in Bachelet 
et al. [32] was adop ted . T he  poten tia l  energy am ong  the classical particles Vc/ was taken 
from F aed er  and  Ladanyi [30], except for the w a te r -w a te r  in terac tions w here the SPC m odel

F ig u re  3. C ro ss sec tio n  o f  th e  m icelle  show ing  a m o lecu la r  co n fig u ra tio n  o f  th e  in te rn a l s tru c tu re  o f  a w„ =  7.5 
aq u e o u s  reverse  m icelle  w ith  th e  e le c tro n -p o lv m e r  (light gray) so lva ted  in th e  ce n tra l (hu lk  w a te r)  p a r t o f  the  
ag g reg a te . T h e  c o u n te r  ion a n d  su rfa c ta n t h ead  g ro u p s a t the  m icelle  b o u n d a ry  a re  re n d e re d  in b lack  an d  d a rk  
g ray  sh a d in g , respectively .
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was em ployed  [33]. To sam ple  the phase space of  this system governed  by an effective 
po ten tia l  o f  the form  in Eq. (31), the multiple time step in tegration o f  N ew ton’s equation  
o f  m otion  [34] and the staging algorithm [35] were im plem ented. A  chain [36] o f  Nose- 
H o o v e r  th e rm o s ta ts  was used to simulate canonical dynamics. Chains  consisting of th ree  
N o se -H o o v e r  th e rm o s ta ts  set at T  = 298 K were coupled to each C artes ian  coord ina te  of the 
po ly m er-e lec tro n ;  an  additional chain was also a ttached  to the  rest o f  the classical particles.

We now describe the results  of simulations o f  electron solvation on micelles whose sizes 
lie in the n a n o m e te r  range and were characterized by the ratios w(l =  3 (R  =  13.2 A) and  
7.5 ( R =  19.4 A). To investigate the solvation of  the e lectron in the  micelle, the  electron 
cen tro id ,

*  =  * > *  =  ? £ "  <*>  

was fixed at a given distance from the micelle cen ter  by a ho lonom ic  constraint. T he  free 
energy was c o m p u te d  as a function of this distance from the micelle c e n te r  from M D  simula
tions o f  the co ns tra ined  equa tions  of  motion using the S H A K E  algorithm  [37]. T he  centroid 
free energ ies  W/C( r )  for two micelle sizes are presen ted  in Fig. 4. O n e  can see that the 
most favorable  radial positions for the electron solvation in w0 =  3 and w(l =  7.5 micelles 
co rresp o n d  to rc % 2 and  ~ 5 .5  A, respectively. A  rough estimate o f  the actual radial dom ain  
within which the  e lec tron  centro id  is likely to be found can be o b ta in ed  by considering 
regions w here  Wv (r)  rem ains com parab le  to norm al therm al energies. For w(t 3.5, this 
region is a spherica l shell defined by 0.5 < r <  3 A, w hereas  for w„ — 7.5 the corresponding  
shell is sh if ted  and  is defined by 3.5 < r < 7 A. These calculations show that the e lectron is 
preferen tia lly  solvated in the  in terior of the micelle. Additional, m ore  detailed , information 
on the  e lec tron  solvation s truc ture  has been ob ta ined  from such p a th  integral s imulation 
studies [26].

3.3. Proton Transfer in Nanoscale Molecular Clusters
Clusters  a re  an in teresting  env ironm ent for the study of solvent influenced reactions. T he  
co m peti t ion  b e tw een  bulk and surface solvation forces influences the  reaction dynamics 
and  modifies the reac tion  rate. We present results for the p ro ton  transfe r  free energy in 
large liquid c lusters w hose  linear dimensions are  in the  n a n o m e te r  range [38], Such clus
ters  lie be tw een  the microscopic and macroscopic dom ains and possess unusual properties. 
We exam ine the m echan ism  for p roton transfer in a strongly hydrogen b onded  p ro to n - io n  
com plex  in a c luster  tha t consists o f  a classical solvent of  po lar  d ia tom ic  molecules. T he  
activation free  energy  in strongly hydrogen b onded  systems arises a lm ost exclusively from 
solvent effects and  p ro to n  transfer  provides a sensitive probe  of c luster solvent struc ture  and 
dynamics.

r(A)

F ig u re  4. F re e  en e rg y  as a  fu n c tio n  o f  the  position  o f  the e lec tro n  ce n tro id  for d iffe re n t m icelle sizes: w„ =  J (solid 
lin e ); w„ — 7.5 (d o t-d a s h e d  line). T he zero s o f  the m ean p o te n tia l w ere  a rb itra r ily  se t at th e  curve m in im a.
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T he  p ro ton  transfer  is assum ed  to take place between two A  ions in a p ro to n - io n  
complex,

A - H  • A  — A - H - A  

em b ed d ed  in a cluster of  N  d ia tom ic molecules composing the solvent. T he  two ions are• o m
fixed at /?, 2 =  (0 ,0 ,  ± 1 .3 )  A. T he  solvent diatom ic molecules have a dipole m o m e n t  of  
fi — 5.0 D. T h e  interactions am o n g  the cluster solvent molecules, as well as those  be tw een  
the A -  ions and  the solvent, arise from  L ennard -Jones  and C o u lo m b  forces. T he  p ro ton  
interacts with the solvent via C ou lom b forces. T he  p ro to n - io n  po ten tia l  was cons truc ted  
to  m odel s trongly hydrogen b o n d ed  systems and has a negligibly small intrinsic barrier. 
S im ula tions were carried  o u t  for clusters with N  =  40 solvent m olecules at a te m p e ra tu re  of  
220 K, w here  the cluster (solvent plus p ro to n - io n  complex) is in the liquid state.

T h e  ca lculations of the p ro ton  free energy along the reaction coo rd in a te  w ere  p e r fo rm ed  
by trea ting  the  p ro ton  q u an tu m  mechanically and the solvent ions classically as discussed e a r 
lier for e lec tron  solvation. T h e  equilibrium  averages involved in the co m p u ta t io n  o f  the  free 
energy w ere  es tim ated  from time averages over trajectories o f  a system with the H am ilton ian  
ob ta ined  by using fictitious m asses for the polym er beads represen ting  the q u an tu m  pro ton . 
Sam pling from  a canonical distribution was carried  out using N o se -H o o v e r  dynam ics [39, 
40]. In o rd e r  to achieve a p ro p e r  therm aliza tion  o f  the p ro ton  degrees  o f  freedom , a second  
the rm osta t ,  acting  exclusively on the p ro to n -p o ly m er  degrees of  freedom , was included [41].

T h e  free  energy was com p u ted  using the form ulas given earlier, again choosing  the z 
co o rd ina te  o f  the centro id  o f  the p ro to n  quan tum  pa th  in imaginary time, z  =  £ ( ( / ) )  [24, 42, 
43] as the  reac tion  coord ina te .  T h e  free  energy as a function of  2 is shown in Fig. 5. T h e  cal
culations w ere  carried  o u t  using the constra ined  dynamics m ethod  described  above, namely, 
the m ean  force was calculated  by constrain ing z  and  the free energy was o b ta ined  by in te
gration  o f  the  average force acting on z. T he  activation energy (b a r r ie r  height) is es t im a ted  
to be  W (0) — 4.94 kT  (2.15 K cal/mol) and the m inima o f  the free energy  profile are  locatedo . ..
at z min — ± 0 .6 8  A. Because the  intrinsic (bare)  b arr ie r  is negligibly small (0.2 K cal/mol), 
essentially all of  the  activation free  energy arises from solvent effects. F igure  5 also shows the 
free energy d e te rm in ed  from a h istogram  o f  P ( £ )  ob ta ined  in a 2 ns unco n s tra in ed  M D  run.

z

F ig u re  5. F re e  en e rg y  p ro files fo r th e  p ro to n  tra n sfe r  reac tio n . T h e  large d o ts  c o rre sp o n d  to  th e  re su lts  o b ta in e d  by 
in teg ra tio n  o f  the  m ean  fo rce  fo r th e  q u a n tu m  p ro to n . T he heavy solid  line is the  in te rp o la tio n  curve to  th e  above 
re su lts . T h e  o p e n  circles a re  the  resu lts  fro m  the  u n co n s tra in e d  ca lcu la tio n  fo r the  q u a n tu m  p ro to n . T h e  sm a lle r  
d o ts  an d  th in  line c o rre sp o n d  to  th e  resu lts  o b ta in e d  by in teg ra tio n  o f  th e  m ean  fo rce  fo r th e  c lassical p ro to n .
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For com parison, the free energy treating the proton as a classical particle was also c o m p u te d .  
These  classical results, ob ta ined  from a series of constra ined  M D  runs, are show n in Fig. 5 
as a thin solid line. T h e  activation energy is 6.56 kT (2.79 K cal/mol), and the  m in im a  a re  
located at ±0 .74  A. T hese  differences can be a ttr ibu ted  to the delocalization o f  t h e  p ro to n  
charge density in the q u an tu m  system, which influences how the p ro ton  in teracts  with th e  
solvent [41], and not to tunneling  through the bare  barr ie r  as in the case of  weakly h y d rogen  
bo n d ed  systems [42, 43],

O ne  may contrast  these cluster results with the analogous results obtained fo r  b u lk  ph ase  
systems with similar potentia l  models [41, 44]. A lthough the tem pera tu res  a r e  d iffe ren t  
(250 K for the  bulk phase  simulations and 220 K for the cluster) (the  tem p era tu re  range  in 
which a liquid cluster shows no evaporation over the timescale o f  the s imulation dynam ics  
is restricted), we can com pare  the barrier heights in units o f  kT. For the  same so lvent w ith  
a m olecular dipole m o m en t  of  /jl — 5.0 D, the bulk phase  free energy ba rr ie r  he igh t  w as 
2.63 kT, m uch smaller than  that found in the cluster. In both  cases, the  intrinsic b a r r i e r  in 
the strongly b onded  p ro to n - io n  complex is negligible. This model did no t include v ib ra t ions  
o f  the complex, which can lead to substantial changes in the  pro ton  transfer dynam ics  [45].

The solvent polarization reaction coordinate  provides a n o th e r  view o f  the p r o to n  transfe r  
activation free energy. T he  solvent polarization is given by [44, 46-48],

(3 5 ,

T he  points u and u' are  chosen at (0, 0, ± 0 .3 )  A, which are the m inim a of the b a re  po ten tia l  
[44], T h e  free energy as a function of  \ E  was co m p u ted  by monitoring AE  in  a 2 ns, 
unconstra ined  M D  run. The p ro ton  was t rea ted  q u an tum  mechanically as well a s  classically. 
T h e  results are shown in Fig. 6, where the heavy line is the  quan tum  result and th e  th in  line  is 
the classical result. T h e  barr ie r  height for the quan tum  calculation is 4.35 kT and  th e  m inim a 
are located at ± 2 .9 8  x 10~21 C/A. For this choice o f  reaction coordinate , the  f r e e  energy  
profiles are quadra tic  over much larger distance ranges abou t the potential m in im a  and the 
ba rr ie r  is sharper. T he  choice of reaction coordinate  should  not influence the c o m p u ta t io n  of 
the full ra te  constan t provided the barrier  is sufficiently high to m ake  transitions r a r e  events. 
As we shall show in the next section, the solvent polarization  is a convenient c h o ic e  for the 
reaction coord inate  in studies o f  the  dynamics of  p ro ton  transfer  in condensed  phases.

i_\E

F ig u re  6. F re e  energy  p ro files using th e  so lvent p o la riza tio n  as th e  reac tio n  co o rd in a te . T he heavy  a n d  th in  solid 
lines c o rre sp o n d  to the  least sq u a re s  fitting  o f  the  u n co n s tra in ed  ca lcu la tio n s  fo r the  q u an tu m  an d  classica l pro>tons, 
respectively . T h e  o p en  c irc les a re  the  s im u la tio n  resu lts for the  q u an tu m  p ro to n . T h e  un its fo r are; fO21 C /A .
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4. ADIABATIC REACTION DYNAMICS
T h u s  far, we have focused on the free energy along the reaction coord inate . In this section, 
we consider dynamics and  the com pu ta tion  o f  the reaction rate constant. Instead of  treating  
the  most general s i tuation  of  nonad iaba tic  dynamics, which is the topic o f  the next section, 
we begin with a study o f  the adiabatic  dynamics o f  a quan tum  reactive system in ba th  o r  
env iro n m en t  o f  classical particles. A d iabatic  dynamics has been used to com pute  p ro ton  
t ran sfe r  rates [44, 49].

F rom  a theoretical perspective, the  t re a tm e n t  o f  adiabatic dynamics is conceptually simple; 
o n e  needs to solve the Schrod inger  eq ua tion  for the relevant quan tum  degrees of  f reedom  
in the fixed field field o f  the classical partic les to de te rm ine  the ground  state energy as a 
func tion  o f  the positions o f  the classical particles. T he  m otions o f  the classical particles are, 
in tu rn , governed by N ew to n ’s eq ua tions  of  m otion with H ellm ann-Feynm an  forces derived 
from  the g round  s ta te  po ten tia l  energy function. H ere  we outline how such a description 
follows from an approxim ation  to  the full qu an tu m  correlation  function expression for the 
ra te  coefficient and p resen t  examples to  illustrate adiabatic  reaction dynamics.

4.1. Quantum-Classical Adiabatic Dynamics
We begin by sketching a derivation o f  the expression for the ra te  o f  a chemical reaction for 
quantum -classical ad iabatic  dynamics [6]. T h e  starting  point of  the  analysis is the  q uan tum  
m echanical expression fo r  the reaction ra te  given earlier [see Eq. (11)].

We suppose  that the q u an tu m  system is described by the Ham iltonian

"  = +  <36> 

w here  cj and Q  are  the co o rd ina te  o p e ra to rs  o f  the quan tum  subsystem and bath, respec
tively, and  the  po ten tia l  energy o p e ra to r  is V(cj,  Q).  Also, we deno te  the corresponding  
m o m e n tu m  o p e ra to rs  and  masses by lower and upper  case letters, respectively. We shall 
cons ide r  the limit w here  the masses M  o f  the  b a th  particles are  much larger than those of  
the  qu an tu m  subsystem particles, M  m.

To begin, we rewrite the trace  in the  qu an tu m  expression for the rate kernel K( t )  in 
Eq. (11) in the {£?} rep resen ta t ion  for the bath  degrees  o f  freedom  and retain the abstract 
no ta t io n  for the q u an tu m  subsystem deg rees  of  freedom ,

K ( 0  =  ^ < * ; * > - ' T r7 d Q m K x W A Q )  (37)

T h e  p rim e on the trace indicates tha t  only the subsystem degrees of  freedom  are  traced over.
Next, we in troduce  a partial W igner  rep resen ta t ion  [50] of  the bath degrees o f  freedom. T he  
partia l  W igner transfo rm  o f  any o p e ra to r  A  is

A W(R,  P) =  j  d Z  e~‘PZIh( R  +  ~ \A \R  -  (38)

an d  the partial W igner transfo rm  o f  the  equilibrium  density matrix is

P) =  (2 7T hy3N f d Z  e™ [ R - ~ \ p e\ R +  I ) (39)

T h e se  quantit ies  are  still op e ra to rs  in the  subsystem degrees of  freedom.
T h e  evaluation o f  the ra te  kernel requ ires  the com puta tion  o f  the matrix e lem ents  of

trip le  o p e ra to r  produc ts  whose partial W igner transform  is [51]

j  d Q ( Q \ A B p c\Q) =  f  d R d P  [ A ft (R,  P)ehX^ B u.(R,  P) ] ( pe) , , ( /? .  P)  (40)

w here

A = V (, V R - V r ? P (41)
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and the directions of  the arrows on the g rad ien t opera to rs  indicate the d irections in which 
these opera to rs  should be applied. Using these results the rate kernel takes the  form,

K( t )  =  <*; £ > " ' - ^ T r7 d R d P % . { R ,  P )e* v* x„ r(R , P,  0

-  Xw(R,  p ,  t )ehV2iXw(R,  P)]{pe)H (R,  P)  (42) 

w here \ w ( R > P* 0  — Xivi0  is the solution of  the equa tion  o f  motion

= l- [ H wehxrJXw{t)  ~  XwU) eh' rJH n ] (43)

H ere  the partial W igner rep resen ta tion  o f  the H am ilton ian  is

p2 D~
H w ( R , P ) = —  + f -  + Vu ( q , R )  (44)

2 M 2m

Next, we take the limit where the bath particles are massive com pared  to those o f  the 
q u an tum  subsystem. It is convenient to introduce scaled variables such that the  m o m en ta  of  
the heavy particles have the same o rd e r  of  m agnitude  as the m o m en ta  o f  the light particles. 
Consequently, we scale distances by the characteristic  wavelength o f  the light particles, A,„ =  
(ft2/ m e ()) l/2, time in units o f  t{) = h / e (). Here  e0 is an energy unit, typically 6U =  /3' l . In 
these units the light particle m o m en ta  are  scaled by p m — mX m/tA) =  (/rz/e0) 1/2 and the heavy 
particle m o m en ta  by PM =  (M e 0) 1/:. In scaled units h A / ( 2 i )  —► /zA /(2 /) ,  and we may expand 
the equation  o f  motion in the small p a ram e te r  /x =  ( m / M ) l/2. Expanding to linear o rde r  
in fx and  then re turn ing  to unsealed units, the equa tion  o f  motion, Eq. (43), b ecom es [6].

=  ^ [ H n  < Xu (I)} -  { ( { H u  , Xir(O)  -  {Xn ( 0 ,  }) (45)

This is a quantum-classical Liouville equation  for a dynamical variable [6, 52]. Carry ing  out 
a similar /x expansion, the ra te  kernel, Eq. (42), takes the form,

K  ( 0  =  ^  (x; X ) “ ''Tr' f . d R d P  ^  [Xw <Xw (<) \ ~  \  ({ Xw - Xw ( >) } - {  Xw ( 0  > Xw } ) ) ( /V )  w (46)

We may evaluate this expression (45) in any convenien t rep resen ta t ion  and  for this purpose  
we choose the basis of  adiabatic eigenstates of  the H am ilton ian  o p e ra to r  h w ( R)  =  p 1 / 2 m  +  
Vw (q,  R):

h w (R)\cr, R) = Ea( R ) \ a - R )  (47)

E quation  (46) can also be rep resen ted  in this basis. This analysis is the  s ta r ting  poin t for a 
systematic approach  to nonadiabatic  dynamics which will be presen ted  in som e detail in the 
next section. H ere  we will be concerned  solely with the adiabatic  limit w here  the dynamics is 
assum ed to take place on a single adiabatic surface. In this case, the adiabatic  rep resen ta t ion  
of  Eq. (45) takes an especially simple form,

d v a (t)
J t z U .  = {xZ. ( t ) ,HS. }  (48)

where x'i\ = \a: ^ i^ n  (0 |« ^  R) and H\\- = P 2/ 2 M  +  E a(R) .  This is just a classical evolution 
equa tion  but with H ellm ann-Feynm an forces,

F"  =  - { a ;  f l | V M / ? ) | a ;  R)  =  (49)

de te rm in ed  by the potentia l  £„.(/?) ob ta ined  from the so lution o f  the Schrod inger  equa tion  
for the a  adiabatic eigenstate. T he  rate  kernel may be written  in the ad iabatic  limit as

K u(i) =  (,Yi; Ah) ■’ ~ f d R d P  { * " ( / ) ,  }pi'r, (50)
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with p \\c(R* P) = e /  j  cIRcIP c . T he  algorithm for adiabatic  mixed quan tum - 
classical dynamics is simple. T h e  dynamical variables dep en d  on the classical coord inates  
(/?, P) and the adiabatic sta te  |a \ R).  T h e  classical coord inates  evolve by N ew ton’s e q u a 
tions o f  m otion  but with H e llm ann-F eynm an  forces correspond ing  to the a  ad iabatic state  
de te rm in ed  as a function o f  the  in s tan taneous  position R.

4.2. Adiabatic Proton-Transfer Reactions in Solution
We now re tu rn  to the study o f  p ro to n  transfe r  reactions in strongly hydrogen bonded  co m 
plexes but now em bedded  in a bulk  solvent of  d ipo la r  molecules with dipole m om en t 5.0 D. 
T h e  m olecular  dynamics calculations we describe w ere  carried  out for a system of N  =  342 
solvent molecules, two ions, and  a p ro to n  in a cubic box with periodic  boundary  conditions 
[44]. T he  sim ulations o f  the dynam ics o f  the q u an tu m  p ro ton  coupled  to  the classical solvent 
were carried  o u t  as follows. Given a configuration  o f  the solvent, the  Schrodinger equation ,

H ( r \  R ) V ( r ;  R)  = E ( R ) V { r ;  R)  (51)

w here H(r;  R)  is the  H am ilton ian  fo r  the p ro ton  with coord ina te  r in the fixed field o f  the 
classical particles with coo rd ina tes  /?, was solved by expanding the p ro ton  wave function in 
a se t  o f  n =  156 localized G auss ian  functions c/>,(r) as

V ( r ; / ? )  =  f> , - ( K ) < M r )  (52)
/=]

yielding a s tandard  (nonor th o g o n a l)  eigenvalue problem  from which the energies and e igen
functions were ob tained. A f te r  calculating  the  p ro to n  g round  s ta te  wave function % (> ;  R)  
and energy E {)(R) ,  the  p ro to n  con tr ibu tion  to  the  force acting on every site of  the solvent 
was calculated. Given these forces, the  solvent equa tions  o f  motion,

MjRi  =  —V* E 0(R)  (53)

were in tegrated .
Solution o f  the eigenvalue p rob lem  in the absence  o f  the solvent yields an energy spacing 

betw een  the g round  and first excited s ta tes which is som ew hat g rea te r  than k BT,  just within 
the region o f  validity o f  the ad iabatic  approx im ation . In the presence  o f  solvent, the energy 
gap is large when the p ro ton  is hydrogen b o n d ed  to one  of  the ions (reac tan t o r  product
configurations) bu t is co m parab le  to  tha t in the absence o f  solvent w hen the p ro ton  is in the
vicinity o f  the activated region. P ro ton  transfe r  events  are  triggered by solvent fluctuations 
tha t provide no  p referen tia l  solvation fo r  e i th e r  ion, m aking this an  interesting reaction in 
which to study solvent effects on  q u an tu m  reactive events.

T he  choice o f  the reac tion  co o rd ina te  dep en d s  on  the na tu re  o f  the transition process, 
and there  are  a n u m b er  o f  possible ways to construct a function o f  the solvent coord inates  
that can be used to m on ito r  the  p ro to n  transfer. A  possible choice o f  the reaction coord ina te  
is the m ean  value o f  the  z co m p o n en t  o f  the position o f  the pro ton ,

f ( J? )  -  z ( R )  =  ( % ( R ) \ z \ % ( R ) )  (54)

If the reac tion  involves the passage o f  the  p ro to n  from  a region n ea r  one  ion to the o ther,  
configurations with negative and  positive values for £ would co rrespond  to reac tan t and 
p roduct states, respectively. By symmetry, the  activated sta te  is located at £ =  =  0.

The  solvent polarization A E ( R )  [see Eq . (35)] is ano ther ,  m ore  convenient, choice for the 
reaction co o rd ina te  because it reflects the  partic ipation of  the solvent in the p ro ton  transfer  
process. F u r th e rm o re ,  because &E( R)  is an  analytical function o f  th e  solvent coordinates, it 
is easy to gen e ra te  tra jec tories  in which the initial s tates are  located at the  transition  state 
using blue m oon  sampling.

The  expression (17) for the  T S T  ra te  constan t,  specialized to the polarization reaction 
coord ina te  is

k rsr =  {2^ y n ( ^ E - ^  (55)
V \ d ( A E  — AE*)) V '
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where

0  = 2m  \
(56)

assuming all solvent masses are  equal. T he  reaction co o rd ina te  A E  and its time derivative 
are  not statistically independen t,  and the expected value in the expression for k lsl does  not 
factor into coord ina te  and velocity contribu tions [17].

Equation  (55) can be calculated  in the blue moon ensem ble  as discussed earlie r  [see 
Eq. (18)] using the expression,

k m  =  (2 7 7 /3 ) - 1 !2 < S ( A £ - A £ * ) )
(57)

Using this formula, the T S T  value for the ra te  coefficient was found  to  be k TS1 =  (4.03 ±  
0.29) x 10* s~1 [44].

Deviations from  transition-sta te  theory arc accounted  for by the transm ission  coefficient 
k — K(t*), w here rlmc <£ t* <£ r jr with rmic a time that charac ter izes  the  relaxation o f  the 
microscopic degrees  of  f reedom  and  r  the p ro ton  transfer  time. T h e  transm ission coefficient 
takes the form.

< D - |/2A £ f l [ A £ ( r ) ] ) ^ .
K ( t )

/■;=o
( D - ' / 2A £ f l ( A £ ) ) Afc0

(58)

Figure 7 shows the t im e-dependen t transmission coefficient. Initial s ta te  configurations were 
g enera ted  using the blue m oon  ensem ble. At / =  0, the cons tra in t  on  the  reaction c o o rd i 
nate  was released, and particle  velocities were assigned accord ing  to the  genera lization  of 
Boltzm ann statistics for rigid d ia tom ic  molecules. From these  sim ulations, the transmission 
coefficient is es tim ated  to be k  =  0.57 ± 0 .1 1 .  T h ere  is a non-negligible deviation  from  TST  
for this p ro ton  transfer  process.

4.3. Proton Transfer Dynamics in Nanoclusters
We next consider the sam e p ro to n - io n  complex but now e m b e d d e d  in a m esoscopic m olecu
lar cluster [53] instead o f  a bulk condensed  phase. Again w e t rea t  the  p ro to n  dynamics adia- 
batically. Calculations were p e rfo rm ed  for clusters o f  N  =  20 an d  N  =  67 solvent molecules 
at tem p era tu res  o f  200 and 260 K, respectively. U n d e r  th ese  conditions, the  clusters wrere 
in the liquid state. E vapora tion  did not occur o n  the t im escale  o f  the simulations, typically 
several nanoseconds. As discussed earlier, bo th  the average  p ro to n  position  and  the solvent 
polarization can be used to  track the hops o f  the p ro ton  b e tw een  the reac tan t  and product 
configurations.

t(ps)

F ig u re  7. T h e  tim e-d e p em len l tran sm iss io n  coeffic ien t fo r a d iab a tic  dynam ics.
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The cluster  solvent m olecules tended  to strongly solvate the  part  o f  the p ro to n - io n  c o m 
plex with the m ore  exposed negative charge; tha t is, the end o f  the complex that is less 
strongly bo n d ed  to the H + ion. This suggests tha t  the  com plex tends  to “ float” on the surface 
o f  the cluster. W hen the  H + ion is strongly bo u n d  to one A~ ion, this A  — H  dipole has a 
sm aller dipole  m o m en t than tha t of  a solvent molecule. Consequently , the solvent-solvent 
in terac tions are  s tronger than the in teractions be tw een  a solvent m olecule and this part  o f  
the  p ro to n - io n  complex. T hese  energetic  a rgum en ts  suggest tha t  it may be favorable for this 
en d  of the p ro to n - io n  complex to reside on the surface o f  the cluster, a fact supported  by 
the  s imulation results. O f  course, both  en trop ic  as well as energetic  factors com e into play in 
de te rm in in g  the s tructure  o f  mixed clusters [54] but, in the cases studied , energetic  factors 
played a dom inan t  role.

The position  of  the p ro to n - io n  complex in the c luster has a s trong  influence on the na tu re  
o f  the p ro to n  transfer dynamics. In the case o f  a 20 m olecule  c luster the complex resides for 
long portions of  time on  the surface o f  the  c luster and long portions o f  time in the in terior 
o f  the c luster. If the complex is on the  surface o f  the cluster, then  transitions rarely occur; 
however, if the  complex makes an excursion into the interior, then this excursion corre la tes  
with a p ro to n  transfer. 7'he picture is som ew hat different for the 67 molecule cluster. T he  
p ro to n - io n  complex rarely p en e tra tes  deeply into the cluster. Som e o f  the p ro ton  transfer  
events co rre la te  with excursions o f  the complex into the cluster, b u t  only o n e  solvent layer 
d e e p  and  never far from the surface. However, even when the  complex floats on the surface 
o f  the cluster, there  are  frequen t  p ro to n  transfe r  events. F igure 8 shows such a p ro ton  
transfe r  event. Initially, the p ro ton  (gray) is strongly bo u n d  to  the one  o f  the ions (black) 
in the complex. T he  com plex resides on  the surface o f  the  c luster with one end, to which 
the  p ro ton  is weakly bound , solvated in the cluster, and  the o th e r  end extending ou t o f  the 
cluster. In the course o f  time, a fluctuation occurs tha t causes the  complex to  assum e a 
configuration  parallel to  the surface so tha t  the re  is a m ore  nearly equal solvation o f  the two 
ends  o f  the complex. This is a favorable  configuration for the  p ro to n  transfer so that it takes 
p lace in f ram e (a) of  this figure. O nce the p ro ton  transfer  is com plete ,  then  the favorable 
com plex configuration is for the  now strongly hydrogen bon d ed  end  to p ro trude  from  the 
cluster  and the weakly bound  end  to lie within the cluster [frame (b)].

Thus, the  m echanism  o f  the p ro ton  transfe r  depends  on the  size o f  the cluster. For smaller 
clusters, f luctuations lead to p ene tra t ion  o f  the com plex into the  in terior o f  the cluster 
w here  p ro to n  transfer is likely* For larger clusters, transit ions occur primarily by orientational 
m otion  o f  the complex on the surface o f  the c luster  o r  w hen  the complex makes shallow 
p en e tra t io n s  into the cluster. D e e p  pene tra t io n s  o f  the com plex in to  the cluster are  rare. 
F o r  the sm aller  20 m olecule cluster, p resum ably  the  orien ta t iona l  m otion  of  the complex is 
res tr ic ted  on the  surface due to  the larger surface forces.

Figure 9 shows the transmission coefficient as a function o f  time for the 67 molecule cluster. 
T h e  results in this figure show a rapid  decay on a tim escale  that is less than a p icosecond 
followed by a som ew hat longer decay, o f  the  o rd e r  o f  a few picoseconds, to a p la teau  value. 
F rom  this graph, the  transmission coefficient m ay be de te rm in ed  from  the p la teau  values and 
o n e  finds k  =  0.4. T he timescale for the  es tab lishm ent of  a p la teau  in K( t )  is longer in the

F ig u re  8. C lu s te r  co n fig u ra tio n s d u rin g  (a) an d  a f te r  (b ) a  p ro to n  tra n s fe r  ev en t fo r  a 67 m olecu le  cluste r.



78 D ynam ics o f C ondensed  Phase P ro to n  and  E lec tro n  T ransfer P rocesses

F ig u re  9. T ransm ission  coeffic ien t as a function  o f  tim e fo r a  67 so lven t m o lecu le  c lu ste r.

cluster env ironm ent than in the bulk for a similar bu t not identical intrinsic potentia l.  This 
again signals different dynamics in the cluster com pared  to  the  bulk.

5. MEAN FIELD AND SURFACE HOPPING DYNAMICS
T h e re  are  many instances w here  the dynamics can take  p lace  on m ore  than one  potentia l 
energy surface and  transitions between different quan tum  s ta tes  m ust be taken into account. 
In such cases, the  adiabatic approxim ation is inadequate .  C h a rg e  transfer  in m olecules is 
one  example; nonradiative relaxation in m olecular  o r  co n d en sed  phase systems and the field 
o f  photochem istry  provide o th e r  good examples.

In o rd e r  to see how nonadiabatic  effects e n te r  the  dynamics, we consider the  total 
H am ilton ian  for a system com posed  of light (mass m )  partic les  with coord ina tes  r an d  heavy 
(mass M )  particles with coord ina tes  R,

H ( r , R) =
h 2 d2 

i m J r 2
+  h(r;  R) (59)

w here  h(r; R)  =  — 4- V( r ,  R)  is the  H am ilton ian  fo r  the  light particles in the field
of  the fixed heavy particles. T he  adiabatic basis is given by th e  solution of  the eigenvalue 
p rob lem  h\a; R)  =  E a( R ) \ a ; R).  We let (r\a; R)  = R)  be the adiabatic  wave function 
for s ta te  a  and m ake the ansatz

(60)

for the wave function o f  the en tire  system. Substitution in to  the  t im e-d ep en d en t  Schrodinger 
equa tion

ih — V ( r .  R , t )  =  H  V ( r ,  R , t )  
dt

(61)

yields the following equa tion  for the wave function for the heavy' mass degrees  of  freedom:

i h j ^ i R ,  t) =
d-

2 M  dR 2

where we have in troduced  the coupling o p e ra to r  

C  -

0  +  J 2 C a(3'l/ a  ( R - 0

I P 1 ] \ h2
a; R \ ---- a'; R ) ------- (a: R !V„W; R) ■ V,,

2 M \  A / '  !  1 K ' '  R

(62)

(63)
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w here  P Z/ 2 M  is the  kinetic energy opera to r .  T h e  diagonal e lem ents  Caa give corrections to 
the adiabatic e igenvalues Ea , and  the off-diagonal te rm s  describe the coupling betw een the 
d ifferent q u an tum  states. W hen  Ca(3 ~  0 (B o rn -O p p en h e im er  approxim ation), we recover 
adiabatic  dynamics.

We next consider various schem es for constructing mixed quantum-classical dynamics tha t 
allow for nonad iaba tic  effects. T he  q uan tum  and  classical degrees o f  freedom  interact and 
the ir  dynamics must be t rea ted  in a consistent fashion. T im e-dependen t variations o f  the 
classical degrees  o f  f reedom  induce transitions betw een  quan tum  states o f  the light mass 
subsystem and these transitions, in turn , modify the forces that govern the motion of  the clas
sical particles. E h ren fe s t  (or m ean-fie ld) and surface-hopping schem es are  two approxim ate  
mixed quantum-classical m ethods  to describe nonadiabatic  dynamics [55]. Quantum-classical 
Liouville dynamics provides a  m ore  rigorous app roach  to nonadiabatic  dynamics.

5.1. Mean-Field Method
T h e  m ean field app roach  is based  on E h ren fe s t’s equa tions  of  m otion for the evolution 
o f  the position and m o m en tu m  op era to rs  o f  the heavy mass particles. Assuming that the 
expectation value o f  a function can be approx im ated  by the function of  the expectation value, 
w e obtain  the following m ean  field equations,

dR( t )  P( t )

m ) M  {M)
~ =  - v { ^ [ R ( t ) , t] \ h [ R m m ( t ) , t ] }

w here  the wave function evolves th rough  the t im e-dependen t Schrodinger equation,

0 )  =  h [ R ( t ) M R { t ) ,  0 )  (65)

A ccording to these equations, the  heavy mass degrees  of  freedom  evolve classically a long 
a single mean tra jectory  de te rm in ed  by the effective potentia l energy surface E ej[R(t )]  =  
(ifj[R(t),  t ) \h[R(t) \ \ i f / [R(t) , /J). Mean-field m ethods  have been used to com pu te  p ro ton  
transfe r  rates. [56, 57] O uts ide  strong in teraction  regions, the q uan tum  system will typically 
collapse on to  a given state, an d  the m ean  field equa tions  will likely be a p o o r  approxim ation 
to  the dynamics. Surface-hopping  algorithms have been  devised to account for this difficulty.

5.2. Surface-Hopping Dynamics
In surface-hopping dynamics, the  system evolves on specified adiabatic  energy surfaces in te r
spersed  by q u an tum  transitions tha t occur probabilistically and change the sta te  o f  the sys
tem. O bservables are  com p u ted  from an average over an ensem ble of  such surface-hopping 
trajectories. A  variety o f  such schem es have been  proposed . O n e  of the m ost popu lar  is 
Tully’s fewest switches algorithm  [55, 58]. In this m e thod ,  the t im e-dependen t Schrodinger 
equa tion  (65) is solved by expanding  the  wave function in the ins tan taneous adiabatic e igen
sta tes  o f  the H am ilton ian  /i[/?(r)], h[R(t )]\a;  R( t ) )  = E a[R( t )] \a ; /? ( /) ) ,

| W ( 0 , 0 )  =  £ c „ ( / ) | a ; /?(/)> (66)
a

yielding the evolution eq ua tion  for the coefficients

ih<̂ d r  =  ( £ " ~  E° )C“{t) ~ lh  ^  1a  ' (67)a'

w here  d aa, =  (a\  /? ( /) |  R( t ) )  is the  nonad iaba tic  coupling m atrix  e lem ent and

Q ( 0  -  C . ( 0 c x p | /  j  </?7-;0| /?(/ ')  1/7) |  (68)

D uring  each m olecu la r  dynamics t im e s tep  A, the  classical degrees  o f  freedom  evolve
by N ew ton 's  equ a t io n  o f  m otion  subject to H ellm ann-Feynm an forces that depend  on
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instan taneous  adiabatic e igenstates. T he  probability of  a h op  from  sta te  a  to a'  is given by

wa„ =  y„a-Q(y„a-) (69)

w here  0(x)  is the Heaviside function and

-2M t{p;.„(r  +  A ) \ P ( t ) / M]  ■ 

r "“' Paa{ t +  A) 1 ^

H ere  p m  (t)  is a matrix e le m e n t  o f  the density matrix in the ad iabatic  basis, p aa (t) =  
(a ; / ? ( 0 |p ( / ) | a ' ;  R ( 0 )  =  {«; R ( t ) \ V [ R ( t ) ,  / » < ¥ [ / ? ( 0 ,  t] | a ' ;  R( t ) )  =  c'a( t)c ..( t) .

Pechukas [59] p resen ted  a descrip tion  o f  nonadiabatic  dynamics based  o n  an  analysis o f  the 
Feynman path integral expression for the p ropagator .  T he  eq ua tions  o f  m otion  for the  bath  
degrees  o f  f reedom  involve a nonlocal q u an tum  force. Surface-hopp ing  schem es that use 
approxim ations to this nonlocal force have been  construc ted  by Rossky e t al. [60] and  C oker  
et al. [61]. In particular, C o k e r  and  X iao  [61] have shown that a short  t im e approxim ation  
that localizes the Pechukas force leads to Tully’s algorithm.

5.3. Nonadiabatic Proton Transfer in Nanoclusters
Surface-hopping schem es have been  used to  study p ro ton  and  hydrogen a tom  transfe r  rates 
in the  condensed  phase [62] an d  in biosystems [63]. We begin with an investigation of  
nonadiabatic  effects on  p ro to n  transfe r  ra tes in nanoc luste rs  using Tully’s surface-hopping  
dynamics [53].

T h e  model system is the sam e as that described in Section 4.3, namely, a p ro to n - io n  
com plex em bedded  in a c luster  o f  po lar  diatomic molecules. T h e  average  position  o f  the 
p ro ton  z ( R )  = (a; R( t )  | z | a; R( t ) )  is shown in Fig. 10 (bo t to m  pan e l)  as a function  of 
time tor  a  nonadiabatic  reactive trajectory. T h e  up p e r  panel o f  the  figure shows the  p ro ton ic

t

F ig u re  10. ( to p )  P ro lo n ic  s ta te , (b o lto m )  ex p ec ta tio n  value o f th e  p o sitio n  o f  th e  p ro to n  z  as a fu n c tio n  o f  tim e 
fo r a 67-m olecu le  cluster.
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state de te rm ined  by the stochastic algorithm that is used to com pute  the H cllm ann-Feynm an 
forces for the classical particles. N onadiabatic  transitions frequently  occur when the pro ton  
transfers to  and from reac tan t and product configurations. This b reakdow n of the ad ia 
batic approxim ation occurs because the transition state configurations correspond to a nearly 
symmetrical solvation of  the p ro ton  ion complex, and the energy gap betw een the lowest 
adiabatic states is small for such configurations. T he  three lowest adiabatic energies  for a 
short time interval close to the  transition sta te  regime are  shown in Fig. 11. The black dots 
denote  the path of the p ro ton  in the pro ton  sta te  space. The th ree  lowest eigenvalues show 
similar time variations. Proton hops betw een  the d ifferent states occur by ju m p  transitions 
when the difference between the energy sta tes is close to 1-2 kT.

N onadiabatic  transitions influence the m echanism  and rate  o f  the reaction. W hen the 
proton is in an excited state, the  pro ton  density is diffuse and symmetric, and solvent co n 
figurations that favor the transition sta te  are favored. As a result, the n u m b er  of q u an tum  
transitions and  proton recrossing a t tem pts  increase. This changes the transfer  rate. T he  rate  
constant for the reaction was com pu ted  by counting  the n um ber  o f  pro ton  transfers in the 
nonadiabatic  dynamics tra jectories and  was found to be k  =  0.011 ps_ l . T h e  dynamics is 
dom ina ted  by the ground state, and the  change in the ra te  due to surface hopping is not g reat 
for this m odel system. In systems where the nonadiabatic  charac ter  is m ore  p ronounced , 
effects due to proton hops to  the excited states will have im portan t implications for the 
m echanism s and rates o f  the reaction.

Both mean-field and surface-hopping dynamics m ake assum ptions about the na tu re  of  the 
time evolution of  the system. M ean-held  equa tions  assume that the H cllm ann-Feynm an 
forces tha t  govern the classical degrees  of f reed o m  can be com puted  from the time-evolving 
wave function. Surface-hopping dynamics assum es that the classical degrees o f  freedom  
evolve on adiabatic po ten tia l  energy surfaces with q u an tum  transitions de te rm in ing  switches 
am ong d ifferent potential surfaces. We now show how quantum-classical dynamics can be 
derived from quantum  Liouville equa tion  by carrying out an expansion of the evolution o p e r 
ato r  in the small pa ram e te r  /x =  ( m / M ) ' 2 in troduced  in Section 4.1 [52], We again consider 
a q u an tu m  system with H am ilton ian  given by Eq. (36) whose time evolution is described by 
the quan tum  Liouville o r  von N eum ann  equation ,

6. Q U A N T U M - C L A S S I C A L  L I O U V I L L E  E Q U A T I O N

(71)

•  - •

v >
/ / /

l i t

0.0 1 . 0 2.0
tips)

F ig u re  11. In s tan tan eo u s  p ro to n ic  ad iab a tic  e ig en s ta te s  as a fun c tio n  o f tim e.
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If  we take the partial Wigner transform  [defined in Eqs. (38) and  (39)] o f  this equa tion  we 
obtain.

dt

which is the  analog o f  Eq. (45) for a dynamical variable. T he  o p e ra to r  A is defined in 
Eq. (41) and is the  negative o f  the Poisson bracke t  ope ra to r .  Scaling variables as discussed 
earlier  for adiabatic  dynamics, expanding in /x and finally re tu rn ing  to unsealed variables we 
obta in  the quantum-classical Liouville equation  [52, 64-68],

P ' 0  = -  ^ [ H W(R,  P),  p w(R,  p ,  0 ]

+  1- ( \ h w {R,  P ) , p w { R , p , o )  -  \ p w ( R ,  P , 0 .  /*)[)

=  - i $ M R , P , t )  =  - ( H Wl p w { R , P , i ) )  (73)

w here the last line defines the quantum-classical Liouville o p e ra to r ,  '.J, and the quan tum - 
classical bracket, (•, •) [69, 70].

To construct a surface-hopping picture  o f  the dynamics we consider  the rep resen ta t ion  of  
this equation in a basis o f  adiabatic e igenstates defined in Eq. (47). Taking matrix e lem ents  
o f  Eq. (73) and letting p ™ (R,  P)  —- ( a ;  R\ pw (R,  P)\a' ;  /?), we obta in

dpw ^  0  _  y -  -rp f f l ( n p  t \ ( 1 a\
'i. t a a ' , f3f3'PW v  ( ' v

w

w here

i a n 1 * ft}3' ( ^ *Aw'. fifi’ ~   ̂^da’ (75)

w here  <oaa.{R ) =  [Ea(R)  -  E a,(R ) \ /h  = &Eaa,/h  and J  is defined by

p  . i _ d \ .  p  . /  l . a
he.rn -  ■ dc,fty + 2S«P ■ Jp j'W ~ • dl'py1 + 2S<V ' Jp ) 8aP (76̂

and  the nonadiabatic  coupling matrix e lem en t is d aa> = {a ; R\d/3R\a' \  /?„), and

*p )  ( 7 7 )

T h e  classical Liouville o p e ra to r  involving the m ean  o f  the  H e l lm ann-F eynm an  forces for 
sta tes a  and a'  is

IL~ - J i - k  + &  + X ' - W  (78)

T he  quantum-classical Liouville equa tion  may be in tegra ted  an d  solved by itera tion  to 
yield a rep resen ta t ion  o f  the dynamics as a sequence  o f  te rm s  involving increasing num bers  
o f  nonadiabatic  transitions [52],

P , t) = e - U^ ' Py ' " ( R ,  P)  + Z  E r  d t t f  d t : f "  1 d , n■ . , . , , . ’h) -'() •'()»= l (« |«, )•••(«,,a M)

X n  [ e ~ U *  «  ' ( , i  P) (79)
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H ere  p™ (R,  P)  is the initial value o f  the density matrix e lem ent. In this equation , the 
diagonal par t  of  the quantum-classical evolution opera to r ,  e x p { /J ;"a./}, may be written in 
te rm s  o f  classical evolution on the (aa ' )  surface and a phase  factor as,

e~u L >u~t') = dT

=  W ( 80)

T h e  successive term s in the series co rrespond  to  increasing num bers  of  nonadiabatic  t ra n 
sitions, s ta rting  with the first te rm  that describes simple adiabatic dynamics. As an example, 
consider  the  calculation o f  the d iagonal e lem en t  o f  the density matrix, p™{R,  P , t).  T he  
con tr ibu tions  to this matrix e lem en t are  de te rm in ed  by backward evolution from time t to 
tim e  0. T h e  first te rm  in the  series co rresponds  to adiabatic  evolution on state a.  T he  next 
te rm  accounts  for single nonad iaba tic  transitions to  states /3 (/3 ^  a ) ,  which occur at times f  
in te rm ed ia te  betw een  t and 0. T hese  transitions are  accom panied  by continuous m om en tum  
changes  in the  env ironm en t specified by the te rm  in J  involving a m om en tum  derivative. 
Because a single q uan tum  transition  takes place, this contribu tion  must come from  an off- 
diagonal density matrix e lem ent,  p j f  at time 0. D uring the portion o f  the evolution segm ent 
from  t' to  0, the  classical ba th  phase  space coord ina tes  are  p ropaga ted  on the m ean  o f  the 
two a  an d  /3 adiabatic  surfaces and  a phase  factor W a» contribu tes  to the popu la tion  in 
s ta te  a.

T h e  te rm s  involving the b a th  m o m e n tu m  derivative in J  are  difficult to evaluate exactly. 
C onsequen tly ,  we m ake a “m o m e n tu m -ju m p ” approxim ation  tha t  gives J  the  s truc tu re  of  a 
m o m e n tu m  translation  o p e ra to r  whose effect on  any function o f  the  m om entum  is to  shift 
th e  m o m e n tu m  by som e value [52, 70]. To derive this approxim ation, we first consider the 
o p e ra to r  identity, (SaB/ 2) • ^  =  AE (x3M  — 4 — -. T he  action of  the o p e ra to r  on any function 

f ( P )  o f  the  m om en tum  may be written  approxim ately  as

1 +  A E ap M
d

f ( P )  %

= f ^ ( /J ■ +  ^ « # g n ( F  ■ ( /J ■ 4 e ) 2 +  A E a(3M

=--f(P + d nllAP)  (81)

w here  A P  = ~ ( d a(i ■ P)  4- s g n (P  • d ap)y j (P  • d a(3)2 +  AE â M . In the  second  approxim ate  
equality  on the r ight-hand side o f  this equa tion , we have replaced the sum by an exponen
tial. T he  m o m en tu m  vec to r  m ay be written in te rm s o f  its com ponen ts  along d a(i and a 
p e rp en d icu la r  vector d ^ ,  P  =  d ap(dap • P)  -f d ^ ( d ^ p  • P).  In the last line, we used the fact 
th a t  the exponentia l  o p e ra to r  is a translation  o p e ra to r  in the variable (P ■ U sing this 
m o m e n tu m  ju m p  approxim ation , a m em b er  o f  the ensem ble  o f  tra jectories that is used to 
co m p u te  the  density matrix e lem en ts  is shown schematically in Fig. 12.

A similar set o f  equa tions  with similar in terp re ta t ions  can be written for an  o p e ra to r  
A W(R,  P).  We have,

A":a'"(R, P,  t) =  eU^ A & { R ,  P)  + E ( - l ) ” E  f  d h f  dU ■■■ f  dt„
(a-1 a\ )•••(«„«;,) 1

n
* n

k —  1

In o rd e r  to  com pu te  corre la t ion  functions, we requ ire  the quantum-classical time evolution 
o f  o p e ra to rs  as we shall see w hen  we consider  the calculation o f  ra te  constants  using this 
formalism.

id , < //- — / / -1) 
e J,«*- \<*k-l'akak (82)
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'  a(3 
\

\ (R '.P ')

F ig u re  12. A tra jec to ry  se g m en t w ith tw o n o n a d ia b a tic  tra n s itio n s  th a t co n tr ib u te s  to  th e  d iag o n a l e lem en t 
p\"‘{R, P . t)  com ing  from  p f y ( R ,  P , / =  0 ). In th e  tim e se g m en t b e tw een  t" an d  / ’, th e  system  evolves co h eren tly  
an d  the  co n ta in s  th e  p h ase  fac to r

6.1. Simulation Algorithm
As we shall see below, in o rd e r  to  evaluate  the t im e -d ep en d en t  ra te  coefficient, the  quan tum - 
classical time evolution o f  the m atrix  e lem ents  o f  species o p e ra to rs  m ust be co m p u ted .  This 
evolution may be s im ula ted  using the sequentia l short- t im e  algorithm [71, 72]. W hen  the 
quantum-classical Liouville o p e ra to r  is t im e-independen t,  the  evolution eq ua tion  for the 
matrix e lem ents  o f  an o p e ra to r  o r  dynamical variable  m ay be written as

- r A p ' ( R ,  P , t )  = Z  0
(It m

whose formal solution is

p.  t ) = e ^ j ' p > o
m

(84)

Consequently , to co m pu te  the evolution we m ust be ab le  to simulate the action of  the 
quantum-classical p ropagator .

The  p ro p ag a to r  can be w ritten  simply as a com position  o f  p ropaga to rs  in time segm ents 
o f  arbitrary length. F or  example, divide the  time interval t into N  segm ents  o f  lengths A/ =
tj — tj_| so tha t

.v
, , =  FI (e11 ■ -a^axi,a.S'aiW I I'*' i«, ]

(<*i ).=••>(o t ,v -1 <rv . ,)  j —  1

(85)

In any of  these time intervals, the  p ro p ag a to r  satisfies th e  Dyson eq u a t io n ,  s tar ting  from

E f dt 'e ij" .(/-/■ (86)

If At is sufficiently small, one  can  m ake a one -po in t  approx im ation  to the time integral in 
Eq. (86) by choosing a po in t  t' in A t. L etting  t ’ = t j9 one obta ins

, , && e / a. | a . ,, a , (i.
\K

| a, ̂ a‘i _ j/i j — ^ ^ ,_ | a' ,. a ,a,

(8.......8a, !«,*■'it . ^ a A//, (87)

At the end  o f  each segm ent, the  system may e i ther  stay o n  the  same energy  surface or  make 
a transition to a new state.

T he  sequential short- t im e algorithm  is easily im plem ented . T he  total time o f  the calcu
lation is divided into a fixed n um ber  o f  time slices, the m os t  natural choice being  to take 
the m olecular  dynamics in tegration  time step A/ as the length  o f  the slice. T he  phase  space
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coord ina tes  are  p ro paga ted  adiabatically in a time step, and the phase  factor W  is com pu ted  
if th e  evolution is on  the m ean  of two adiabatic  surfaces. At the en d  o f  each time step, the 
probabilities 17 =  |( P / M )  ■ r/| Ar ( 1 +  |( P / M )  • 1A / ) _ 1 and 1  =  1 — 11 are respectively used 
for acceptance or  re jection o f  a q u an tum  transition.

7. NONADIABATIC REACTION DYNAMICS
In this section we sketch a genera l fo rm ula tion  o f  the statistical m echanics o f  nonadiabatic  
chemical rate processes and give reactive flux corre la tion  function expressions for the ra te  
constant. We then illustrate the  formalism with calculations on a two-level model system 
tha t  cap tures  the essential fea tures  o f  many transfe r  ra te  processes.

7.1. Quantum-Classical Reactive Flux Correlation Functions
T h e  reactive-flux corre la tion  functions that may be used to d e te rm in e  the rate constan t for 
activated q uan tum  processes can be derived using linear response theory  [73]. We consider 
a m ult icom ponen t system w here  r in d ependen t chemical reactions take  place. We may asso
ciate  progress variables, x, ar,d affinities (i  =  l , . . . ,  r ) ,  with each  independen t reaction 
step. From linear irreversible therm odynam ics , the  chemical ra te  law describing the time 
evolution o f  the reaction ra tes  J ,  takes the fo rm  [74],

l  =  =  -  E  <88>
j =  I

w here  L {i is an O nsager  coefficient.
To  derive this ra te  law using linear response theory , we suppose  the system is subject to 

ex ternal t im e-d ep en d en t  forces (affinities) tha t  couple  to  microscopic species variables \ Wi. 
T h e  t im e-dependen t H am ilton ian  in the presence  o f  the external forces is

=  (89) 
/—I

w here  the dagger s tands for the  adjoint. T h e  species variables are  in general op e ra to rs  in 
H ilber t  space and functions o f  the classical phase  space variables, Xwi(R> P)- 

T h e  chemical ra te  law can be derived by calculating the nonequilib rium  average o f  x  w- h

h  ~ ~  =  Tr' f  d R d P  i  m p w ( R , P , t )  (90)

to linear o rd e r  in the affinities. A ssum ing the tim e depen d en ce  o f  the affinities can be 
rep re sen ted  by a single Fourier  com ponen t .y/,(0 =  cxp(i(ot):/li(co), l inear response  theory 
gives

= (91)
t U  j =  I

w here  the one-sided Fourie r  transfo rm  of the  matrix response  function is given by

(92)

A lthough  the zero  frequency limit o f  Eq. (91) has the sam e form  as the phenom enological 
ra te  law (88), the zero  frequency limit o f  Eq. (92) may be shown to be identically zero. 
T h is  is the  well-known p la teau  value p roblem , which is solved by using a pro jec tion  o p e ra to r  
form alism  to project ou t the  tim e varia tions tha t occur on the timescale o f  the chemical 
relaxation processes [6, 7]. Provided the  timescales o f  the  chemical re laxation processes, r (.,
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are  much slower than those for o th e r  microscopic relaxation processes in the system, r m, the 
phenom enologica l coefficients may be ob ta ined  through the co rre la tion  function expression,

(93)

w here  rm t* <£ tc. In writing this expression, we have m oved the quantum-classical b racke t 
to act on the equilibrium density and the initial value o f  the species opera tor .  It is also 
convenient to define the t im e-dependen t O nsager  coefficients by

J3Li7(/)  = - f \ i t ' T r ’J  d R d P i w, { t ' ) ( x l v Pw, )  

=  - T r ' J  d R d P x wM ( x w p  Pwl) (94)

where the time integral has been  perfo rm ed  to obtain  the second  line o f  this equa tion . 
T he  true  phenom enological coefficients, appearing  in Eq. (88), m ay be d e te rm ined  from  the 
p la teau  value of  this expression, should such a p lateau exist. In quantum-classical dynamics 
the O nsager  reciprocal relations are  valid to This is a consequence  of  the fact that
the quantum-classical b racket satisfies the Jacobi identity only to [73].

7.2. Two-Level Model for Transfer Reactions
O ften  many features o f  p ro ton  and e lectron transfer  processes can be cap tu red  by simple 
two-level models. In this section, we show how the general reactive flux formalism may be 
specialized to a transfer  reaction A  ^  B  w here  excited s ta tes partic ipa te  in the reaction.

To this end, we consider a two-level system coupled to a classical bath. In accord with the 
s tandard  picture  o f  reaction rates for such systems, the H am ilton ian  opera to r ,  expressed  in 
a diabatic  basis {| f ) ,  | i ) } ,  is taken  to  have the form [73].

H
K ( R o) +hy oR i) - m i  

- M l Vn( R {)) - h y {)R {)
+ f  pf  

2M> o )=i
(J )~  ? 1 I (95)

In this model, a two-level system is coupled to a classical non linea r  oscillator with mass 
M0 and phase  space coord inates  (/?„, P0). T he  coupling to  the two-level system is given by 
—h y 0R 0 = h y ( R (i). T he  nonlinear  quartic  oscillator, Vn( R 0) =  aR^ / 4  — b R \ /2, is bilinearly 
coupled to a harm onic  bath  with O hm ic  spectral density. From the  s tructure  o f  th e  first 
2 x 2  matrix in Eq. (95), the diabatic energies are  given by E f  2( R q) ~  o) ^  an<  ̂
the coupling betw een  the diabatic states is —ftfl. T he  N  ind ep en d en t  harm onic  oscillators 
labeled j  =  1 , . . . ,  /V have masses My and frequencies a>r  T he b i linear  coupling is ch a rac te r 
ized by a spectral density, J(co) = rr /  {2M }(o-)3{a) -  a;; ), o f  O hm ic  type w here  [75,
76] Cj =  (£ftwllM /) l/2wJ, aij =  —coL. ln ( l  -  M > M - )  and w0 =  J f ( l  -  

T h e  adiabatic  sta tes are ob ta ined  by diagonahzation  o f  the two-level system ham iltonian  
(95) and a re  given by,

| i ;  R o) = - - [ ( i  +  G)\ t )  +  ( i  — G ) |  ; ) J  

(2- R n)  =■ - [ - ( I  -  G ) |  f )  +  (1  +  G ) j  l ) j

(96)

(97)

where  Y(R ) =  v/2 (  1 +  G2(RU)) with O(R.j)  =  y (/?,,) l[ - f l  +  N/ n 2 +  y 2(/?„)]. In the fol
lowing. we use the notation (R,  P) ~  (/?,„ /? , .........RN, Pth P {, . . . ,  PN) for the point in the
2 ( N  +  1) dim ensional phase space of  the model. The  correspond ing  adiabatic  energies are 

= Vi>(R ) T  \A * 2 +  y 2( ^ fl). where

P~
(98)
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Insight into the na tu re  of  the reaction dynamics can be gained by considering the adiabatic 
free energ ies  along the R{) coord ina te ,  W7, 2(/?0), defined by

W l 2( R t)) = - p - 1 ln (  [ U d R j Z ^ e  ^ )
V  7=1 '

= / 3- ' \ n z i_2 +  v M T j i r -  +  y ^  m

w h ere  Z ,  2 — j  d R  exp[ - f iE\  2(R)].
T h ese  free  energy functions are  p lo tted  in Fig. 13. T he  ground sta te  free energy profile 

has  two m in im a correspond ing  to two stable sta tes separa ted  by a barr ie r  at R () =  0.
We define the positive and negative values of  R {) with species A  and i3, respectively. Thus, 

we take  fo r  the species variables, N A — ®( R {]) and  N B =  0 ( —R {]). T he  chemical reactions,

k a B
A  ^  B  (100)

^BA

arc  descr ibed  by the mass action  ra te  law,

=  k Afln, , ( t )  + k BAn B( t ) (101)

which may also be written in the form

Chl £ l  =  - k A B FiA (  t ) ( \ - e ~ W ' )  (102)

by using  the  fact that the chem ical po ten tia l  o f  species a  is f i a =  fj}"] 4- /3_l In/?,, w here 
a  =  A ,  B.  T h is  form  m akes evident the fact that the  driving force o f  the reaction is the  
chem ical affinity ;4(t) =  {iA(t) — /x#(/). If we linearize this ra te  law close to  equilibrium, we 
o b ta in

^ A ! l  =  - k ABn y M ( t )  (103)

We m ay now read  off the  re la tion  be tw een  the O nsager  coefficient and the rate constant.  
We have,

L BA = k ABh‘2  (104)

Ro

F ig u re  13. F re e  en erg y  curves v ersus R {] fo r  th e  tw o -sta te  m o d el. T h e  heavy solid  lines a re  the  g ro u n d  an d  excited  
s ta te  free  en e rg y  curves, and  th e  ligh t line d ep ic ts  th e  m ean  o f  th ese  curves.
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C onsider the calculation o f  L BA( n ^ )  1 =  k AB. Using Eq. (94) and  the definition (104), we 
have

kAB{t) = -(pnyr 'Tr J d R d P x M X a, Pmh

= f  d R d P x f ( t ) { x A ,  PWX<S (105)
era'

In the second line o f  this equation, we expressed the trace in te rm s o f  th e  ad iaba tic  basis. 
This correlation  function expression can be used to com pu te  k  AB.

A n expression for the t im e-dependen t ra te  coefficient k  AB(t)  can be fou n d  by evaluating 
the matrix e lem ents  o f  the  quantum-classical b racket in the ad iabatic  basis an d  using N Aa = 
8aa (*)(R{]) and N Ba' =  Smv ®( — R {]). If we m ake use o f  the fact tha t the  quantum -classical 
equilibrium density has the  form.

w here

and

Z n 1 e - W - , Z ,  V  I  d R d P  e (107)

raa _  Jj}_ j (U)n
J  Wv  ~  \  1 ' not' f  We,M()

Q I _  p-Wu't
( l  08)

the t im e-dependen t ra te  coefficient in Eq. (H)5) can be d eco m p o sed  into the sum  o f  two 
contributions:

k . U!(t) = k d.Ui(t) + k';w (t)  ( io 9 )

T he  diagonal par t  o f  the density matrix gives rise to the con tribu tion

k dAB{t) = - ~  E / d R d P  N™( R,  P,  t ) 8 ( R ()) ^ p Z  (HO)
^  A  (x— I

and the off-diagonal part  o f  the density matrix yields

I  d  R d  P J m  { N b2 ( R , P,  t ) } 8 ( R {]) f ^  (111)
fin a J dP0

T he  rate  coefficient can be calculated from  the p la teau  value o f  k AB(t).

7.3. Two-Level Reaction Simulation Results
In this section, we presen t  the results of  simulations o f  the two-level reaction  m odel to  show 
how the nonadiabatic  ra te  constan t can be calculated in the context o f  quantum-classical 
Liouville dynamics. In p resenting  the results, we use a set o f  dim ensionless  coord ina tes
R{) =-. (MgO).c/ h ) i/2R (i, P{) =  (HM0(oc)~[/2P(), Rj  -  [ M - w J h y ^ R j  and Pf =  (hMjCOc)~l^ P r

so tha t H = H/ (hco l ), and the dimensionless p a ram e te rs  o f  the m odel are  i l  = ( l /o)n 
Wj =  Wj/W, . Cj =  (^a )Jm c) l ’2w'r  a =  (ft/(M,yw;'))«, b = b / ( M 0wf), y„ =  (h, /M{](oj)l/2y lh and 
y h =  ( h j M {)(oc) [/2y h. T he dimensionless reciprocal te m p e ra tu re  and time are  /3 =  hcocl3 =  
ha>t f k BT  and J = tcoc, respectively. In the following, the  tilde will be om it ted  to avoid c lu tte r
ing the notation, bu t the use o f  dimensionless units should be unders tood . O u r  calculations 
were carried  ou t for a bath  o f  N  ~  100 harm onic  oscillators with the following va lues  for 
the param eters :  ajmax =  3, £ =  4, 12 — 0.1, y(, — l, a — 3, b — l .8008. an d  =  6.

I f  the dynamics is restric ted  to  the adiabatic  g round s ta te ,  the t im e  evolution o f  R [}(t) 
shown in Fig. 14 exhibits the features o f  an activated rate  process be tw een  two m etastable
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1

"o 0cc

-1

F ig u re  14. T im e se ries  o f  the  c o o rd in a te  R ()(t) a lo n g  a tra jec to ry  evolving on  th e  g ro u n d  s ta te  su rface , typical o f  
c lassical a c tiv a te d  b a r r ie r  crossing  dynam ics.

sta tes. In the adiabatic limit, only the first te rm  in Eq. (87) contributes, and the time- 
d e p e n d e n t  ra te  coefficient in Eqs. (109) and (110) reduces to

* « « ( 0  = 4 *  [ d R d P ( e iL''l® ( R Qm R „ ) £ - p " e (112)
n  J  J M 0

the  s tan d a rd  reactive flux au tocorre la t ion  expression for a classical activated rate  process. 
This ad iabatic  t im e-dependen t rate coefficient is p lo tted  in Fig. 15. It has an initial rapid 
decay followed by a much slower decay, which takes place on the timescale o f  the chemical 
ra te  process. T he  adiabatic  ra te  constan t can  be de te rm in ed  from the extrapolation  o f  this 
slowly decaying portion  o f  the dynamics to t =  0.

In o rd e r  to com pute  the nonadiabatic  ra te  constan t,  we must calculate  the contributions 
com ing  from the two term s in Eq. (109). T h e  te rm  k dAB(t)  in Eq. (110) involves even num bers  
o f  q u an tu m  transitions, w hereas  k°AB in Eq. ( I l l )  requires an o dd  num ber  o f  transitions. 
F igure 16 shows the nonadiabatic  transmission coefficient including bo th  te rm s in Eq. (109) 
for up  to two quan tum  transitions pe r  trajectory. For this contribu tion , the trajectory starts at 
t — 0 from the  ground  state at the  top of  the b a rr ie r  and evolves on the ground state surface 
until t im e r, w here  a quan tum  transition occurs. Between the tim es r ,  and r 2, evolution 
occurs  on  the m ean surface. T h e  ju m p  at time r 2 must bring the trajectory back e i ther  to 
the  g ro u n d  o r  to  the excited s ta te  surface a f te r  which the evolution proceeds adiabatically 
until t im e /. Thus, one has th ree  tra jectory segments: the first and the  last have no quan tum  
phase  fac tor  b u t  the  middle trajectory segm ent has a nonzero  phase  fac tor  arising from the 
c o h e re n t  evolution on the m ean  surface [EX(R)  +  E 2(R)]/2.

1

0 .9

0.8

^  0 .7  ■o< y

0.6

0 .5

5

F ig u re  15. T ran sm iss io n  coeffic ien t k d4H[t) = k adB{t)/k[f , \  v e rsu s tim e fo r  a d ia b a tic  dynam ics.
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t

F ig u re  16. T im e -d e p e n d e n t tran sm iss io n  coeffic ien ts k 'U!( i ) — k AH{ t ) / k . T h e  low er curve show s th e  o ff-d iagonal 
c o n tr ib u tio n  ( k ‘[U)). T h e  m id d le  cu rve  arises  from  the  sum  o f  all the  n o n a d ia b a tic  c o rre c tio n s  [ki1ab {t)  +  k'^/#(/)]  
c o n s id e rin g  u p  to  tw o q u a n tu m  tran sitio n s . For co m p ariso n , th e  u p p e r  curve show s th e  a d ia b a tic  re su lt Ka.fn(t).

Figure  16 shows also th e  nonadiabatic  te rm  K°AB(t) = k AB/ k AB versus time. Only odd  
nu m b ers  o f  n o n ad iaba tic  transitions contribu te  to  this term . T he  con tr ibu tion  k AB(t)  in 
Eq. (I  l l )  d ep en d s  on  the  off-diagonal part o f  b racket ( N A, p W(̂ )aa- and the  off-diagonal 
par t  o f  the  species variable  N B a(t),  ( a  ^  a'). O n e  can  see tha t this off-d iagonal te rm  gives 
a negligible co n tr ibu tion  so  tha t the main physics is conta ined  in k AB(t).  Finally, the  full 
t im e -d e p e n d e n t  ra te  co n s tan t  in Fig. 16 shows that the inclusion o f  n o n ad iaba tic  transitions 
significantly reduces  the  ra te  constan t below that o b ta ined  using adiabatic  dynamics.

8. CONCLUSIONS
T he  ra tes  o f  p ro to n  and  elec tron  transfer reactions in condensed  phase  env ironm en ts  are 
difficult to  d e te rm in e  because  the quan tum  na tu re  of  the transferring particle  m ust be  taken 
into account. In m os t  c ircumstances, we can use a mixed quantum-classical ap p ro ach  to 
study such reac tions  b ecau se  solvent molecules are  typically much heavier  than  the  p ro ton  
or  e lec tron  be ing  t ran s fe rred  in the reaction. Equilibrium  properties  such as th e  f ree  energy 
along  the reac tion  co o rd in a te  may be com pu ted  using Feynman pa th  integral m ethods . T h e  
free energy  prov ides  in fo rm ation  on the reaction m echanism  and is an im p o r tan t  ingredient 
in the  transit ion  s ta te  theory  approxim ation to the ra te  constant. D ynam ical p roperties, 
such as the full ra te  co ns tan t ,  are  much more difficult to com pute .  Mixed quantum -classical 
dynam ical schem es m ay be used to de te rm in e  transport  p roperties. A diabatic  dynamics, 
w here  the m otion  o f  the  classical degrees of  f reedom  takes place on a single po ten t ia l  energy 
surface, is th e  s im plest such scheme. However, this approach  breaks down w hen  transitions 
am o n g  the q u a n tu m  sta tes  take  place. In this case, nonadiabatic  dynamics m ust  be  used. T he 
quantum -classica l Liouville equa tion  and the associated statistical m echanical derivation of  
the  n o n ad iaba tic  reactive flux form ula  for the ra te  o f  the  reaction provide  a way to study 
nonad iaba tic  p ro to n  an d  e lec tron  transfer  rates.

If charge  transfe r  reac tions  take place in dom ains with n a n o m e te r  d im ensions, then  the 
com peti t ion  be tw een  bulk and  surface forces leads to in teresting  effects on  reac tion  m echa
nisms and  rates. O u r  exam ples  o f  e lectron solvation in reverse micelles and  p ro to n  transfer 
in po la r  m olecu le  c lusters  served to illustrate such effects.
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1. INTRODUCTION TO NANOFILTRATION
Biological m em branes  are ubiquitous. The ir  capacity for selective mass transfer , for example, 
to  ensure  the inflow o f  nu tr ien ts  and the outflow o f  end  p ro d u c ts  in m etabolic  processes, is a 
prerequisite  not only for cell activity but also life as we know  it itself. Biological m em branes  
are  even capable  o f  transport ing  substances against a g rad ien t  (m ore  precisely, against an 
electrochem ical po tentia l)  by m eans of  energy that is p ro d u c e d  in the cell.

However, this la tter fea ture  is not characteristic  o f  synthetic  m em branes ,  which are defined 
as being thin-walled s tructures  that allow the individual co m p o n e n ts  o f  a fluid mixture (so lu
tion or  suspension) to pass selectively. This m eans that th e  com position  o f  the  fluid en tering  
(feed) and exiting (p e rm ea te )  the m em b ran e  is d ifferent. T h e  objective o f  m em b ran e  tech 
nology is to m ake the best possible use o f  selective t ra n sp o r t  mechanism s.

D uring  the last 40 years, astonishing progress has b e e n  m ade  in the deve lopm ent of  syn
thetic  m em branes  used for the separa tion  o f  fluid mixtures.

Before the I960, the application o f  these m em branes  was mostly limited to hemodialysis, 
a blood purification process in which the b lood flows on  th e  o n e  side o f  a m em brane  and 
an aqueous solution (dialysate), which aborbs the toxic m olecules  o f  the  blood, flows on 
the  o th e r  side o f  the m em brane . Because o f  the p r inc ip le  tha t m olecules  differ in their 
solubility and diffusion rates in the matrix o f  polym er films, th e re  is a direct correla tion  
betw een  the size o f  the m olecule and its t ranspo rt  velocity th rough  the m em brane ,  with the 
small m olecules p e rm ea ting  m ore  quickly than the large ones .  This is true for bo th  toxic and 
nontoxic molecules. T h e  dialysate m ust contain  all substances  vital to healthy hum an  blood 
and  in the sam e concen tra t ions  to prevent these substances from  passing into the dialysate. 
However, these m em branes  cannot h inder toxic m ed ium  m olecules, because  of  the ir  lower 
diffusion velocity, from accum ulating in the blood.

This fact led to the deve lopm ent of hem ofiltra tion  m e m b ra n e s ,  which let all molecules 
with sizes ranging up to the size o f  the m em brane  p o re s  p e rm e a te  at alm ost the same 
rate. Again, o n e  disadvantage o f  these m em branes ,  w hose  po re  d iam e te r  is approximately 
10-50 nm, is tha t they allow both  toxic and nontoxic m olecules  whose d iam e te r  is smaller 
than  tha t o f  the  m em brane  to pe rm ea te .  T here fo re ,  de toxification  will som etim es  be con
duc ted  using hem ofiltra tion  m em branes,  also called high-flux dialysis m em branes ,  com bined 
with dialysate.

Finally, very po rous  m em b ran es  with po re  d iam eters  o f  roughly 0.2 fiva w ere  developed  to 
separa te  blood corpuscles from plasma, a process te rm ed  p lasm apheres is  an d  based solely on 
a sieving mechanism . However, it was observed that as o p e ra t in g  time increased, a decrease 
in m em brane  flux occurred , obviously caused  by deposits  on  the m em b ran es  [1]. This p h e 
nom enon  has been  defined in lite ra ture  as “ m em b ran e  fouling."

It was soon realized tha t  each  o f  these th ree  p rocesses  could be p u t  to  good use in 
o th e r  technological fields to solve separa tion  problem s. For example, the  solution/diffusion
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principle o f  hemodialysis was adop ted  in seaw ater  desalination as "'reverse osmosis.” For 
this purpose ,  very high t ransm em brane  pressures were needed , and no  dialysate was used.

Hem ofiltra tion . now called “ultrafil.tration,” is applied in industrial processes to separa te  
m acrom olecu la r  from low-molecular com ponents .

T he  plasm apheresis  m em brane, being m ore  com m only known as "microfiltration m em 
b ra n e ,’' is widely applied in technological processes to remove corpuscles from suspensions.

T he  following facts give an insight into the m ajor achievem ents in m em b ran e  developm ent 
in recen t years:

1. Because pore  structure is no longer symmetrical but mainly asymmetrical (Fig. 1), the 
actual selective layer is extremely thin and hence flow resistance is very low.

2. T h e re  has been a continuous increase in porosity, which is the ratio of the free pore  
a rea  to the total m em brane  area.

3. At the  beginning, m em branes were p roduced  from cellulose o r  cellulose derivatives, 
w hereas  nowadays, an increasing variety of  materials (including inorganic) is used.

4. Selectivity, tha t is, the ability to d ifferen tia te  between p e rm ea ting  substances with dif
feren t  m olecular  weight, is being im proved continually.

5. A ttem pts  at closing the gaps between the three  pressure-driven m em brane  processes—  
reverse  osmosis, ultrafiltration, and microfiltration— have been  increasingly successful.

6. E lectrical charges could be fixed on the surface of the m em brane , providing an add i
tional separa tion  mechanism.

Particularly the aspects m en tioned  in points 5 and 6 led to the  discovery o f  a new m em b ran e  
process, called “nanofiltra tion .”

A  nanofiltra tion  m em brane  is defined as having pores from 0.5 up to  10 nm as well as an 
electric  surface charge.

Table 1 shows the so-called pressure-driven m em brane  processes and examples of  their  
industrial applications.

W hile  in the past, focus cen te red  on the deve lopm ent and op tim ization of  m em branes  
and m e m b ra n e  elem ents/m odules (the ap p a ra tu s  into which the m em b ran e  is in tegrated) 
(2-4], nowadays models are  needed  for describing mass transport  in the m em brane  as well 
as c o m p u te r  p rogram s for designing m em b ran e  processes. Until now, only program s for 
designing reverse osmosis processes and appara tu ses  have been  available.

A lthough  there  is a close re lationship be tw een  reverse osmosis and nanofiltration in term s 
o f  the s truc tu re  of the m em brane  e lem ents, p lan t engineering, and mass transport,  there  are 
also d ifferences concerning the separa tion  principles.

This ch ap te r  will deal with the co m p u te r  s imulation o f  nanofiltration m em branes  and 
processes.

T h e  first section will focus on the  application of nanofiltration, definition o f  the main 
m e m b ra n e  pa ram ete rs  and m em brane  p h en o m en a ,  nanofiltra tion m em branes  and modules.

Separating and 
supporting layer

Symmetric membrane

Separating 
layer

Supporting
layer

Asymmetric membrane 

F ig u re  1. S ch em atic  re p re sen ta tio n  o f sym m etric  an d  asy m m e tric  m em b ran e  stru c tu res.
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Table I. Pressure-driven membrane process.

M e m b ran e
se p a ra tio n
p rocess

S e p a ra tio n
princip le

T ra n sm e m b ra n e  
p re ssu re  [bar]

Pore d ia m e te r /  
cu t-o ff A pp lica tion

M icrofiltra tion S ieving effect 0. 1-2 100-2000 nm S e p a ra tio n  o f  su sp en d ed  m a tte r
U ltra filtra tio n S ieving effect 1.0 -5 .0 5 -1 0 0  nm 

1( P - 10SD  cu t-o ff
C o n c e n tra t ion, f ra c tio n a tio n , 

a n d  p u rifica tion  o f 
m acro m o lecu la r  so lu tio n s

N an o filtra tio n S ieving effec t, 
so lu tio n /d iffu 
sion  a n d  m em 
b ra n e  charge

5 .0 -20 .0 0.5—10 nm 
I02—103D cu t-o ff

S e p a ra tio n  o f  o rg an ic  and  ino rgan ic  
co m p o n en ts  (o rg an ic  c o m p o n e n ts  
in a q u eo u s  so lu tions , io n s o f 
h ig h e r v a lence)

R everse
osm osis

So 1 u t i o  n /d  iff us i o n 10.0- 200.0 < 1 0 0  D cu t-o ff  
sa lt re te n tio n  90%

D esa lin a tio n  o f  a q u eo u s  so lu tio n s

and their characterization . In the second section, the m odeling  o f  neutral solid and ion 
transport  in charged nanofiltration m em b ran es  using c o m p u te r  s imulation program s will be 
presen ted . Finally, the  third section will deal with com pu te r-a ided  simulation and design of 
nanofiltration processes that a re  conducive to the optim ization o f  industrial nanofiltration 
processes.

1.1. Application of Nanofiltration
Synthetic nanofiltration m em branes  have reached  a high s ta te  o f  developm ent. Today, they 
are  available in nearly every type o f  materia l,  and the ir  prices a re  continually falling, m a k 
ing them attractive for num erous  fields o f  application (Table 1). For example, nanofiltration 
m em branes  have been  applied for selectively removing m ultivalent salts fo r  the pu rpose  of  
w a te r  softening [5, 6]. Drinking w ater  can be p roduced  by eliminating the organics (p a r 
ticularly humic acid) from surface water  [6]. C eram ic  nanofil tra tion  m em branes  have been 
used successfully for decolorizing textile wastewater, while in the food industry, the  acids 
and bases (particularly caustic soda) used for cleaning in place, can be recycled [7].

In dow nstream  processing in biotechnology, charged m etabo li tes  can b e  sepa ra ted  from 
low -m olecular  weight uncharged  m etabolites [8], and na tu ra l  active substances can be co n 
cen tra ted  via nanofiltra tion m em b ran es  [9].

In ou r  own experim ents  with nanofiltration m em branes ,  we p roduced  a pe rm ea te  from 
the t rea tm en t o f  oil/water emulsions that was o f  such high quality tha t  it could be reused  as 
process water.

T hese  are  only a selection o f  examples from  the m ulti tude  o f  possible applications for 
nanofiltration m em branes.

1.2. Definitions of Main Membrane Parameters 
and Membrane Phenomena

The pressure-driven m em brane  processes including nanofiltration op era te  in cross-flow m ode 
to avoid the d isadvantages o f  m em brane  fouling occurring  in d ead -end  filtration. The  
schematic principle o f  the  two different filtration m odes a re  shown in F igure 2.

T he m ost im portan t  te rm s o f  pressure-driven m em b ran e  processes in the cross-flow m ode 
can be seen in Figure 3 which is a schematic rep resen ta t ion  o f  a m em brane  separa tion  
e lem ent, called a m em brane  module.

1.2.1. Feed, Permeate, and Retentate Flows: Membrane Flux 
and Permeability

T he feed volume flow O- [mVh] contain ing the solute concen tra t io n  in the  feed cs [m g /m \  
m ol/nr j o f  the  dissolved com ponen ts  en te rs  the m odule , w here  it is divided into two partial 
s tream s by the m em brane: the  re ten ta te  volum e flow Q ’\  con ta in ing  the solute concen tra 
tion in the re ten ta te  c ' ,  which is re ta ined  by the m em brane ,  and  the pe rm ea te  volume
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Cross-flow operating mode Dead-end operating mode

o  o  o  .
Feed ^  ^  q  fRetentate

° o
O O CD CDCOCP °

M em brane

Permeate Perm eate

F i g u r e  2. C o m p ariso n  o f  d e a d -e n d  an d  cross-flow  filtra tion . A d a p te d  from  [20].

flow Q '\  contain ing the solute concen tra tion  in the p e rm ea te  c f ,  which passes through the 
m em b ran e .

T h en  the m em brane  volume flux density j v is:

9L
A m

m
m 2h ( 1)

w here  A m is the  m em b ran e  a rea  in [n r ] .
To ob ta in  the m em b ran e  solution hydraulic perm eabili ty  L p [m*Vm2h.bar], the p e rm ea te  

vo lum e flow is divided by the m em b ran e  area  A m and the t ran sm em b ran e  pressure  difference

(P f  +  P r)
T

(2)
A P  =

2 -  Pr  [bar]

L Jv

A n AP AP

1.2.2. Rejection and Selectivity
T h e  sep ara t io n  efficiency of  m em b ran es  is charac terized  by rejection  and the selectivity for 
d iffe ren t com ponen ts  in the feed  solution. Rejection /?, [-] for a com p o n en t  / is defined by:

R; =  1 (3)

w here  c? and c\ are the  concen tra t ions  o f  the com p o n en t  i in the p e rm e a te  and  in the feed.

Qf- Feed volume flow Q r - Retentate volume flow Qp - Permeate volume flow
- Feed solute - Retentate solute c^1 - Permeate solute

concentration concentration concentration
Pf - Feed-side pressure Pr - Retentate-side pressure pp- Permeate-side pressure
Am - Membrane area

F ig u re  3. S ch em atic  re p re se n ta tio n  o f  a m e m b ra n e  m o d u le  w ith  inpu t an d  o u tp u t s tream s.
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However, this equation  should be extended  by adding the definition for the concen tra t ion  
in the feed c\ to allow clear in form ation to be deduced. T he concentra tion  in the feed cj can 
refer to e i ther  the concentra tion  in the bulk flow cf or the concentra tion  at the m em b ran e  
surface c As a result of  concentra tion  polarization (see following), the rejection value 
calculated can differ considerably. For this reason, we d ifferentia te  between real rejection 
of  the com ponen t iR iRe&] and apparen t  rejection /?,. Real rejection can be expressed as

=  (4)
Ci

w here c f  and c]r are the concentra tion  of  the com ponen t i in the p e rm ea te  and  at the 
m em brane  surface (wall).

The  concentra tion  in the bulk flow is a m easurab le  pa ram ete r ,  w hereas  the concen tra t ion  
at the m em brane  surface can only be estimated. T herefo re ,  the  rejection specified usually
refers to the feed concentra tion  at the system inlet. However, it is a fact that real m em b ran e
rejection R, Rcil\ is usually g rea te r  than the rejection R t according to Eq. (3).

^ / ,  Real >  R j  (5)

Equations (3) and (4) refer to local concentrations. However, as far  as industrial m em b ran e  
e lem ents (m em brane  modules) with a large m em brane  area are concerned , concen tra tion  in 
the feed cj increases continuously along the length of  the e lem ent and cannot be considered  
as constant. Because the feed-side m easurem ent values can only be de te rm ined  at the  inlet 
and outlet o f  the  e lem ent, the mixed concen tra tion  o f  the  total p e rm e a te  c f  and the average 
arithmetical value of  the feed-side concentra tions a t  the  inlet and  outle t  of the e lem en t  cj 
are used to calculate m em brane  rejection.

M em brane  selectivity SLJ describes the ability o f  the m em b ran e  to differentiate betw een  
two com ponen ts  i and j  in a mixed solution:

< 7 /cf  T
si . =  4 - 4  =  - i  (6)

ci /cj  7} ' '

where c j , cj are  the concen tra tion  of  the com ponen ts  i and / in the feed [mol/m3; m g/m 3], 
c f  Cj are  the concentra tion  o f  the com ponen ts  / and j  in the p e rm ea te  [mol/m3; m g/m 3], 
and Tn Tj are the passage of  the com ponen t /, /, th rough  the m em brane  [-].

1.2.3. Membrane Yield
T he  ratio be tw een  pe rm ea te  and feed volume flow in the m em brane  m odule  is re fe r red  to 
as m em brane  yield (recovery) Y  [-]:

Q ,}
Y = ~  (7

Q f

1.2.4. Concentration Polarization
As a result of the transm em brane  flux during filtration, dissolved substances are transpo rted  
via convection to the m em brane  surface. T he rejection o f  dissolved substances by the m e m 
brane  results in an increase in concentra tion  nea r  the m em b ran e  surface, which is defined 
as concentra tion  polarization [10-12]. A n equilibrium with a final constan t value for profile 
concentra tion  on the m em brane  is established for steady-sta te  operations. This increased 
concentra tion  on the m em brane  surface results in a reversed transport  of dissolved sub
stances, because of  diffusion, back into the bulk How, which passes in a crossflow direction 
along the m em brane  surface. Rediffusion into the bulk flow occurs as a result of  the co n cen 
tra tion  gradient (F ick’s diffusion). Figure 4 is a schem atic  rep resen ta t ion  of  the concen tra tion  
profile of dissolved substances as a function of  d istance from the m em brane  surface.

C oncentra tion  polarization has a considerable  influence on the industrial application of 
m em brane  separation  processes. In nanofiltration and reverse osmosis processes, it results



C o m p u te r  S im ula t ion  o f  N anofil tra t ion  M e m b ra n e s  and  Processes 99

R etentate

Figure 4. S ch em atic  r e p re se n ta tio n  o f  c o n c e n tra tio n  p o la riza tio n  in cross-flow  filtration . A d ap ted  from  [20].

in an increase in the concen tra t ion  o f  the dissolved substances, which are re ta ined  on the 
m em brane , and generally results in an increase in osmotic differential pressure. As a result, 
an  ap p a ren t  decrease  in m em b ran e  separa tion  efficiency can occur as well as the form ation  of 
a coating layer that can  be caused  by colloidal (organic/inorganic), organic, microbiological, 
and  crystallizing co m p o n en ts  p resen t in the solution to be filtered.

T h e  mass balance for a co m p o n en t  i  can be expressed as

) i  = k d + k c (8)
w here  j , is the total m olar  flux density of  co m p o n en t  //ion / [m ol/m 2h], j t d is the diffusive 
m olar  flux density o f  co m p o n en t  //ion / [m o l/n rh ] ,  and j Lc  is the  convective molar flux 
density  of  co m p o n en t  //ion / [m o l/n rh ] .

T h e  diffusive m olar  flux density /, d induced by diffusion into the  bulk flow can be 
expressed as

<9>
w here  D, is the  diffusion coefficient for a co m p o n en t  //ion / [n r/s] ,  and  d e jd x  is the  space 
derivative o f  the concen tra t ion  of  co m p o n en t  //ion /, c,.

T h e  convective m olar  flux density j) c o f  a co m p o n en t  / can be expressed as

k c = h r C i  (10)

w here  Jw is the  t ra n sm e m b ra n e  volum e w a te r  (solvent) flux density [m3/n rh ] .
T h e  mass balance  in the steady sta te  leads to constan t water and  solute flux densities 

across the system:

L = J,„-c? ( I D

From  Eq. (8 ), this leads to

ji — ./„ • cj — —Dj • —1 +  J\i • c
cix

(1 2 )
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Integration of the  Eq. (12) via c, into boundaries  c f  (concen tra t ion  of  the com ponen t i in 
the bulk flow) and c'f (concen tra tion  of  the c o m p o n en t  i a t the m em b ran e  surface) and via 
x  into the boundaries  from 0 to  8 of the laminar b o undary  layer results in

( i3 )

In literature, the feed-side mass transport  coefficient k h [m/s] is often  also used for  the 
term  D,/5 for the mass t ranspo r t  between the lam inar b o undary  layer and the bulk, so that 
Eq, (13) can also be expressed as

c ~ - c  r / / „
c ? - , f = C X P W )  <14)

According to  Eq. (13), concen tra t ion  polarization can be influenced essentially by three 
factors:

1. M em brane  volume flux density j„: An increase in the  m em b ran e  volume flux density 
(resulting in an increase in convective mass t ran sp o r t  towards the m em brane)  genera tes  
a g rea te r  degree  o f  concen tra t ion  polarization.

2. T h e  diffusion coefficient D, for the  re ta ined  com ponen ts :  A  g rea te r  degree o f  concen
tration polarization occurs by reducing the reverse diffusive m olar  flux density j l d for 
re ta ined substances with smaller diffusion coefficients D r

3. Feed-side flow velocity n(cross-flow): High flow velocities along the m em b ran e  reduce 
the thickness 5 of  the lam inar  boundary  layer and thus concen tra t ion  polarization  as 
well (see velocity profile in Fig. 4).

G en e ra t in g  tu rbulence can also be a constructive m e a n s  of  coun terac t ing  concentra tion  
polarization to obtain a m ore intensive flow across the  m em b ran e  surface. In spiral wound 
e lem ents  (see following), for example, the direction o f  a solution can be diverted several 
times by using specially deve loped  spacers in the feed channel. However, one  disadvantage 
of  fine-meshed spacers is that pressure  loss increases in the  feed.

T h e  feed-side mass transpo rt  coefficient k ,  can be co rre la ted  to o th e r  flow pa ram ete rs  
by introducing the d im ensionless num bers , Sherw ood Sh,  Schmidt Sc, and Reynolds Re, for 
which the following relations apply:

S h = ^ .  S c . i .  R e = ^  (15)
D, D, v

where d H is the feed flow channel  hydraulic d iam e te r  [m], n is the flow velocity o f  the  feed 
solution along the m em brane  [m/s], and v is the k inem atic  viscosity of  the feed solution [nr/s] .

D ifferent corre la tions have been de te rm in ed  as a resu lt  o f  m em b ran e  geom etry . The 
following corre la tion  was d e te rm ined  by Schock and M iquel (13] for spiral w ound elem ents  
based on experim enta l data:

Sh =  0.065 ■ Re"*1* ■ Sc'1*  (16)

Thus, the feed-side mass transport  coefficient k F d e p e n d s  on  the diffusion coefficient Dh 
the hydraulic d iam e te r  d„,  th e  kinematic viscosity v, as well as the flow velocity u o f  the 
solution along the m em brane:

k r =  0.065 ■ D ‘175 ■ f/-°-135 ■ v ■ t/ 1-875 (17)

1,2,5. Membrane Fouling
M em brane  fouling [14] always leads to a m ore or  less p ro n o u n ced  decrease  in m em brane  
perm eability  and can result in com plete  blockage o f  th e  m em brane , causing a breakdow n
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ill the m em brane  unit. This incurs an increase in opera t ing  costs because  of  the additional 
c leaning m easures  and, possibly, the need to install a g rea te r  m em brane  area. This rise in 
costs can re n d e r  m em brane  processes uneconomical.

It is only evidence of cost-effectiveness and opera tiona l reliability that will convince o p e r 
ators to apply m em brane  separa tion  processes, and this can only be achieved by effectively 
preventing uncontrolled m em brane  fouling. O n e  requ irem en t for controlling  or  preventing 
fouling is inform ation on fouling mechanisms.

Basically, m em b ran e  fouling can be divided into two categories (Fig. 5):

1. Fouling outside the m em brane  (gel-like layer)
2. Fouling inside the m em b ran e  (pore  blocking)

D epend ing  on the com pounds  causing the  fouling, it is possible to divide fouling into the 
following types:

1. Scaling (precipitation of inorganic salts resulting  from  the solubility limit being reached)
2. Organic fouling (caused by the insoluble o r  dissolved organic materials)
3. Biofouling (caused by microorganisms)

T h e  causes of  fouling are  concentra tion  polarization  and  adsorption on o r  in the m em brane

Fouling p h en o m en a  generally do not occur separately  but, rather, frequently  in a com bined 
form  during filtration o f  real media.

Particularly the roughness o f  a m em brane  surface as well as hydrodynamic conditions 
during filtration are  decisive for the deve lopm ent o f  fouling outside the m em brane . Because 
surface roughness  canno t usually be changed, the  following m easures  can be im plem ented  
to prevent this type o f  fouling:

• Increasing shear ra te  by increasing tu rbu lence  via

—  An increase in feed flow rate
—  Im plem enta tion  of inserts with d ifferent configurations

• Reducing the specific p e rm eate  flux

M em b ran e  fouling caused by pore  blocking can  only be prevented by p re trea tm en t  of  the 
feed solution o r  by changing the m em brane  po re  size. Fouling by adsorp tion  can, for exam 
ple, be reduced  or  p reven ted  by changing the  m em b ran e  material, feed composition, o r  
process conditions ( tem pera tu re ,  pH  value).

1.2.6. Donnan Equilibrium
Negative rejection can occur for m onovalent anions, particularly chloride, during the filtra
tion of electrolytic solutions using nanofiltra tion m em branes.  This effect, which is cha rac 
terized by a higher concentra tion  of an ions on the p e rm ea te  side than  on the feed side,

(Fig. 5)

Adsorption Concentration polarization

O -O O G C *
O O Q O O

O O O 0 0

F ig u re  5. M e m b ran e  fou ling  an d  its causes.



102 C o m p u te r  Simulation of N anofil tra tion  M em b ranes  an d  Processes

is caused by a fixed negative charge on the m em brane  and is called the “D o n n an  Effec t’’ 
[15-17], '

W hen a NaCl solution (feed side) is separa ted  from fully desa linated  water  (p e rm e a te  
side) by a nanofiltration m em brane  without applying pressure, the  m onovalen t ions m igra te  
to the pe rm ea te  side because no selectivity exists as a result of the concen tra tion  grad ien t. 
A fter a certain  period of  time, an equilibrium is established, resulting in a fairly equal 
concentration  on both  sides (Fig. 6a).

This equilibrium is disturbed by adding N a: S 0 4 on the feed side (Fig. 6b). T h e  increase in 
N a + concentra tion  results in a fu rther relatively un im peded  p e rm ea tion  o f  cations. Because 
of  the bivalent charge, the sulfate S O |“ is re ta ined, to a great extent (on  condition  tha t the 
m em brane  is perfectly im perm eable  to the sulfate ions), by the m em b ran e  via e lectrostatic  
repulsion. As the SO^-  concentra tion  increases on the feed side, Cl" is forced to  pass to the 
pe rm ea te  side against the concentra tion  grad ien t via e lectroneutrali ty  (Fig. 6c).

1.3. Nanofiltration Membranes and Modules
1.3.1. Transport Mechanisms in Nanofiltration Membranes
In nanofiltration processes, several separation  m echanism s op era te  in parallel and  can also 
have a reciprocal effect on each other. The  transport o f  dissolved com ponen ts  in the  m e m 
brane  is governed by the following m echanisms (Fig. 7):

• Convection: Dissolved com ponen ts  pass through the m em brane  pores  via convection in 
the p e rm ea te  flow. An increase in pe rm ea te  flow intensifies the transport  o f  dissolved 
com ponen ts  to  the pe rm ea te  side.

• Solution-diffusion: T he  concentra tion  grad ien t betw een the feed and p e rm e a te  side 
is a m ajor driving force that causes the dissolved substances to diffuse th rough  the 
nanofiltration m em brane.

• Sieve mechanism  (or steric h indrance): C om ponen ts ,  which are larger than the  pore  
d iam eter, are retained. Steric h indrance may occur when the size o f  the co m p o n en ts  is 
similar to pore  diam eter.

• M em brane  charge (electrostatic  interaction): T h e  surface charge o f  a nanofiltra tion  
m em brane  e i ther  a ttracts  o r  rejects charged co m p o n en ts  (co-ions o r  coun ter-ions)  that 
can have a reciprocal effect on each o ther.

1.3.2. Organic Nanofiltration Membranes and Modules
Nanofiltration m em branes  were developed from reverse osmosis m em branes. In l i terature , 
“ loose reverse osmosis m e m b ra n e ” can often  be found  as a synonym for nanofiltra tion  
mem branes. W hereas  reverse osmosis m em branes  have a cut-off of  less than 100 D alton, 
nanofiltration m em branes  are  characterized by 200 <  cut-off <  1000 Dalton.

(a) (b)

Nanofiltration
" m e m b ra n e

Na+

F e e d  side P e rm e a te  side

N a +

FLO

O sm otic
im b alan ce

Na+

F ee d  side P e rm e a te  s ide

N a '

(C)

N a '

F e e d  side P e rm e a te  s ide

Figure 6. E stab lish m en t o f  D o n n an  equ ilib riu m : (ii) equ ilib riu m ; (b ) ad d itio n  o f  N a : S 0 4: (c ) t ra n sp o rt o f  Cl from  
feed  to p e rm e a te  side.



C o m p u te r  S im ula t ion  of N anofil tra t ion  M em b ran es  and Processes 103

Transport
mechanism

Convection Solution- Sieve Membrane
diffusion mechanism/ charge 

steric 
hindrance

F ig u re  7. T ra n sp o rt m ech an ism s o f  n an o filtra tio n  (sim plified).

M ost reverse osmosis and  nanofiltra tion  m em b ran es  are asymmetric com posite  m e m b r
anes, the construction  o f  which is based  on the same principle: a very thin active layer is sup
p o r ted  by several m icroporous  layers, the last o f  which can be m ade of  cloth or  fleece (Fig. 8).

D ifferent polym ers are  used as an active layer (e.g., cellulose ace ta tes  [CA], polyamide 
[PA], po lyethersulfone [PES], polypropylene am ide [PPA], etc). CA has a high w ater  p e rm e 
ability and is resistant to chlorine but not to  solvents, and the polyamides are resistant to 
n u m ero u s  solvents but not to chlorine.

A n  informative survey on  com m ercially  available polym er nanofiltration m em branes  can 
be found  in Ref. [18].

T he  technical a rran g em en t  o f  m em branes  is called a ltm odule .” D epend ing  on the appli
ca tion  in question , op tim um  conditions  for the m em brane  separa tion  process should prevail 
in the m odule . A com prom ise  is usually m ade in optimizing the developm ent of  m odules 
because  som e o f  the requ irem en ts ,  listed below, are  contradictory:

• A  good, un iform  flow across the m em brane
• Low pressure  losses
• Large packing density
• M echanical,  chemical and the rm al resistance
• C h eap  to  produce
• Easy to clean.

T he  m odule  types with polymeric m em branes ,  currently  available, a re  fitted with tubular  
(including hollow fiber m em b ran es)  as well as flat-sheet m em branes  (pads [19] and spiral 
w o u n d  m em branes) .  T h e  m ost frequently  used configuration of  the spiral wound m odule  
with polymeric nanofiltra tion  m em b ran es  is shown in Figure 9.

Figure 8. Asymmetric composite polymer membrane.
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Permeate collectors Fixture (to prevent shift of wound
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Spacer in feed channel
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(in permeate channel)

F ig u re  9. Spiral w ound  m o d u le  w ith po lym eric  n an o filtra tio n  m c m h ran cs .

1.3.3. Inorganic Nanofiltration Membranes and Modules
The inorganic m em branes ,  particularly  ceramic m em branes ,  have the following advantages 
com pared  to organic m em branes:

• High tem pera tu re  resistance (can be sterilized by s team )
• High chemical resistance, particularly  to

—  oxidants (chlorine, ozone, H , 0 : )
—  solvents
—  acids and bases

• L onger service life
• High durability
• Better  backflushing p roperties
• Narrow  pore  size distribution (Fig. 10).

However, vis-a-vis these advantages, are  the following disadvantages:

• High degree o f  brittleness and  therefo re  sensitivity to  impact
• U nfavorable  ratio: area /volum e and area/weight
• Complex m em b ran e  produc tion  (several layers, at high te m p e ra tu re s )
• Expensive module  construction  (because o f  sealing p rob lem s  in particu lar) .

T he  last two factors incur considerably higher investm ent costs c o m p a re d  to polym er m e m 
brane  modules.

Inorganic  m em branes  are by far not as new as is generally  thought.  T h e  first polymer 
m em branes  were used in artificial kidneys at roughly the sam e time as the first inorganic 
m em branes  were applied  for enriching the u ran ium  235 isotope. T h e  significance o f  this

£  2.5

0 0,5 1.5 2
Pore diameter [nm]

Fig u re  Hi. N arro w  pore  si/e dis t r ibu t ion  of  a ce ram ic  m e m b ra n e .
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for nuclear w eapons and a tom ic energy p roduction  led to an en o rm o u s  effort being put 
into research  in the U nited  States, Russia, and  E u ro p e  (particularly France), thus bringing 
inorganic m em brane  technology forward. However, m icroporous (microfiltration and  u ltra
filtration) m em branes  only becam e com m ercially  available in the 1980s, and  nanoporous  
(N F) m em b ran es  after the year 2000.

N a n o p o ro u s  ceramic m em branes  are  always construc ted  in several layers. This is high
lighted in F igure 1 l a  by a schem atic  rep resen ta t ion  and  by an  electron m icrograph in 
Figure l i b .  O n e  or more microfiltration layers (0 .05-0.8 \xm) or one  o r  m ore ultrafiltration 
layers (5 -5 0  rim) are  a rranged  on a support  (pore  d iam ete r  1—10 fxm), and finally, a very 
thin, selective nanofiltration layer 4 nm  o r  less is placed on top.

T he  individual layers can be m ade  from  different m ateria ls  (e.g., A120 3, T i 0 3, Z r O : , S i 0 2, 
and SiC). T h e  support,  which is several m illimeters thick, is fo rm ed  by pressing the pow dered  
substances by extrusion o r  by slip casting. A  high degree  of  roughness, inhomogeneity , and  
defects in the support can cause im perfections in the layers above and  should therefo re  be 
prevented.

T he  process most com m only applied  to produce  m ic roporous  and  n an oporous  layers is the 
“So l-G cl-T echnique” whereby a colloidal suspension (inorganic polymer) is brought on to  
the support  by immersion, spraying, o r  ro tation . This coating layer becom es gel-like during 
the drying process and is then calcinated  at high tem pera tu res .  Finally, the  layer is s intered 
at tem p era tu res  above 1000°C. T he  narrow  pore  size distribution and the resulting sharp  
cut-off that can  be achieved by this process are  shown later.

Recently, a t tem p ts  have been  successful in bringing zeolites, which are  crystalline a lu 
minium silicates with a strictly defined structure , o n to  inorganic nanofiltration m em branes,  
thus p roducing  inorganic m em branes  with a m olecular  sieve cha rac te r  [20]. However, 
because the developm ent process is still a t the p ro to type  stage, this topic will no t be dealt 
with in any g rea t detail at this point.

T he  m ost com m on  ceram ic m em b ran e  configuration is the tubu la r  m em brane , which can 
be a single tube o r  m ultichannel structure  (Fig. 12).

A lthough  ceram ic flat-sheet m em b ran es  (Fig. 13), through  which flow passes from the 
outside to the inside, are gaining in significance, they are  still not commercially available as 
nanofiltra tion  m em branes.

If  the  m em b ra n e  m odule  with ceram ic m em b ran es  or, m ore  precisely, the casing were 
m ade o f  po lym er material, som e of the above-m entioned  advantages o f  ceram ic m em branes 
would be lost. Ideally, the casings should  also be m ade o f  ceram ic material. A lthough this 
type o f  casing is now commercially  available, they are  still too expensive and are  sensitive to 
impact. M ost inorganic m em b ran e  m odules  consist o f  a stainless steel casing, an example of 
which is shown in Figure 14.

Because  the  therm al expansion coefficient o f  m em branes  and their  casings varies to a 
g reat extent, particular significance is given to  the sealing betw een the m em brane  and the

F ig u re  11. S ch em atic  re p re se n ta tio n  (a )  a n d  e le c tro n  m icro g rap h  (b ) o f  a n a n o p o ro u s  ce ram ic  m em b ran e . 
R e p rin te d  w ith  perm iss io n  from  [21]. R. W eber, P h .D . T h esis  o n  C h a ra k te r is ie ru n g , S to ff tra n sp o r t u nd  E insatz  
k e ram isch e r N an o filtra lio n sm e m b ra n e n . S aa rlan d  U n iversity . S aa rb riick en . 2001. ©  2001.
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F ig u re  12. V arious m ulti c h a n n e l tu b u la r  m odules (19-or 2 3 -channel c e ram ic  m e m b ra n e s) . R e p rin te d  w ith  p e rm is
sion  fro m  [21], R. W eber. P h .D . T h esis on C 'h arak le ris ie rung . S to fftra n sp o rt u n d  E in sa tz  k e ram isch e r N an o filtra -  
tio n sm e m b ra n e n . S a a rla n d  U n iversity . S aarb riieken , (2001). © 2001.

casing. O -ring  seals, which are thermally and chemically resistant, have proven successful in 
this respect.

1.4. Characterization of Nanofiltration Membranes
A test s tand, as shown in Figure 15 [21], is a suitable appara tu s  for  de te rm in in g  the efficiency 
o f  nanofil tra tion  m e m b ra n e s  and  m odules un d e r  various process conditions.

This test se t-up  allows the  t ransm em brane  flux density (and thus the m em b ran e  hydraulic 
perm eab il i ty )  and  rejection characteristics o f  the m em branes  to be d e te rm in ed  as a function 
o f  t ra n sm e m b ra n e  p ressu re  at varying opera ting  pa ram e te rs  such as flow velocity, t e m p e ra 
ture ,  pH value, yield, and  so on.

1.4.1. Determination of Pure Water Hydraulic Permeability
By filtering d em inera l ized  w ater  (pure  w ater quality, electric conductivity =  0.055 /tS /cm ) 
p u re  w a te r  m e m b ra n e  hydraulic permeability  L up [m Vrrrhbar]  can be d e te rm in ed  according

Plotting  these  experim enta l  results L°p = / ( A / ’) in graphic  form produces  a trend  typical 
fo r  organic  nanofil tra tion  m em branes, as shown in Figure 16.

Initially, p u re  w ater  m em b ran e  hydraulic permeability , L up decreases  considerably, but 
the  expected  cons tan t  perm eabili ty  rate becomes established at a certa in  level o f  p ressure  
d ifference  AP.  which is characteristic  o f  each m em brane /m odu le .  T he  reason  for  this is 
the compressibility o f  the polym er m em brane . T here fo re ,  m odule  m anufac tu rers  define a

to Eq. (2).

P e r m e a t e
w ith d r a w a l

i

F ig u re  13. C e ra m ic  f la t-sheet  m e m b ra n e .
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Stainless
Ceramic steel casing

Figure 14. M e m b ra n e  m o d u le  w ith  a s ta in le ss  s te e l casing  fo r a ce ram ic  m em b ran e . R e p rin te d  w ith  p e rm iss io n  
fro m  [21], R. W eber, P h .D . T h esis  on  C h a ra k le r is ie ru n g , S to fftran sp o rt und  E in sa tz  k e ra m isc h e r  N an o filtra tio n s -  
m e n ib n in e n , S a a r la n d  U niversity , S aa rb riick en , 2001. ©  2001.

Figure  15. A  tesi s ta n d  fo r the  ch a ra c te r iz a tio n  o f  n a n o f iltra tio n  m e m b ra n e s  and  m o d u les . R e p r in te d  w ith  p e rm is 
s io n  from  [21], R . W eber. P h .D . T h esis  o n  C h a ra k te r is ie ru n g . S to ff tra n sp o rt und  E in sa tz  k e ra m isc h e r  N an o filtra -  
tio n sm e m b ra n e n . S a a rla n d  U niversity , S aa rb riick en , 2001. ©  2001.

T im e [h]

Figure 16. Typical p u re  w a te r  hydrau lic  p e rm e a b ility  tre n d s  o f  a po ly m er n an o filtra tio n  m e m b ra n e  d u r in g  the 
c o m p a c tin g  p h ase  (T  =  293 K. P 1 =  6 b a r) . R e p rin te d  w ith  p e rm iss io n  from  [21], R . W eber. P h .D . T h e sis  on 
C h a ra k te r is ie ru n g . S to ff tra n sp o r t und  E in sa tz  k e ra m isc h e r  N a n o filtra tio n sm e m b ra n e n , R . W eber. S a a r la n d  U n iv e r
sity, S aa rb riick en . 2001. ©  2001.
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Time [h]

F ig u re  17. P u re  w a te r  h ydrau lic  p e rm eab ility  ra te s  o f  the  ce ram ic  m e m b ra n e s  ( / ’ — 293 K, P ' =  6 b a r). R e p rin te d  
w ith  perm iss io n  from  [7]. R. W eber e t  al.. Desalination  157, 113 (2003). €> 2003, E lsev ier.

t ransm em brane  pressure  level at which a new m odule  can be  com p ac ted  fo r  a specific per iod  
o f  time before  it reaches the g u a ran teed  separa tion  efficiency.

Typical pure  w a te r  m em brane  hydraulic perm eabili t ies  for nanofil tra tion  po lym er m e m 
branes  are betw een 2 and 6 [1/nrh.bar] (Fig. 16).

As can be seen from Figure 17, defect-free, inorganic nanofil tra tion  m em b ran es  show 
a constant pu re  w ater  perm eability  rate from the  s tart  in the range  be tw een  5 and  
20 [l/m2h.bar].

1.4.2. Rejection and Cut-off Characteristics
In general, the  rejection and  cut-off characteristics of  a nanofil tra tion  m em b ra n e  can be 
defined by perfo rm ing  nu m ero u s  filtration tests, using inorganic  salts an d  single uncharged  
organic substances o f  a defined m olecular  weight. The  respective re jec tion  values a re  then  
calculated according to Eq. (3). T he  typical inorganic salt re jec tion  characteris tics  o f  ce ram ic  
nanofiltration m em branes  are  shown in Figures 18 and  19 [7, 21].

pH value [- ]

F ig u re  18. N aC l re jec tio n  fo r the  ce ram ic  m em b ran e  N i -OVl i at d if fe re n t p H  v alues, c (N a C l)  =  0.01 m ol/l. 
R e p rin te d  with perm ission, from  [7], R. W eb er e t al.. Desalination 157. i 13 (2003). iD 2003, E lsev ier.



C o m p u te r  S im ula t ion  o f  N anofil tra tion  M em b ran es  and  Processes 109

pH  v a lu e  [-]

F ig u re  19. C'aCL re jec tio n  for NF-C’M I a t d iffe re n t pH  values c(C aC K ) =  0.01 mol/1. R e p rin ted  w ith  perm ission  
f ro m  [7], R . W eb er e t al.. Desalination 157, 113 (2003). ©  2003, E lsev ier.

T h e  d ep e n d e n c e  of  re jection on the  m olecular  weight o f  re jected  organic substances is 
defined  as the  cut-off characteristic  o f  a m em b ran e ,  and the  m olecu la r  weight o f  rejected 
o rganic  substances at 90%  rejection is defined as the cut-off  value o f  the m em branes.

C o m p a re d  with the French A F N O R  s tandard  N F  X 45-103, W eber et al. [7, 21, 22J p ro 
posed  a modified p rocedure  in which a mixture o f  various uncharged  m acrom olecules were 
dissolved in w a te r  for filtration tests. For nanofiltra tion m em branes ,  polyethylene glycols, 
which are  commercially  available in the  range betw een  100 and  3000 D a in relatively narrow 
m olecular-w eight distribution, w ere  used.

T h e  com position  o f  the feed and p e rm e a te  solutions were de te rm in ed  via size exclusion 
ch rom atog raphy . Desalinated  w ater  with high purity  was used as an elu tion  agent. Detection  
was carr ied  o u t  via the R1 detector.

T h e  cu t-o ff  characteristics o f  some commercially  available organic  nanofiltration m em 
b ran es  are  shown in F igure 20.

F igure  21 shows the P E G  rejection for com m ercia l ceram ic m em branes ,  available as 
nanofi l t ra t ion  m em branes. From  this figure, it can be said tha t  only one  o f  them fulfills the 
defin ition  for nanofiltration m em branes  (i.e., cut-off  below  1000 g/mol m olecular weight).

F ig u re  20. P E G  re jec tio n  fo r th e  po ly m er m em b ran es  N F  1 an d  N F  2. R e p rin te d  w ith perm iss ion  from  [21], 
R. W eb er, P h .D . T h esis  o n  C h a ra k te ris ie ru n g , S to ff tra n sp o rt u n d  E in sa tz  k e ra m isc h e r  N an o filtra tio n sm e m b ran en , 
S a a r la n d  U n iversity , S aa rb ru e k en , 2001. © 2001.
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F ig u re  21. P E G  re jec tio n  for som e co m m ercia l ce ram ic  m em b ran es . R e p rin te d  w ith  perm iss io n  from  [7J, R . W eber 
e l a!.. Desalination 157, 113 (2003). ©  2003, E lsevier.

2. MODELING OF NEUTRAL SOLUTE AND ION TRANSPORT 
IN CHARGED NANOFILTRATION MEMBRANES,
USING COMPUTER SIMULATION PROGRAMS

2.1. Introduction
Nanoscale  solute transport is controlled  by the prim ary in terac tions opera t ing  in the 
condensed  sta te  o f  matter: electrostatic, e lec trodynam ic  (Lifshitz-Van de r  Waals), po lar  
(ac id -base),  and  chemical (covalent) [23, 24]. T h e  deta iled  way in which these pr im ary  in ter
actions manifest themselves in w ater-sa turated  n an o p o ro u s  m edia  conta in ing  solvated ions 
and  molecules is a difficult and still open  p roblem  [25-27]. A solution to this p rob lem , 
however, could potentially provide the key to  the deve lopm en t o f  ta ilo r-m ade m em b ran e  
m ateria ls  perfectly adap ted  to a given industrial filtration problem . It is likely tha t biological 
and  artificial nanofiltra tion (N F )  transport  m echanism s share  many properties , and  th e re 
fore an unders tand ing  o f  one  will probably go h and  in hand  with the o ther ,  o p en ing  up 
the  exciting possibility o f  discovering new separa t ion  m e th o d s  at the  b io -n a n o  in terface  and 
perfecting  the e labora tion  o f  nano -eng ineered  m em b ran es  [28].

A lthough at this time it is thought that the t ranspor t  o f  ions in N F  m em branes  is d e te r 
m ined mainly by the effective e lectrostatic  and s teric /hydrodynam ic in teractions (charge  and 
size exclusion, respectively [29-31]) betw een the ions and  the m em b ra n e  matrix, th e re  may 
very well be o th e r  im portan t physicochemical in terac tions operating . T hese  o th e r  in terac
tions include the Born  exclusion mechanism, based  on  the  difference in ion hydration (self) 
energy inside the po re  and in the  bulk solution, and the D ielectric  exclusion, based on  the 
loss in electrostatic energy experienced by an ion par t i t ion ing  into the pores  o f  a m em b ran e  
with low dielectric constan t [25-27, 32]. U ntang ling  the con tr ibu tions  o f  the various effective 
interactions is still an open  problem: It is still not c lear  how  the  effective electrostatic, Born, 
and  Dielectric interactions are  re la ted  to the prim ary o n es  a lluded  to earlier, nor is it easy 
to  tell w hether  o r  not o th e r  im portan t  in terac tions have inadvertently  been  left ou t o f  the 
theory. It should  clearly be kept in mind tha t even today th e re  is still no definitive N F  theory, 
and  therefore  ion transport canno t yet be pred ic ted  from  first principles, even at d ilu te  salt 
concentrations. Incorpora ting  in a consistent way all the im p o r tan t  physical in teractions into 
N F  theory, to improve its predictive powers, is an ongoing  endeavor,  as witnessed by the 
en o rm o u s  increase in literature  publications in this research  area.

Given the industrial im portance  o f  the cu rren t  and  po ten tia l  applications, the extension of 
N F  theory to both  complex mixtures and highly con cen tra ted  brines  [> 5 0  g/L o f  NaCl (1 M)] 
is now considered to be a m ajor open  p roblem  in this ex trem ely  active field o f  research  and 
developm ent. It is also essential to  incorpora te  the m ost  up -to -da te  N F  m odels into software
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for simulating m ultim odule/m ultis tage p lants  to  put the full pow er of  these models at the  
fingertips of  p lant design eng ineers  (see section 3). Because in N F plants many m em b ran e  
m odules may be linked in series, it is im portan t fo r  perform ing  reliable plant simulations 
to be able to account for the changing  feed that is injected into each successive stage, as 
well as the  concom itan t  change in m em b ran e  pe rfo rm ance  (typically as the  feed gets m ore  
and m ore  concen tra ted  in proceed ing  from  one  stage to the next, the m em brane  rejection 
p e rfo rm ance  gets degraded).

Given this situation, ou r  objective here  will be to  first provide an overview of curren t N F  
theory and  m odeling at the  one m em b ran e  e lem en t  level and then, for illustration, apply this 
theory  in a simplified form  to the re jection  o f  ions and neutra l  m olecules by selected polymer 
and ceram ic nanofilters: NTR-7450 [33], DesalSDK, NTR-729 (H N  PV D 1) [32, 34], NF200, 
D esal5D L, M em bra lox  com m ercial nanofilters  [35, 36], and hom em ade  hafnia [37, 38] and 
titania ceram ic nanofilters [7, 22],

2.2. Nanofiltration Transport Theory
We presen t here  a concise sum m ary of the cu rren t  sta te  of  the art in N F  theory and modeling. 
Despite  the  extensive work on the  m odeling of  solute transfer in m em branes  over the last 
40 years, we still do not have a com p le te  unders tand ing  of the basic mechanism s involved 
in nanofiltration. T he  curren t  m odels  have, however, been  developed to the point at which 
m em brane/s ing le  salt pairs can be charac ter ized  in te rm s of a few physical param eters ,  such 
as effective pore  radius, m em b ran e  charge  density, and  thickness [30, 31, 39-49], Such m o d 
els could profitably be used to p red ic t  the pe rfo rm ance  o f  m em branes,  vis-a-vis com plicated  
electrolyte mixtures, and inco rpo ra ted  into N F  p lan t simulation tools. A m ore  fu n d am en 
tal understanding , currently  lacking, w ould involve predicting  the physical param eters  listed 
above from the  basic chemistry  and  n a n o p o ro u s  s truc ture  of  the m em brane  material, the 
la tte r  depen d in g  on the p repa ra t ion  m e th o d s  used.

In simple term s, the objective o f  any N F  m odeling study is to relate the incoming solute 
feed concen tra t ion  r ,  and im posed t ra n sm em b ran e  pressure  difference AP to the outgoing 
solute p e rm e a te  concen tra tion  c f  and  m em b ran e  volume flux density of  the solution j v. 
T h e  feed and pe rm ea te  solute concen tra t ions  can be used to calculate the solute rejection 
R s. The  p rim ary  goal of the  m odel is to predict R s given the m em brane  volume flux density 
/',,, the com position  o f  the feed (ionic concen tra t ions) ,  and  the p ropert ies  of the m em brane  
(such as its effective pore  size rp, effective m em b ran e  charge density X ni, and effective active 
m em b ran e  layer thickness, L A ,  A  fu r th e r  goal o f  N F  modeling is to  predict j v as a function 
of i\P. H e re  we are  only in terested  in s teady-sta te  N F  processes for which all quantit ies 
s tudied  are  independen t o f  time and  all fluxes are  indep en d en t  of  position in the m em brane. 
An approxim ate , bu t useful and sufficiently accura te , unders tand ing  of  ion transport across 
a m em b ran e  can be developed in th ree  distinct steps [39-41]:

(1) Ion (quasi-equilib rium ) par t i t ion ing  from the  feed into the m em brane ,
(2) Ion transport  by diffusion, electrical migration, and convection across the m em 

brane , and
(3) Ion (quasi-equilibrium ) par t i t ion ing  from the m em brane  into the perm eate .

T h e  com position  of  the  feed can be e i the r  fixed by directly listing the concentra tion  of each 
ion p resen t o r  de te rm in ed  indirectly by the  concen tra t ion  c{ o f  each salt in the mixture. In 
the latter case, each salt is taken to be com pletely  dissociated into a cation (C) of  valence 
z c s. >  0 and s to ichiom etric  coefficient vc s and an anion (A) of  valence z a t <  0 and stoi
ch iom etric  coefficient va sl

(\„  .'1,  . -  + vB' , A M ~  (18)

T h e  total salt concen tra t ion  in the  feed  (f) is given by

%
cfm =  E 4  

i
(1 9 )
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T h e  mole fraction o f  salt s in the feed mixture is defined by

x{  =  4  (20)
C ,o <

A mixture o f  N s salts in the feed gives rise to a mixture o f  N  distinct ionic species, each with 
a concentra tion  cj (/ =  1, . N ).  T he  ions can be divided into two groups: counter-ions, 
with charges opposite  that o f  the m em brane , and co-ions, having charges o f  the sam e sign.

2.2.1. Macroscopic Approach
Using the basic tenets  o f  nonequilibrium irreversible therm odynam ics  and  trea t ing  the m e m 
brane  as a black box, it is possible to  establish a set o f  m acroscopic equa tions  describing 
m em brane  transfer  as a function of  the re levant driving forces:

• Brownian force depend ing  on the grad ien t of  the chemical potentia l  f i s =  /?7Mn[rv],
• M echanical force, induced by the gradient o f  the effective pressure  (A /30), and
• Electrical force, c rea ted  by a grad ien t o f  electrical po ten tia l  (A </>).

T he  flux densities crossing the m em brane  can then be re la ted  to the driving forces [50-52]:

Ic =  - L l{(A</>) -  L l2(R T A  In cs) -  L l3(AP„) (21)

J = - L 21(A 0 )  -  L 22( R T M n c s) -  L 23(A P0) (22)

h  = ~ L m (A<£) -  L 32( R T M n c s) -  L 33(A Pn) (23)

where P() =  P — n  is the effective pressure, P is the  pressure , and II the osm otic  pressure, 
[bar]; fl =  R T ( p ] +  v2)cs for a simple salt and II =  R T cs for a neu tra l  solute, w here  cs is 
the solute/salt concentra tion  [mol/m3]. T he  phenom enologica l t ranspo r t  coefficients (m acro
scopic) represen ting  the contribution o f  each type o f  force ( the  O nsager  re la tions lead to 
L j j  =  L j j )  are  L,  ■. T he  variable J  is the solute m olar  flux density [m o l/n rh ] ,  j v is the 
m em brane  volum e flux density [m3/m 2h], and Ic is the  electrical cu rren t  density [C /m 2s], zero  
in NF, which implies tha t Eqs. (21-23) can be put in the s tandard  form  [50]:

.1 = - P M s + ( \ - < r f ) c J v (24)

j v =  - L p(hP -  <TdA ll)  (25)

with Ps being the solute perm eability  in macroscopic  irreversible therm odynam ics [m/h], 
ay , &d being the global filtration and osm otic  reflection coefficients [-], and L p being solution 
m em brane  hydraulic permeability [m3/n rh b a r ] .

It is usually assum ed that for neutral solutes, oy =  cil{.

2.2.2. Mesoscopic Approach
To obtain a m ore  detailed description o f  the transpo rt  process, it is also possible to  write 
Eqs. (21 —23) in a local mesoscopic form:

I, = -  l J r T ^ )  -  (26)
d x )  \  dx J ' \  dx

./ =  - L 2] ( - 6 '1 -  l J -  l J - ' P -  j (27)
dx '  \  dx J V dx

which leads in the case o f  NF to [43]

/  =  +  (1 - ( T ) c J v  (29)()x
• , I d P  m \
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w here  cr is the  local reflection coefficient [-], L, is the phenom enological t ransport coef
ficient (mesoscopic), Ps is the solute  perm eabili ty  in mesoscopic irreversible th e rm o d y n am 
ics [n r /h ] ,  and  L is the specific so lution m em b ran e  hydraulic permeability  (mesoscopic) 
[nvVmh.bar].

W h en  the transport  coefficients are  assum ed to be independen t o f  solute concentra tion  
and  the  filtration condition  (c[} =  J / /,,) is applied , we obtain  the solute rejection (according 
to Eq. 3):

d  1 -  a C

w here  G  =  ex p ( —Pe), with

P 2 )

the Peclet num ber ,  where lm is the  active m em b ra n e  layer thickness [m].
A t low flux the rejection increases linearly with m em b ran e  volum e flux density j v,

R s *  (33)

At high flux the rejection tends tow ard  its limiting value:

R7 =  *  (34)

This ap p ro ach  has been used to m odel neu tra l  so lu te  (m acrom olecu la r)  transport through 
cylindrical po res  by calculating the re levant t ranspo r t  coefficients within the fram ew ork of 
the H in d e red  Transport (H T )  T heory . F or  cylindrical pores, this theory predicts tha t the 
reflection coefficient a  and  specific solute  perm eabili ty  Ps depend  on As. =  rs/ r p, the  ratio 
o f  so lute  to  m em b ran e  po re  radius:

o - =  1 -  cj>*KS9C (35)

and
D sipnK s= >Yp ----  (36 )

w here  Ds is the  bulk diffusion coefficient [m 2/s], cpp the  m em brane  porosity [-], r  the m e m 
brane  pore  to rtuosity  [-], =  (1 — Av)2 the  steric partitioning coefficient [-], and  K x. r (Av)
and K s d(Av) the convective and diffusive h indered  transpo rt  coefficients [-] (see Appendix  1) 
[45, 53]. This m odel has also b een  applied  to m olecu la r  t ransport in reverse osmosis (R O ),  
NF, an d  ultrafiltration (U F )  m em b ran es  [48, 49, 54].

U nfortuna te ly ,  the concen tra t ion  d ep e n d e n c e  o f  the transport  coefficients in the  case of  
salts m akes solving the above t ran sp o r t  equa tions  very difficult. T hese  equations are  also 
difficult to  generalize  to m ultie lectro ly te  mixtures. Nevertheless, this approach  has been  used 
in R O , NF, and  U F  to perfo rm  simple m odeling  for single salts [43] and to explain the 
N F  behav io r  o f  mixtures possessing a simple salt (N aC l)  and one large organic ion rejected 
at 100% (e.g., dye-salt sepa ra t ion )  [55, 56]. In applying this model to NF, the transport  
coefficients (reflection coefficient a  and  specific solute perm eability  Ps) were simply taken 
as ad justab le  param eters ,  which leads to a useful approach  for correla ting  data, but in this 
case it can n o t  lead to a truly predictive m odel. In this early work on N F  modeling, it was 
correctly  po in ted  out that because the salt reflection coefficient a  was less than unity, the 
classic solution-diffusion model deve loped  previously for R O  canno t be used reliably in N F  
(because  convective transport  is far  from  being  negligible).

2.2.3. Microscopic Approach: Pore-Level Space Charge Model
T h e  pore-level Space C harge  m odel was developed  by O sterle  and collabora tors  in the 1960s 
[57-59], as well as by D resne r  [60, 61]. This m odel is based on a mechanistic continuum  
ap p ro ach  within a cylindrical po re  and only takes in to  account the electrostatic interactions, 
but it does include the radial varia tions of  ion concen tra t ion  and electric potential [62-65].

T
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In this m odel the m olar  flux densities are described by local ex tended  N ernst-P lanck  
(E N P ) equations:

D'VC‘ ~  f t 7 Z' D ' c ' V^  +  c'~ (37)

w here  7/is the  local m olar  flux density of  ion i [m o l/n rh ] ,  D, is the  diffusion coefficient o f  
ion i [m2/s], c, is the  local concentration  o f  ion i [mol/m3], z l is the  valence of  ion i [-], ip is 
the local electric  po ten tia l  [mV], and V is the local solution flow velocity [m/h], which obeys 
the  creep ing  flow S tokes equation:

—Vp +  t/V 2u — =  0 (38)

with p  be ing  the  local fluid pressure [bar], 77 the  fluid dynamic viscosity [Pa.s], p — F  z,c, 
the ion charge  density  [C/m3], N  the total n u m b er  of  ions, an d  F  the Faraday constan t 
[C/mol].

(We list in Table 2 the relevant ion properties  that will be used in the  N F  m odeling studies 
p resen ted  in section  2.7). T he  local electric po tentia l is governed  by the Poisson equation:

p  /V

V-l/r =s---- £  ZjC,
h  i =  I

where e  is the  dielectric  constan t o f  the solution [C2/J.m]. 
The  bou n d ary  conditions on Eq. (37) are

(39)

aJ i
dr

, z jF 
C‘ R T dr

r=r =  0 (no flux at p o re  wall)

and
Sq
dr
dip
dr

/•=o
— 0 (by symmetry)

— 0 (by symmetry)

(40)

(41)

(42)

T he pore  wall surface  charge density crt is related to the po ten tia l  g radient at the  pore  wall 
by G a u ss ’ law:

dijf
~dr

(43)

O n e  conventionally  assum es that the local electric po ten tia l  can  be decom posed  into two 
parts, \p(x, r) =  ^ ' ( x ,  r) +  <?(•*)> where the first con tribu tion  controls  the electric double  
layer s truc tu re  an d  th e  second controls  the macroscopic  s t ream in g  potentia l.  O ne  also makes 
the reasonab le  approx im ation  that the “no radial flux'’ cond it ion  th a t  applies at r =  0 and 
r =  rp can be ex tended  over the whole po re  cross-section

dc. Z,  dty
- 4  -  — Ci—  ~  0 (all /*)
df dr

(44)

T ab le  2. B ulk d iffusion  coeffic ien ts, S to k es-E in s tc in  (7 ‘ =: 25°) an d  C rysta l (P a u l
ing) rad ii o f  th e  se lec ted  ions.

Ion
Bulk d iffusion  

coeffic ien t ( l()  ,J m : • «* ')
S to k es-E in s te in  

rad iu s (n m )
C rysta l (Pau ling ) 

vadius (n m )

N a 1 1 .^ 4 0.184 0.095
K 1.957 0.125 0.133
C a : ‘ 0.792 0.309 0.099
M g"' 0.706 0.347 0.065
Cl 2.032 0.121 0.181
N O , 1.902 0.129 0.264
H C O ; 1.185 0.207 0.207
SOf 1.065 0.231 0.290
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where XV =  — z l F ^ / ( R T )  is the  d im ensionless  local potentia l.  If we limit ourselves to  a 
single salt (one  cation and one an ion),  then  upon  integration, Eq. (44) leads to approx im ate  
radial ion equilibrium  (Boltzm ann distr ibu tion)

r) f® i’tC ( .v)exp ! 'K  v, r)
L-l

where C ( x )  is the  concentra tion  o f  a virtual salt in local equilib rium  with the  po re  at axial 
position x.  W hen  the Boltzmann distribution is inserted into th e  Poisson eq u a t io n ,  one  
obtains the (approx im ate)  Poisson-Boltzm ann equa tion

with

2 d , ~  
~  s"-( )r or

\ c(x)  =

E exP
/=!

L \J/

e R T
2 F 2z 2C (x)

1/2

(46)

(47)

a local D ebye length fin arriving at Eq. (46), the  d2\jj/dx2 te rm  in the  Poisson e q u a 
tion has b een  neglected, because  it is sm aller  than the re ta in ed  te rm s  by a factor 
~  m ax{(A„,//w) 2, (A(.// ,„)2} 1 [66], w here  !m is the  active m e m b ra n e  layer thickness; this
inequality is always true  for NF]. G a u ss ’s law can also be pu t into d im ension less  form ,

where

dxV
dr

A.,. =

=  4 a* =

2 s R T
\zl \F2\X.

/2

(48)

(49)

is a Debye length associated with the effective m em b ran e  charge density, m easu red  in moles 
pe r  unit po re  volume o f  the m em brane :

a
x « =  7 ^  h r

(50)
H

with rH =  (p o re  vo lum e)/(pore  surface a rea )  the  hydraulic radius ( fo r  cylindrical p o re s  rH =  
r / 2). T h e  qualitative propert ies  o f  the  so lution to  the Po isson-B oltzm ann equ a t io n  d ep en d  
critically on the  values o f  the th ree  im p o r tan t  length scales: the p o re  rad ius  rp and  the  two 
Debye lengths Ar and  A,„.

Solving the Space C harge  system o f  eq ua tions  is generally  difficult, even numerically . T he  
equa tions  can  be simplified, however, by no ting  that in the N F  range, th e re  is a s trong  
overlap  o f  electrical double  layers within the pores, which allows th e  pore-level e q u a t io n s  to 
be spatially averaged  in a simple way [46]. This hom o g en eo u s  app rox im ation ,  which allows 
the  m odel to  be reduced  to a s im pler  one-d im ensiona l  system o f  m esoscopic  equa tions ,  is 
valid w hen the  g rad ien t  of  the d im ensionless  po ten tia l  M7 at the  p o re  wall is less th an  four 
(i.e., (T* <  1) or

(51)

This is equivalen t to the following inequality:

<
1.5

*il rp
(52)

with the p o re  radius rp ~  rH in n m  an d  X m in mol/lt o f  po re  vo lum e. T h e  ran g e  o f  validity 
o f  this approx im ation  covers the sep a ra t io n  range from tight UF, th ro u g h  NF, to  loose R O
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(the concept o f  a porous m em brane  probably  breaks down for conventional R O  membranes). 
Within the range of  validity of  the hom ogeneous  approxim ation , the  D ebye  length Af. controls 
only the s trength  of  the electrostatic  in terac tion  be tw een  the ions and  the  charged  m em brane  
(and not the thickness o f  the electric doub le  layer, as it would in the thin double-layer 
approxim ation, which is valid only w hen  At. rp an d  rp A,?J, inequalities  that are n o t  
satisfied in the N F  range). Within th e  N F  range (/'/; < A,„), if Af »  A„„ or \ X m ■'< C, 
the electrostatic  interaction is weak, th e  ions easily e n te r  the  pores, and  ion rejecticn by 
electrostatic  exclusion is low; if, however, A(. A,„, o r  | X m | C, this interaction is strong,
the  coions are  repelled  from  the pores, and  ion re jection  by elec trosta tic  exclusion is high.

An upper  bound  on the effective m e m b ra n e  charge density can be o b ta ined  on physical 
grounds. Intrinsic m aterial limitations for m em b ran e  m ateria ls  lead to  a maximum charge 
density o f  potentially ionizable groups o f  abou t 1-5 e /n m 2, which is equivalent to  a po re  
surface charge density cr, ~  16-80 f i d  c m 2. A lthough this is the m axim um  surface charge 
density tha t a surface can develop, the  actual charge  will in genera l be (m uch) less, as, 
depend ing  on the p H  and electrolyte env ironm en t at th e  p o re  surface, no t all groups will be 
charged  (N F  m em branes  are  similar in this respect to w eak ion exchange ones, fo r  which 
the effective ion exchange capacity d ep en d s  on pH  and  feed salt concen tra tion  and the  
maximum ion exchange capacity is usually not observed in practice). U sing Eq. (50), we find 
a maximum physical effective m em b ran e  charge density  of

(53)

with rp ~  /*// in run. In the nanom etr ic  pore  range, we ob ta in  m axim um  physical effective 
m em brane  charge densities o f  abou t 2 -1 0  [mol/1], which is on  the o rd e r  o f  those found for 
s trong  ion exchange m em branes  [39, 67J, with the  value o f  10 [mol/1], being a generous 
u p p e r  bound  correspond ing  to  no known m em brane .  It should  be firmly kept in mind that 
because N F  m em branes  are  similar to w eak ion exchange ones, only a small percentage of 
the  surface groups will be ionized o r  u nsc reened  and th e re fo re  the actual effective m em brane  
charge densities expected for real N F  m em b ran es  a re  usually below this m aximum upper 
limit (cf. Ref. [67]).

2.3. Homogeneous Theory of Nanofiltration Transport
Using the spatial averaging m e th o d  [44, 46], the  Space C harge  M odel can be extended to the 
mesoscopic scale, leading to the classic ex tended  N erns t-P lanck  (E N P ) an d  Stokes equations 
tha t form the basis o f  the E lec tro - transpo rt  (E T )  theory  (in Table 3 we presen t  an inventory 
o f  the hom ogeneous  transport m odels  com m only  used  in nanofil tra tion  modeling). In a more 
general form , this type o f  m esoscopic m odel was p ro p o se d  earlie r  in various m ore or less 
com ple te  form s on  sem iphenom enological g rounds [39-42, 68]. In a typical NF transport 
problem , the feed (p e rm ea te )  is characterized  by the ion concen tra t ions  the electric
poten tia l  <I>/(/;), and the p ressure  Pjf{p)\ the  fluxes crossing the m em b ran e  a re  the ionic molar 
fluxes j] = c f j v (filtration condition) and  the solution volum e flux density  j v. The ionic feed 
concentra tions and the volum e flux density  are  cons ide red  known. G iven these quantities, 
we would like to calculate the ion p e rm ea te  concen tra t ions ,  the  electric filtration potential 
g rad ien t  =  (Iy/ -  and the applied  pressure  g rad ien t  =  P j — P p. Conversely, 
w'e would also like to solve the inverse p roblem  o f  ca lculating  the m em b ran e  volume flux 
density j v, given the tran sm em b ran e  p ressu re  d ifference A P.

T here  are  two distinct types o f  solutions to the h o m o g en eo u s  N F  transpo r t  model, based 
on  the asymptotic behavior at high m em b ran e  volum e flux density j v o f  the  ionic concentra
tion profiles in the m em brane . T h e  D re sn e r  type 1 solu tions have concen tra t ion  profiles that 
becom e flat s tarting  at the  fe e d -m e m b ra n e  interface (except for a thin “diffusion boundary  
layer" near the p e rm e a te -m e m b ra n e  in terface), and  the limiting rejection behavior can be 
found by solving the algebraic system o f  equa tions  o b ta in e d  by neglecting the  diffusion term 
in the E N P  equations. D resn e r  type 2 solutions have som e  concen tra t ion  profiles that do 
not becom e flat in the m em b ran e ,  and  the limiting re jec tion  behav io r can only be found by 
solving the E N P  equations with the diffusion term  [41, 68, 69]. Type 2 solu tions can be found
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T ran sp o rt
m odel S pecies

T ran sp o rt
m o d es

P artitio n in g
m odes

M odel
p a ra m e te rs

I lin d e re d n e u tra l so lu te s H in d e re d  co n vection . s te rie p o re  rad ius, effective
T ran sp o rt (H T ) d iffusion . m e m b ran e  th ickness, 

so lu te  rad ius.
so lu te  diffusivity

E lec tro - ch a rg ed  so lu te s co n vection , d iffu sion , E le c tro s ta tic effective m em b ran e
T ran sp o rt (E T ) (p o in t ions) and  e lec trica l (D o n n a n ) charge  density  and

m ig ra tio n  [ex ten d ed th ickness, ion valence
N e rn st-P la n c k  (E N P ) and  diffusivity
e q u a tio n s]

H in d e re d  E lec tro - c h a rg e d  so lu te s H in d e re d  co n vection , E le c tro s ta tic p o re  radius;
T ra n sp o rt (M E T ) (fin ite  size ions) d iffusion , an d  e le c tr i (D o n n a n ), effective m em b ran e
[E lec tro sta tie - cal m ig ra tio n  [H in  ste ric ch arg e  d ensity  and
S te ric  (E S ) o r d e re d  ex te n d e d th ickness; ion valence.
D o n  nan-steric- p o  re  N ern st-P lan ck  (E N P ) diffusivity, and  rad iu s
m o d el (D S P M )l eq u a tio n s]

E x te n d ed  H in d e re d ch a rg e d  so lu te s H in d e re d  co n vection . E le c tro s ta tic sam e as H E T  m odel.
E le c tro -T ran sp o rt (fin ite  size ions) d iffus ion , an d  e le c tr i (D o n n a n ), p lus m e m b ran e  and
H E T ) [E x ten d ed cal m ig ra tio n  (p lus steric . con fined  w a te r  d ie lec 
E S/D SPM ] possib le  a d d itio n a l D ie lec tric , tric  co n s tan ts , etc.

forces) B o rn , ion
activity , etc .

E x te n d ed n e u tra l and sam e as E x te n d e d sam e as sam e as E x ten d ed
M axw ell S te lan ch a rg e d  so lu te s H E T  m o d e l, p lus E x te n d ed H E T  m odel, p lus

(fin ite  size ions) so lu te -so lu te H E T  m o d el so lu te -so lu te  fric tional
fric tio n a l c ross-coupling
cross-co u p lin g coeffic ien ts

only for ion mixtures with m o re  than o n e  coun ter- ion , an d  both  co u n te r  and co-ions in a 
type 2 mixture can be divided into e i ther  norm al o r  an om alous  ions, depend ing  on w hether  
o r  not their  concen tra t ion  profiles becom e asymptotically flat in the  m em brane . A typical 
behavior for a type 2 m ixture is o n e  for which the rejection of  the m ost mobile co u n te r 
ions tends exponentially  to  ze ro  and  the re jection  o f  the  least mobile counter-ions becom es 
negative with increasing j v (it should be kept in mind, however, tha t a c lear experim en
tal indication o f  this a n o m a lo u s  asymptotic behav io r m ight not be a tta inab le  at physically 
realistic applied  pressures).

2.3. 1. Extended Nemst-Planck Ion Flux and Stokes Flow Equations
A  genera lized expression for the  spatially averaged  ion m olar  flux density /,, incorporating  
ionic diffusion, electrical m igration , and convection, is the  E N P  equation:

ji =  - D A 'C i  -  z A . l ) : R T ,l’(l> +  ~  <V ' V \ | n (y ,’> (54)

w here  dxQ = d Q /d x  [as is usually done , we have neglected  in Eq. (54) a small te rm  p ro p o r 
tional to the  pressure  g rad ien t  and  the specific ion volume] T he  averaged (creeping flow)
Stokes equa tion  for the flux o f  a charged  fluid takes the form

J ^ i v  =  - 9 t P  -  p9x t  -  R T  J2  c A i i n  y,) (55)
L p i

w here  0 < x  <  lm is the  m e m b ra n e  thickness, p (x )  =  F  ]£,• ZjC^x) is the  local ion charge 
density, and /,. ~  (v), w here  (v) is the  average so lution velocity in the  pore  of  the m em brane  
(approxim ately  equal to  the vo lum e flux density j v). In the  hom o g en eo u s  theory, we use the 
following quantities:

D, =  {£),): effective diffusion coefficient o f  ion / in the  m em b ran e  [nr/s] ,
C; = {Cj): average concen tra t ion  o f  ion i in the m e m b ra n e  [mol/m3]
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4> =  (ip): average in tram em brane  electric po tentia l (Diffusion +  S tream ing  po ten tia l)  [mV] 
P = (p): average pressure [bar]

o .
'p'

Kj r : convective ion h indrance factor [-]
Ly.  pure  water  hydraulic perm eability  [m3/m : h.bar]

T he  term  y,- is the  effective in tram em brane  ion activity coefficient, and  the b racke ts  den o te  
spatial averaging o f  pore  level quantities. T he  diffusion coefficient in the pore

K j llDj(P Kj 'iDjl,n
D, = --------------= ------ --------  (56)

7 ^

can be re la ted  to D h the bulk ion diffusion coefficient, and K i lh the diffusive ion h indrance  
factor. T he  convective and diffusive h indrance  factors K, c and  K Ld dep en d  on  A, =  r j r p, 
the ra tio  of  the ionic radius rh to the effective pore  radius rp (see A ppend ix  1). W ithin the  
approxim ation adop ted  here, we see in Eqs. (54) and (55) tha t the ion m olar flux density j) 
depends  directly on the volum e flux density crossing the m em b ran e  and  only indirectly on  
the tran sm em b ran e  pressure  difference A P  [via the j v versus AP  re la tion  o b ta ined  by solving 
the averaged Stokes equa tion  (Eq. 55)]. This is why in m ost N F  m odeling investigations, 
one  studies ion rejection R t versus m em b ran e  flux density j v and j v versus t ran sm em b ran e  
pressure  difference A P separately , instead o f  R, versus A P  directly ( the  effective m em b ran e  
thickness is lcff =  lmr/<pp, cf. [33].)

In the feed (f) and pe rm ea te  (p), the e lectroneutrality  condition  is

I > W l" ’ = 0  (57)

and  the ion rejection [according to  Eq. (3)] is given by

The filtration condition  is

R, =  1 - 4  (58)
ci

c f  =  -  (59)
Jv

which simply m eans that the pe rm ea te  solute concen tra t ion  is d e te rm in ed  in the steady- 
sta te  by the m olar  and  vo lum e flux densities crossing the m em b ran e .  T h e  ion transmission 
[according to  Eq. (6)], or  passage, is the com plem ent o f  the  re jec tion  T-t =  1 -  R { =  c ? /c j .

T h e  selectivity o f  two ions is defined as the ratio o f  their  passages SL j =  TJT-r  G enerally  
speaking, for single salts the m agnitude  o f  salt rejection is high w hen the abso lu te  value of  
the norm alized  m em b ran e  charge density £ =  X m! ci is g re a te r  than  one  an d  low if £ is 
less than one. T he  rejection o f  single salt increases m onotonically  from  zero  a t  zero-volum e 
flux density to a limiting p la teau  value (limiting rejection) at high-volume flux density. The 
rate at which the salt rejection approaches  this limiting value, as the  volum e flux density 
increases, depends  critically on the effective m em b ran e  thickness and salt diffusion coeffi
cient via the Peclet num ber [Eq. (32)]: W hen the Peclet n u m b e r  is g rea te r  than  one, the  salt 
rejection changes slowly and is close to its limiting value; in contrast ,  in the Peclet n um ber  
range betw een  zero  and  one, the salt rejection is a s trongly increasing function o f  volume 
flux density. From this we can conclude that, as a function o f  volum e flux density, the salt 
rejection approaches  its limiting value faster for large effective m em b ra n e  thickness and 
small salt diffusivity (see section 2.7 fo r  concre te  examples).

Spatial averaging o f  the  Poisson equa tion  leads to the approx im ate  e lec troneutra li ty  co n 
dition in the m em brane ,

,v

/=l
(6 0 )
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valid when ( A ( Ar / / rtl)2 <$C 1, which is always true for N F  m em branes  [44, 46, 66]. The  
zero  net electrical cu rren t  condition, valid for the open  electrical circuit conditions em ployed 
in NF, is

l l. = F ' t z ij , =  0 (61)
i=\

By com bining  charge e lec troneutra li ty  in the p e rm e a te  [Eq. (57)] and  the filtration cond i
tion [Eq. (59)], we see tha t  the  zero net electrical cu rren t  condition  is not an independen t 
assum ption  but, ra ther,  follows from the first two. W hen the E N P  equa tions  are  inserted 
into the ze ro  net electrical cu rren t  condition , we obta in  the following relation betw een the 
(d im ensionless) electric  po ten tia l  and  the  ionic concentrations:

H x ) = -  < M * )  +  4>A-0  (62)

where

W W - S r f f y  (63)
E t l  Z l D i Ci { x )

is the  g rad ien t  o f  the (d im ensionless) diffusion poten tia l  and

(64.\  E m  zjDjCiix) J

is the  g rad ien t  o f  the (d im ensionless) s tream ing  potentia l.  This form for dx(j>(x) is useful 
for identifying the  two contr ibu tions  to th e  electric potentia l  in the m em brane :  the diffusion 
po tentia l 4>{h which is p ropo rt iona l  to the ionic concen tra tion  gradients , and the stream ing  
potentia l </>v, which is manifestly p roport iona l  to the volume flux density.

A lthough  the above decom position  o f  dx<f>(x) in te rm s o f  the  diffusion and  s tream ing  
poten tia ls  is convenien t fo r  identifying the two contribu tions (and  also for finding analytical 
solutions to the N F  transpo r t  p roblem  for a single salt [one anion and  o n e  cation]), the  
presence o f  the ionic concen tra t ion  grad ien ts  in the diffusion potentia l com plicates numerical 
m e thods  o f  solution. In this case, it is m o re  convenien t to  divide the E N P  Eq. (54) for ion 
i by D, and  then sum  over  all ions. T he  sum  o f  the concen tra t ion  grad ien t te rm s vanishes 
thanks  to th e  e lec troneutra li ty  condition  in the m em brane ,  leading to

£ , * ,  {[z,( K liec M - c f )  j D - ' K

E L
f i j  =  ‘=l J NC ' ' ' h  (65)

Although this form  for dx<f>(x) mixes in a nontrivial way the two contribu tions to the electric 
po tentia l,  the absence o f  g rad ien t te rm s  simplifies the  im plem enta t ion  o f  num erical m ethods 
o f  solution.

By inserting the  filtration condition  and  o n e  o f  the above expressions for dx<j>(x) back 
into the E N P  eq u a tions  and  elim inating the  N th  ionic species via the e lectroneutra li ty  
condition , we ob ta in  N  — 1 equa tions  for the N  -  1 in d ependen t ionic concentra tions,
{Cj(x), i =  1.........N  -  1} [33, 41, 68, 70]. This system o f  N  -  1 non linea r  first-order ordinary'
differentia l equa tions  (O D E s)  for the  ion concen tra t ions  describes transport  in the m e m 
bran e  itself (0+ <  .r <  l~).  To solve the com ple te  transpo rt  p roblem , we m ust establish the 
ap p ro p r ia te  boundary  conditions a t  the  feed (x =  0+) and p e rm e a te  (x — l~)  interfaces. 
In a com posite  system with several m e m b ra n e  layers, the  m odel m ust be solved across the 
whole system (see Fig. 22). T h e  so-called active N F  layer is ad jacent to the feed, and  the 
o th e r  layers can be  tight U F  supports , ( larger po re  microfiltration [MF] supports  do not 
con tr ibu te  to  ion rejection). T h e  first layer can  also be a lam inar concen tra t ion  polarization  
layer (see section 1) if the  effective m e m b ra n e  charge density X m =  0 and 1 / L {) =  0— in this 
case the active N F  layer is the second one. We now tu rn  to this boundary  condition  p roblem  
by studying the ion parti t ion ing  and p ressure  ju m p s  at the external solution— m em brane  
interfaces.
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F ig u re  22. S chem atic  d iag ram  show ing  the  d iffe ren t m em b ran e  layers o f  a th ree -lay e r co m p o site  system . In the  
fo u r-p a ra m e te r  H E T  m odel, each  layer is ch arac te rized  by an  e ffec tive  m em b ran e  ch a rg e  density  X m, th ickness 
1,-n, p o re  rad iu s r p . and  p u re  w ate r hyd rau lic  perm eab ility  Lu . T h e  feed  (p e rm e a te )  is ch a ra c te r iz e d  by th e  p re ssu re  
pt\p) ancj j |lc  ionic co n c e n tra tio n s  D o n n an /s te ric  p a r titio n in g  ho lds across all th e  system  in te rfaces, inc lud ing  
b e tw een  the  d iffe ren t m e m b ran e  layers.

2.3.2. Interfacial Thermodynamic and Mechanical Equilibria
As stated earlier, an im portan t  simplification in the t rea tm en t  of  m em b ran e  transport  arises 
thanks to the large thickness o f  the N F  m em brane  com p ared  with the o th e r  relevant length 
scales in the problem  (A„,, Ar , rj}). In this case, there  is approx im ate  therm odynam ic  and 
mechanical equilibrium across the external so lu t io n -m em b ran e  in terfaces [26, 44, 66].

2.3.2.1. Ion Partitioning  T he  ion transfer  from the ex ternal so lu tions (feed and p e rm e 
a te )  into the m em brane  is d e te rm ined  by D o n n an  (quasi-equilibrium ) partitioning at the 
m em brane-external solution interfaces. This is a valid approx im ation  because the effective 
ionic e lectro-chemical potentials  remain practically con s tan t  across these  interfaces because 
o f  the large transport im pedance o f  the m em b ran e  itself. T h is  can be d em o n s tra ted  formally 
by starting with the E N P  ion flux equations and showing tha t  when A A c/ l mi rp/ l m <*C 1 
(always true in NF), the  flux density te rm s (p roport iona l  to /,- and  j v) a re  negligible (for 
physically reasonable  t rans-m em brane  flux densities), com pared  with the gradient te rm s in 
the  interfacial regions, leading to

-  F -
—D-jdxCj -  z iciDt——dx4> -  ciDidx ln(% ) ^  0 (interfacial regions) (66)

R T

T he  ion partitioning equations do  not there fo re  require  fu r th e r  assum ptions, as they follow 
directly as a limiting form o f  the E N P  equa tions  themselves, valid in the  interfacial regions.
As Eq. (66) shows, ion partitioning arises from a balance between diffusion (first te rm )  and
the forces caused by interactions (second and third term s).

T h e  ionic electrochemical potentials  in the bulk feed (f) and p e rm e a te  (p) solutions are 
defined by

/ 4 (p> -  R T  ln (r[(p))  - f  Z jF 4>r<p) 4  R T ln ( y ' lp,) (67)

w here  4>I(pl is the electric potentia l and y)(p) is the bulk activity coefficient tha t arises as 
a result o f  ion- ion  interactions. Integration  of  Eq. (66) across the interfacial regions leads 
to approxim ate  therm odynam ic  equilibrium (i.e., e lectrochem ical po ten tia ls  tha t are  nearly 
constan t across the interfaces) [39-42, 44, 66, 68]:

III =  (68)

(J] >- m :' (6 9 )
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T h e  ion e lectrochem ical potential in the m em brane  takes into account all the forces o f  
in teraction  [23, 24] betw een the ion and  the m em brane ,  as well as the ion-ion  interactions:

/x,(.v) =  /?71n[c,( .v) | +  z,F(p(x)  +  R T \n ( y , )  (70)

w here  the effective in tram em brane  activity coefficient y, accounts for all but m ean  field
elec trosta tic  effects [26, 39-42, 44, 68] (such as steric, dielectric, ion-ion  interactions, etc.; 
for com pactness , and  w ithout loss o f  generality, we have also incorpora ted  the so-called 
"s tan d a rd  chemical po ten tia ls” directly into %). T he  above ( therm odynam ic  equilibrium) 
eq u a t io n s  lead  to  the ionic partition  coefficients at the feed and p e rm ea te  interfaces

. r ,(p) / v f(p,\  ■
c ,l =  7 ®  =  ( ^ ) “ p [ - w , ; w] ™

^ i y  i

w here

A # ,  =  <1>(Q+) -  &  

is the  ( in terfacial)  feed-side D onnan  po ten tia l  [71],

A # ,  =  * ( / - ) - < & ' ’ (72)

is th e  pe rm ea te -s id e  D o n n an  potentia l,  and A < ^ p> =  F k ^ f * / ( R T ) .  Because the sign of  
the  D o n n an  po ten tia l  is (usually) opposite  tha t o f  the  counter-ion, it acts to bring these 
ions into the  m em brane  while at the  sam e time excluding co-ions. We note that in the 
app rox im ation  o f  interfacial therm odynam ic  equilibrium, there  exist concentra tion  jum ps 
across the ex ternal so lu t io n -m em b ran e  interfaces. In reality there  are  sm ooth , but rapid, 
concen tra t io n  variations on  a length scale ~  max{A,#J, A(., rp) much less than the m em brane  
thickness. Conveniently , the quasi-equilibrium  approxim ation described above allows all the 
com plica ted  p h en o m en a  taking place in the  strongly he te rogeneous  regions near  the pore  
e n tran ces  and  exits to be skirted [66].

If the feed (p e rm e a te )  and  in tram em b ran e  activity coefficients are  known, then  Acp{̂ ] can 
be ca lcu la ted  as a function o f  the ion feed (p e rm e a te )  concentra tions and the m em brane  
charge  density  X m by using the  e lec troneutra li ty  condition  in the m em b ran e  (60); along with 
the definition o f  the ion partition  coefficient (71), this provides an algebraic equation,

N A? / v f (p ) \
e ^ : <p,*rpi+ =  e  ic *r- + -  o w
i - \  /=  1 \ 7 i  /

tha t  can be transfo rm ed  into a polynomial equa tion  for f j )(p) =  e x p [ - A < ^ p>]. O nce  r ) jp> is 
found , the  D o n n a n  poten tia l  A<£l̂ p) and the  ionic parti t ion  coefficients k)(v) can be also be 
o b ta ined .

2.3.2.2. Pressure Jumps The interfacial concen tra t ion  jum ps tha t arise as a result of  
quasi-equilibrium  ion partitioning lead to  interfacial osmotic pressure  jumps. Because of  
ap p ro x im ate  interfacial mechanical equilibrium , these osmotic pressure  jum ps lead in turn 
to  identical interfacial pressure  jum ps  [44]. This can also be d em o n s tra ted  formally w ithout 
any fu r th e r  assum ptions by starting with the  averaged Stokes equa tion  and  neglecting the 
flux term , p ropor t iona l  to the m em b ran e  flux density in the  interfacial regions

- d xP (x )  -  p (x )d x<j>(x) -  R T  ^c,(A*)<9v(ln % (x))  % 0 (interfacial regions) (74)
i

(th is  is justified in N F  for physically reasonab le  fluxes, because the characteristic  length scale 
o f  interfacial varia tions [Am, A( , rp] is always small com pared  with the m em brane  thickness, 
lm, itself). C om bin ing  Eq. (74) with the  quasi-continuity  o f  the electrochem ical potentials  
[Eqs. (68) an d  (69)] leads to

A P f[p) =  A7T/(/>) (75)
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w here

A P> = P< -  P( 0+) (76)

A PP = P ( 1 ~ ) - P > ’ (77)

are  the interfacial p ressu re  jumps, and

att' =  n / - n ( o + ) (78)

Air' =  ri(/-) -  IF (79)

are  the interfacial osm otic  pressure  jum ps with n /(/,) =  R T  c][p) the bulk feed (p e rm e a te )  
osm otic  p ressu re  and  Xl(x) = R T  J2i Ci(x ) the local ( in tra m e m b ra n e )  osm otic  p ressure .  We 
have used the  no ta t ion , A Q =  - A Q for any quantity  Q. By using the definition of  the 
ion part i t ion  and  transm ission coefficients (passages), n ( 0 +) =  R T ^ t ' A 0+ ) a n d  O ( / “ ) =  
R T  c,(Kn) can be w ritten  as

l l ( 0 +) = R T ' £ k { c {  (80)
/

n ( / ~ )  = R T j :  k f c ,r = r t ' £  k f c j r ,  (81)
/ /

Using the  above results, the  sum of the interfacial p ressure  ju m p s  can be expressed in te rm s 
o f  the osm otic  p ressu re  differences

AP f  +  AP r =  A ll  -  A U m (82)

w here  we have used the total osmotic pressure difference across the m em brane

AO =  Uf  -  I F  =  R T  £  c{R, (83)
i

and  the in t ra m e m b ra n e  osm otic  pressure difference

An,,, -  ri(o- ) -  n (/;;,) =  R T ^  4 (k{  -  k j ’T,) (84)
i

2.3.3. Physical Nanofiltration Parameters
T h e  th ree  m ain  experim enta lly  m easurable  physical N F  p a ram e te rs  that we would  like to 
ob ta in  as solutions to the model transport equa tions  are  the ionic rejections /?, and  the 
electric filtration po ten tia l  A4>7 , as a function o f  the tran sm em b ran e  volum e flux density  j v, 
and the la tte r  as a function o f  the trans-m em brane pressure  g rad ien t  A P.

2.3.3.1. Ionic Rejection T he  ionic feed concen tra t ions  c\ an d  volume flux density jv are 
considered  known, an d  we m ust solve the part i t ion ing /transport  eq u a tions  for the N  — 1 
unknow n ionic p e rm e a te  concen tra t ions  cf.  T he unknow n p e rm e a te  concen tra t ions  are 
found  by solving a system o f  coupled nonlinear a lgebraic/differential equa tions  tha t  we sum 
marize here: T h e  feed and  pe rm ea te  ion partition equa tions

+  (85)
/=!

and the ;V -  1 in d e p e n d e n t  ion flux (E N P )  equations

=  —ZjCj(dx4>) + cCj -  c f ) D ; ' j v (86)

w'here we have used  the p e rm e a te  filtration condition (59). T he  ion parti t ion  coefficients (71)
dep en d  on the activity coefficients and the interfacial D o n n a n  poten tia ls ,  an d  e lec tro n eu tra l
ity is re spec ted  in the ex ternal solutions (57). T h e  g rad ien t  o f  the (d im ensionless) electric
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poten tia l  is given e i the r  by the sum o f  the g rad ien ts  o f  the diffusion and  s t ream in g  po ten tia ls  
[Eqs. (62-64)] or, alternatively, by Eq. (65).

T h e  so lution to the above system o f  equa tions  is com posed  of the  ionic p e rm e a te  c o n 
cen tra t ions  c f ,  the D o n n an  poten tia ls  A<j>pP\  and the in tram em b ran e  ionic con cen tra t io n  
profiles cT,(.,v)(0+ <  x  <  /,„). O nce the p e rm e a te  concentra tions are  found, the  ionic re jections 
/?, can then  be obtained.

2.3.3.2. Electric Filtration Potential O nce  the D o n n an  po ten tia ls  and  the in t r a m e m 
b ra n e  ionic concen tra t ion  profiles c ,(x) ,  are  known, it is possible to ob ta in  the  electric filtra
tion  po tentia l A5>F, which can be m easu red  by inserting elec trodes in the  feed  and  p e rm e a te  
(care  should  be taken  to  subtrac t the  e lec trode  poten tia l  from the m easu red  E M F  before  
co m par ing  theory  with experim ent) .

D uring  the  separa tion  o f  salt so lu tions in NF, the counter- ions a re  pu lled  into the po re ,  
w hereas  the co-ions are  repelled. If a p ressu re  g rad ien t is im posed, charge  bu ild -up  occurs 
on the scale o f  the (small) D ebye length, n ea r  the external s o lu t io n -m e m b ra n e  in terfaces 
during  a  short  transient period. To reestablish m acroscopic e lec troneu tra l i ty  in the steady 
sta te ,  this w eak  charge build-up  en genders  an electric field E x in the m e m b ra n e  whose 
d irec tion  is d e te rm in ed  by the sign o f  the m em b ran e  charge. T h is  e lectric  field c rea tes  a 
force on the  coun ter-ions that o pposes  the ir  convective transport.  As a consequence ,  this 
force m akes  th e  co-ions transfer  faster,  while re ta rd ing  the coun ter- ions  [42]. A long  with 
the  interfacial D o n n an  potentia ls ,  this (d im ensionless)  in tram em b ran e  po ten tia l  d ifference  
A4> = 4>(lm) — </>(0+ ) will con tr ibu te  to th e  (dim ensionless) electric filtration po ten tia l  A<f^.

E q u a t io n s  (62-65), which give the g rad ien t  of the in tram em b ran e  electric  po ten tia l  as a 
function  o f  the position in the m em b ran e ,  can be in tegrated  to  obta in

A</> =  A 4>(i +  A </>, (87)

W h en  this result  is com bined  with the interfacial D onnan  poten tia ls  A <^(/>), we ob ta in

A $ ; =  —A4>jd -  A<£ +  A<ppD. (88)

T h e  electric filtration poten tia l  A<J>; so defined is useful because it (usually) has  the sam e 
sign as the  m em b ra n e  charge.

Because  the  sum o f  the diffusion and  D o n n an  potentia ls  is usually d e n o te d  as the m e m 
b ra n e  po ten tia l

A<£„( =  A # ,  +  A 0 rf -  A <  (89)

th e  electric  filtration poten tia l  can also be  written as A4>f =  —Ac/>,„ — A<f>s. A lthough  the 
d im ension less  electric  filtration po ten tia l  A<$F versus^ m em brane  flux density j v curve is in 
genera l non linear ,  at high Peclet num ber ,  Pe =  j vlm/ D max., it becom es asymptotically  tangen t  
to a stra igh t line described by

A $ L  =  -  A(frim 4- Vjjv (90)

w h ere  — A</>Jim is the  ̂ - in te rcep t  an d  v. the  slope ( D max =  m ax{D,}). Both o f  these  q u an t i 
ties provide in form ation  on  the m e m b ra n e  properties . T he  slope v} is a re d u ced  s tream ing
po ten tia l

d (  A $ 0  d(A4>J
-----T------  =  "  lim —Pe-*OQ djv Pc-̂ OO djv

V j=  lim -----  -----=  — lim — - —  (91)

tha t  d ep en d s  only on the  asym ptotic  behav io r  of  the s tream ing  po ten tia l  A4>s. T h e  y-in te rcep t  
- A 0 | im, however, generally com bines con tr ibu tions  from the limiting (high flux) fo rm s of 
th e  m em b ra n e  (diffusion and D o n n a n )  an d  s tream ing  potentials.

F o r  D re sn e r  type 1 solutions, the  reduced  s tream ing  potentia l v} is simply re la ted  to the 
g rad ien t  o f  the  s tream ing  po ten tia l  eva lua ted  at x  =  0+:

*, -  < W e l > <92>
^ !Cj=i z iDjCj kj )
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(always true for single salts, N  =  2, and  mixtures with a single coun ter-ion).  In general, for 
D resner  type_2 solutions, the exact expression [Eq. (91)] must be employed.

By using D i =  K i in Eqs. (91) o r  (92), we see tha t the  reduced  s tream ing
potentia l v  increases with increasing effective m e m b ra n e  thickness (by an increase in the  
real active layer thickness lm or  to rtuosity  r ,  o r  dec rease  o f  porosity, <pp). F u r the rm ore ,  
as K t J K i  d increases rapidly with increasing A,, at fixed X mv} also increases rapidly with 
decreasing po re  size (see A ppendix 1).

We conclude that because  both charge and h indered  t ranspor t  effects can play an im p o r
tant role in dete rm in ing  the asymptotic behavior o f  the electric  filtration po ten tia l ,  its exper
imental m easu rem en t can provide valuable in form ation  concern ing  m e m b ra n e  properties.

For several reasons, the reduced s tream ing  poten tia l  v- =  R T v j / F  ap p ea rs  to be a b e t te r  
choice than the usual definition

lim d(A<t>1)

=  - ,93 )  

for characteriz ing the s tream ing  potential. First, because  electroviscous and osmotic effects 
complicate the re la tionship  between j v and AP  (see following), and  second, a lthough th icker 
and larger pore  supporting  layers in com posite  systems may con tr ibu te  to  the total pressure  
drop  across the system (in a way that is o ften  difficult to quantify), j v, on the  contrary, is c o n 
stant across composite  systems in the steady state. Thus, in principle, the  use of  the reduced  
streaming potential Vj allows one to obta in  a m ore  d irect grasp on m e m b ra n e  charge and  
structural pa ram ete rs  via the m easured  electric filtration poten tia l ,  provided  tha t  the  po tentia l 
differences across the supporting  layers are  negligible (which may not always be true)  [47].

2.3.3.3. Volume Flux Density (Osmotic and Electroviscous Effects) Both the d im e n 
sionless in tram em brane  potentia l difference A</> an d  the interfacial p ressu re  jum ps  A Pi{l>) 
influence the  flow o f  a charged fluid through a charged  m em b ran e  and  d e te rm in e  how the 
transm em brane  volume flux density responds to an  applied  pressure  g rad ien t  AP  (e lec tro 
viscous and osm otic  effects). T he volum e-averaged S tokes equa tion  becom es  in the core  of  
the m em brane  (0+ < x  < lm), sufficiently far away from  the interfacial regions [40, 44],

- ^ j v * - d xP  + R T X J x4> (94)
'-'v

where L° is the  specific pure  water m em brane  hydraulic perm eability  [m3/m 2h.bar].
T he  in tram em brane  electric potentia l couples to the so lution flow via the electric body 

force [second term  on the right of  Eq. (94)]. For simplicity, we have o n ce  again supposed  
that supp lem entary  body forces acting on the fluid in the m em b ra n e  as a result o f  nonideality  
(last te rm  in the averaged Stokes equa tion )  are only im p o r tan t  in the  ex ternal so lu t io n -  
m em brane  interfacial regions (and are  thus negligible within the core  o f  the  m em brane) .  For 
this reason, a small, h indered  transport con tr ibu tion  to (E q .  94) caused by the  finite ion size 
has been  left out. E qua tion  (94) can be in tegra ted  to ob ta in  the in tra -m em brane  p ressure  
difference:

= P ( i ' j  ~  r ( " +) =  +  k t x „m  (95)
P

where the in tram em brane  potentia l difference A4> [-]. as well as the ionic rejections, are now 
considered known functions o f  j r (see earlier).

At the m em b ran e -ex te rn a l  solutions interfaces, we m ust account for osm otic  pressure  
differences that arise as a result of  ionic parti t ion ing  into the m em brane . T h e  total pressure  
difference across the m em b ran e  is given by

A P = P f -  P l> =  A P f +  A Pm +  AP p (96)

W hen the pressure  jum ps  at the interfaces Eq. (82) are  inserted  into this last expression, it 
can be transfo rm ed  into

AP =  An -  Ari/?l 4- AP,n (97)
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where  we have used the total osm otic  pressure difference across the m em b ran e  [Eq. (8 3 )J 
and  the in tram em brane  osmotic pressure difference [Eq. (84)]. Com bining the above results, 
we obtain an equa tion  relating the t ran sm em b ran e  pressure  difference A P  to the volume 
flux density j,„

a p  = l- fL jv + A ll  -  All,,, -  R T X „ M -  m

where  all quantit ies  on the right o f  Eq. (98) are  (implicitly o r  explicitly) functions of  j r. This 
expression can also be written in standard  form,

y„ =  ^ ( A P - S A  n )  (99)

using the specific salt solution m em brane  hydraulic perm eability  L \  |m V m hbar |

........

and the following opera tiona l definitions for electroviscosity coefficient k [-J

k = R T L {)pX ml;Jvj  (101)

( in d ep en d en t  o f  j,.) and the global osmotic reflection coefficient S  [-] [cf. ad\ Eq. (25)]

d 0 2 )

which, a lthough j r dependen t,  tends to a cons tan t  (finite) value 2 Hm at high volume flux 
density. Thus, in the  limit of high tran sm em b ran e  pressure , /„ asymptotically becom es a 
linear function of A P,

L '
7 , ^ / ( A P - X iimA Il lim) (103)

‘ m

with slope L sp/ l m and  ^- in te rcep t X|imA lI |im. Thus ,  by m easuring  the slope and jr-intercept of 
the straight line asymptotic to the j v versus AP  curve, we can  obtain information concerning 
m em brane  properties. We note that a lthough only the  asymptotic  behavior of  the reduced 
stream ing  po ten tia l  £• contributes to the  electroviscosity coefficient k , the diffusion potential, 
subasym ptotic  stream ing potentia l,  and interfacial pressure  jum ps all contr ibute  to  the global 
osm otic  coefficient X.

T h e  asymptotic slope of the versus AP  curve can be pu t  in the form

L° k n I
------- ' -----=  % -  (104)
(1 + K )lm 7ft! lm

if*  =  r;(l •• K) >  7/ (105)

an d  K the pure  w a te r  Darcy hydraulic perm eability  = K [)D/rj).  T h e  volume flux density 
for pure  w a te r

A P K l AP

i :  =  L ' r  =  f r  (106)i n  I  n i

has a slope

r :  n  dh
A P  71lm -  d A P

(107)

T h e  quantity  r f^  thus represents  an effective electroviscosity, for the salt m em b ran e  system 
responds as if the viscosity of  the fluid w'ere g rea te r  than the pure  w ater value.

T he  electroviscosity coefficient k is p roport iona l  to the reduced  stream ing  potential i5- and 
the effective m em b ran e  charge density X m. A lthough, because  of h indered  transport effects,
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it is possible for v }- to  be nonzero , even in the absence o f  m em b ran e  charge  ( X m =  0), 
e lectroviscous effects (k  >  0) arise  in this model only in the presence  o f  nonzero  m em b ran e  
charge  ( X m ^  0). T h e  reason fo r  this is simply that e lectroviscous effects can  be traced  
back to  the e lectric  body  force te rm  in the averaged S tokes Eq. (55). T h ese  effects are  
en g en d e red  by the  asym ptotic  s tream ing  potentia l (oc j v). Because it couples  directly to  the 
total in tr a m e m b ra n e  ionic concen tra tion , this term  o f  course  vanishes in th e  absence o f  
m em b ra n e  charge  (because  of  in tra m e m b ra n e  charge e lec troneutra li ty ) .

Sim ilar to  th e  red u ced  s tream ing  potentia l,  the electroviscosity coefficient k  increases with 
increasing tortuosi ty  r  an d  decreasing  porosity <pp o r  p o re  size rp. If, as is usually found  for 
ions in cha rged  N F  m em branes .  lcjj / l m >  1, then electroviscous effects can be im p o r tan t  and  
much larger than  would  be p red ic ted  by simple capillary po re  m odels  tha t  assum e lcjj  = lm.

2.3.4. Nanofiltration Model Development
A basic simplifying assum ption  in the above approach  is tha t within the  core  o f  the m e m 
brane , the  ions in te rac t  with  each  o th e r  and the m em b ran e  solely via the direct m ean  field 
e lec trosta tic  in terac tions. This assum ption implies inter alia that the  cross-coupling term s 
that a p p e a r  in m o re  gen era l  theoretical fram ew orks (such as the Maxwell-Stefan app roach )  
are  negligible [41] a n d  tha t  the last te rm  in the E N P  equa tion  [Eq. (54)], involving gradients  
o f  the effective activity coefficient, is also negligible within the  m em b ran e .  N ote  that this 
approx im ation  d o es  no t requ ire  that all o th e r  ion- ion  and  io n -m e m b ra n e  in terac tions be 
weak w ithin the  m e m b ra n e  but, rather, tha t these in te rac tion  po ten tia ls  be quasi-uniform  
there ,  which leads to  negligible supp lem entary  forces in the t ran sp o r t  equa tions .  T h e  simpli
fying assum ption  o f  quasi-equilibrium  at the feed and p e rm e a te /m e m b ra n e  interfaces, which 
can be justified by the high transport  resistance found within the m em b ran e ,  co m p ared  with 
the interfacial regions, allows the ionic concentra tions within the m em b ran e  to  be approxi
mately re la ted  to  the  ex ternal concen tra t ions  via a quasi-equilibrium  parti t ion  coefficient.

A lthough  m ore  d e ta i led  m ethods, like the Maxwell-Stefan app roach ,  o f  m odeling  trans
port  in nanofil ters  a re  potentia lly  interesting, a large n u m b e r  of  unknow n supp lem entary  
p a ra m e te rs  e n te r  into the p rob lem  [72]. Given the relative paucity o f  the da ta  necessary to 
assess the  im p o r tan ce  o f  these extra param eters ,  it is in o u r  opin ion  p re m a tu re  to  consider  
such com plex  th eo r ie s  until it is possible to discriminate clearly betw een the Maxwell-Stefan 
ap p ro ach  and  the s im pler, b u t  a lready com plicated, E N P  system of transpo rt  equa tions  (the 
ap p ro ach  tha t  will be used exclusively here).

In genera l ,  the  ionic par t i t ion  coefficient for ion i in a mixture /c, can b e  factored into 
various con tr ibu tions  o r ig inating  from the primary physicochemical in terac tions opera ting  
be tw een  the  ions in so lu tion  (bulk and  in trapore)  and b e tw een  the ions in the pores  and  the 
m e m b ra n e  matrix:

k, =  [e lectrostatic] x [electrodynam ic(Lifshitz-VanderW aals)]

x [po la r(ac id-base)]  x [chem ical(covalent)] .  (108)

As s ta ted  earlie r ,  the  way in which these prim ary in te rac tions  manifest themselves in 
n a n o p o res  has no t yet b e e n  clearly e lucidated, and th e re fo re  s ta te -o f- the-art  N F  m ode l
ing is based  on  hybrid theo r ies  that include the following effective con tr ibu tions  to  the ion 
parti t ion  coefficients [26. 27, 30, 33, 39, 41, 47-49, 68, 73^ 74]:

kj =  [e lcc tro s ta t ic (D o n n an ) ]  x [steric] x [dielectric] x [h y d ra t ion (B orn )]  x [ ion- ion]  x . . .
(109)

T hese  ex tended  theo r ie s  reduce  to the E T  model w hen  all bu t the D o n n an  exclusion term  
are  neglected , red u ce  to the  H T  model when the ion charge  tends to  zero, and  reduce to 
the H E T  m odel when all bu t the D o n n an  and sleric te rm s  arc  neglected  (see Table 3).

T he  last te rm  in Eq. (109) is noth ing  but the genera liza t ion  of  the  D cbve-H uckei con
tr ibu tion  to  ion activity as a result o f  ion -ion  in te rac tions  in nondilu te  solutions. Indeed, 
the  last th ree  te rm s  can  be shown to arise naturally by genera liz ing  the  bulk D ebye-H uckel 
app roach  to  ions in a n a n o p o ro u s  m em brane  with m ateria l  an d  confined po re  w a te r  dielec
tric cons tan ts  bo th  d iffe ren t  from  the bulk solution value [27 j.
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A lthough the H in d e re d  E lec tro - transport  (H E T )  model [29], which accoun ts  for only 
the e lec trosta tic  and  h indered  t ranspo r t  effects [the first two te rm s  in Eq . (109)], was first 
ex tended  in an approx im ate  way to N F  in 1995 to account for the h in d e red  t ranspo r t  o f  large 
trace organic  ions [30], it was not applied to  the  N F  o f  mixtures o f  the sm alle r  inorganic  
ions until 1996 [31]. In the  first applications o f  this model to inorganic  ions, the steric c o n 
tribution to  ionic par t i t ion ing  was neglected, because it seemingly led to an o m alo u s  results  
(effectively reduc ing  the  par ti t ion ing  part  of  the  model to D o n n an  pa rt i t ion ing)  [31, 32, 34]. 
In later publica tions the full H E T  m odel, including D onnan/s teric  parti t ion ing , was used for 
inorganic ions (see e.g.. Refs. [35, 36, 76, 77]).

We note  tha t  in parallel to  these developm ents , o th e r  m odels  w ere  deve loped  fo r  R O  
based on various approaches .  In Ref. [26], charged  and uncharged  R O  m em b ran es  w ere  
s tudied  by developing a genera lized  E N P  approach  tha t accounts for e lec tro s ta t ic  (D o n n a n )  
and hydration (B orn )  con tr ibu tions  to ion parti t ion ing  (but no t steric  ones) . T h e  K im ura- 
Sourira jan  m odel [78] an d  the Surface Force-Pore  Flow model [79, 80] w ere  also deve loped  
for m odeling  R O  processes  an d  were ex tended  to  N F  [81]. T he  S ourira jan  m odel con ta ins  
experim enta lly  d e te rm in e d  con tr ibu tions to  the ion partition  coefficients (via in t r a m e m b ra n c  
ion activity coefficients) and has been  used to  m odel the re jection o f  synthetic  sea w a te r  
(ionic s treng th  o f  ^ 0 .5  M, mainly NaCI) contain ing nine ionic species [73]. A lthough  this 
model pred ic ts  the observed  very high rejection (> 9 0 % )  o f  all species (inc lud ing  m onova len t  
ones)  using R O  m em branes ,  it has never been  applied to NF, and  it is no t c lear  w h e th e r  it 
is capable  o f  pred ic ting  the high selectivity betw een  m ono  and m ultiva len t ions tha t  is o n e  
o f  the m a jo r  charac teris tic  fea tu res  o f  NF. We can sum m arize  the m ajority  o f  the  w ork on  
R O  m odeling  by s ta ting  tha t  these models, at least in their cu rren t  fo rm , a re  unsu itab le  for 
predicting  the high m ultivalent and  m o d era te  to low m onovalent ion rejec tion  observed  for 
N F  m em b ran es  [26],

Before the  in troduc tion  of  the  H E T  model, im portan t  experim enta l  and  theore t ica l  w ork  
in the a rea  o f  N F  was p e r fo rm e d  [33, 41, 68, 70, 82-86]. T hese  w orks w ere  devo ted  to  the  
study o f  neu tra l  solutes, single salts, an d  te rnary  ion mixtures ( two salts with at least o n e  
ion in c o m m o n )  at relatively low ionic strengths. A lthough, in acco rdance  with conventional 
wisdom, a d ro p  in coun te r- ion  selectivity was observed in binary e lectro ly te  mixtures, for 
example, L iC l/M gCl2 with a co m m o n  co-ion (here  Cl ) [85], th e re  a re  exam ples  o f  mixtures, 
such as N aC I/N a2S 0 4, fo r  which m ono-divalen t selectivity actually increases  with feed  ionic 
strength  [87]. Typical experim enta l  results for N F  were in te rp re ted  using the  SC m odel [62
65] o r  its h o m o g en eo u s  limit (see, e.g., [33]), the  E T  model (which includes n e i th e r  H in d e red  
tran sp o r t  effects for ions nor the  o th e r  interactions, aside from the  e lec tros ta t ic  one , in the 
ion parti t ioning). W ithin the E T  model, (l, K i c, y / p), and y, a re  all set equa l  to unity in 
the E N P  an d  ion par t i t ion ing  equa tion  (see Table 3).

S tarting  in 1995, N F  theory  has evolved, and one  now com m only  uses the h in d e red  t ra n s 
port  theory  for cylindrical po res  to  both  incorpora te  the steric te rm  in ion par t i t ion ing  and  
es tim ate  the  diffusive an d  convective h indrance  factors K, (h K, c. Various a t te m p ts  have also 
been  m ade  to include in terac tions o th e r  than electrostatic  by inco rp o ra t in g  th e m  into the 
in tra m e m b ra n e  activity coefficient y ;. T he  theory o f  concen tra ted  e lec tro ly te  solutions has 
not yet b e e n  reliably ex tended  to NF, because  even if the  bulk activity coefficients  yj(p) have 
been  m easu red  and  can  be p red ic ted  for simple salts at high concen tra t ions ,  it is difficult to 
extend such results to com plica ted  ionic mixtures and obtain  reliable m e th o d s  for evaluating  
in t ram em b ran e  activity coefficients, y, (see, however, Refs. [72, 88]).

T h e  E T  m odel t rea ts  ions as point charges  and replaces ion activities by concen tra t ions .  
T he  ionic p a ra m e te rs  e n te r in g  into this simplified theory  are  the ion feed concen tra t ions ,  
valences, and  bulk diffusion coefficients. T h e  m em brane  is descr ibed  by only two o f  the 
m em b ra n e  p a ram e te rs  a lready  in troduced  above: the effective m e m b ra n e  charge  density  X m 
and  the effective th ickness lcfj. T he  H E T  m odel is the  genera lization  o f  the  E T  m ode l to 
include h in d ered  t ran sp o r t  effects, and  this is the  m odel that will be  a d o p te d  here  in o u r  
analysis o f  m e m b ra n e  filtration d a ta  (section 2.7). Given the u ncer ta in ty  co n cern ing  the 
role and im portance  o f  in terac tions o th e r  than the e lectrostatic  an d  s te r ic /hydrodynam ic  
h indrance  ones, we will not a t te m p t  to accoun t for any supp lem en ta ry  in te rac tions  (beyond 
those inco rpo ra ted  in the  H E T  model).
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2.4. Hindered Electro-Transport Theory
The H E T  model is a special limiting case of the  genera l  ho m o g en eo u s  transpo rt  model 
presented  in section 2.3 [29] (this m odel is also som etim es  called the E lectros ta t ic  and  Steric 
[ES] H indrance  m odel [30] or the D onnan-s te r ic -pore  m odel [DSPM ] [31]). T he  H E T  model 
treats  ions as hard  spherical charged  particles and  accoun ts  for steric effects in the effective 
in tra -m em brane  ion activities (Table 3). Within this m odel, y (t<p) is set equal to unity and 
y ; =  ( ct>,')~1 in the ion partitioning equations; the diffusive and  convective h indrance  factors 
K Ld and K i c are calculated using h indered  t ran sp o r t  theory  for cylindrical pores. No o th e r  
interactions o the r  than  the electrostatic  and steric /hydrodynam ic  ones  are  incorpora ted  into 
the model. The  ion p a ram ete rs  en tering  into this m odel are

• Ion feed concen tra t ion  cj
• Valence z,
• Ion radius r,
• Bulk ion diffusion coefficient D, ( tem p era tu re  d ep en d en t) .

The m em brane  is characterized  by four m em b ran e  param ete rs :

• The effective pore  radius r
• T h e  effective m em brane  charge density X m
• The  effective thickness Icff
• The specific pure  w ater  m em b ran e  hydraulic perm eab il i ty  LP.

W hereas for a given nanofilter, X m a n d  lclf may— and d o — d e p e n d  on the electrolyte solu
tion being filtered, rp and / / '  are  taken  to be fixed p a ra m e te rs  ( the  te m p e ra tu re  d ep en d en ce  
of L {'p oc i7~' is taken into account via the te m p e ra tu re  d e p e n d e n c e  o f  the solution viscosity, 
assum ed to be that o f  u ltrapure  bulk water).

T here  is compelling evidence com ing from ion t ran sp o r t  in m em b ran es  with known pore 
sizes, such as biological channels  and  zeolites, th a t  a good  starting po in t  for estim ating  the 
ion size in a nanopore  is the ion Pauling crystal radius  (Table 2) . S tudies o f  the  selectivity of 
ions o f  the same valence a p p e a r  to co rrobora te  this choice  [35, 36] (the cu rren t  ad hoc  choice 
o f  using the Stokes-Einstein  radius  for ions ap p ea rs  to b ased  on  the m isconcep tion  tha t  ion 
diffusivity in bulk solutions is de te rm in ed  by the sam e  m echan ism s contro lling  the diffusivity 
o f  neu tra l  solutes). A lthough  the H E T  m odel is ap p ea ling  because  o f  its relative simplicity 
and its capacity to  account for electrostatic  and h in d e re d  transpo rt  effects, one  should  keep 
in mind that it has not been  derived from first principles bu t is, ra ther ,  a hybrid theory  that 
reduces to the H in d ered  T ransport theory for neu tra l  so lu tes  when the ion valences z, are 
set to zero  and reduces to the E T  m odel when the  effective ion radius  r, is set to zero (recall 
that the E T  model, which is the hom ogeneous  limit of the  p o re  level space  charge model, 
accounts only for electrostatic  interactions; see Table 2). M odifications to in tram em brane  
ion diffusivity resulting from interactions are taken  into accoun t implicitly via the tortuosity 
factor t .

2.4.1. Nanofiltration Model Parameters
2.4.1.1. Pure Water Permeability, L°p The specific p u re  w a te r  m e m b ra n e  hydraulic  p e r
meability L ” can be o b ta ined  directly by m easuring  the volum e flux density j v o f  u ltrapure  
w ater  as a function of applied  t ran sm em b ran e  p ressu re  AP:

Care  should taken,  however,  if the larger pore -suppor t in g  layers a re  thick enough to con
tr ibute to the total  p ressure drop  across the compos i te  system. Within the f ramework  of  the 
effective cylindrical pore  model ,  we can write

where l[,ff is an effective m e m b r a n e  thickness associated with the  specific pure  water  m e m 
brane  hydraulic permeabil i ty If the actual m e m b r a n e  thickness is unknown,  on e  can

( 110)
m

( i l l )
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directly m easure  only pu re  w ater  m em brane  hydraulic perm eabili ty  L"

2.4.1.2. Effective Pore Radius rp T he  effective pore  radius rp can be estim ated  by fitting 
the h indered transpo rt  theory to  the experim enta l rejection of  m odel neutral solutes (with 
known size) as a function  o f  volum e flux density [30, 31, 75]: T he  limiting rejection at high 
volume flux density (equal to the filtration reflection coefficient), dep en d s  only on the ra tio  
o f  solute to pore  size. For certa in  m em branes ,  such as ceram ic ones, the  effective pore  
radius /• can also be es t im ated  from N : adsorp tion /desorp tion  m easu rem en ts  or  bubble  
point m easu rem en ts  [38, 89].

A ttem pts  have also been  m ade to estim ate  the po re  size o r  effective m em brane  thickness 
from  the m easu red  flux o f  pure w ater  using the simple H agan-Poiseuille  equa tion  for cylindri
cal pores modified by replacing the actual thickness o f  the N F  layer by an effective one [see 
Eq. ( I l l ) ] ,  w here the  effective “perm eabili ty1’ thickness l'cjf — lmT'/<pp incorpora tes  porosity 
(<pr ) and tortuosity ( r ' )  effects. U nfortunately , l'cff m ust be d e te rm in e d  first before  this m ethod  
can be used to estim ate  rp9 and there  is some evidence that the effective thickness es tim ated  
using o th e r  m e thods  might not be the same as the  effective “pe rm eab il i ty” thickness (for 
this reason, we have used a prime to d ifferentia te  lcjj  and r' from the effective m em brane  
thickness and tortuosity, I tf and r ,  tha t en te r  into the effective ion diffusivity, D, [Eq. (56)]).

A ttem pts  have been  m ade  to include (cylindrical) pore  size d istribu tions into N F  trans
port  models, with the conclusion apparently  being tha t m odels  with a single effective pore  
size seem to work best [90]. A n explanation for this result may be found  in percola tion  th e 
ory: despite the com plicated  three-dim ensional pore  struc ture  and  po re  distribution of  real 
nanofilters, there  will always be a well-defined bo ttleneck  in the system, and the radius of  
this bo ttleneck can be taken  as the effective m em b ra n e  pore  size [38, 91].

2.4.1.3. Effective Membrane Thickness ieff T h e  effective m em b ra n e  thickness lt,ff can 
also be es tim ated  by fitting the h indered  t ranspor t  theory to the  experim ental rejection 
o f  model neutral solutes, or  salts, as a function o f  volum e flux density, as this p a ram e te r  
de te rm in es  the slope of  the rejection curve at low volum e flux density. It turns out, however, 
tha t  the effective m em b ran e  thickness es tim ated  in this way d ep en d s  on the size of  the solute 
o r  choice o f  salt (som ew hat mysteriously, the genera l t rend  observed  is leff decreasing with 
increasing neutra l  so lu te  radius). It also appears  as if the  values o f  lcn- ob ta ined  by fitting the 
H E T  theory to  the experim enta l rejection of single salts as a function o f  volum e flux density 
are  much larger than  those  obta ined  for neutra l  so lu tes and may even vary as a function of  
salt type, concen tra t ion , and  pH  [35, 36, 92].

If the effective pore  radius rp has been  est im ated  using o th e r  m eans, then the H agan- 
Poiseuille relation can also be used to  estim ate  an effective m e m b ra n e  thickness In g en 
eral, one finds that the various m ethods  for d e te rm in ing  “ /,«■” do  not give a consistent value, 
indicating tha t each transport  quantity  (neutral  solute rejection, e lectrolyte rejection, and 
hydraulic perm eability) may have its own effective “ tortuosity .” F o r  each physical quantity, 
this tortuosity  translates in part the  difference be tw een  the simple cylindrical pore  s tructure  
tha t is at the basis of  almost all model calculations and the m ore  com plicated  structure  of  
real nanofilters.

2.4.1.4. Effective Membrane Charge Density Xm T h e  m em b ran e  charge density can 
be es tim ated  indirectly by fitting the H E T  m odel to the experim en ta l rejection of  salts as 
a function o f  volume flux density [31, 35, 36, 75, 77, 79]: the limiting rejection at high- 
volume flux density (equal to the salt filtration reflection coefficient), depends  on the ratio 
o f  ion to po re  size, ra tio  o f  co- and  counter-ion  in tram em b ran e  mobilities |z2|Z)2/ ( | z , |D , ) ,  
and  m em b ran e  charge density. T he  fitted values o f  the effective m em b ran e  charge density 
X  tn are a faithful rep resen ta t ion  o f  the actual physical m em b ran e  charge densities only if 
no  o ther  interactions, o th e r  than the e lectrostatic  and steric ones, are im portan t.  If o ther, 
neglected, in teractions are  indeed im portan t,  then the ad justed  charge  densities will try to 
co m pensa te  for the missing interactions by taking on values tha t are  d ifferent from the actual
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physical ones. O ne  of the advantages of  estimating X m from salt re jec tion  is th a t  rejection is 
de te rm ined  nearly entirely by the active N F layer (the w ider po re  support ing  layers usually 
have a negligible influence on ion rejection).

O th e r  m ethods  for estim ating the m em b ran e  charge density  include m easuring : the 
s tream ing  potential tangential to the m em brane  surface (advantage: p robes  N F  active layer; 
caveat: probes only m em brane  front surface charge and not the  effective charge  density 
within the core o f  the N F  m em brane)  [32, 34, 93]; the e lec trophore tic  mobility of  th e  pow
d e r  used to m ake the m em b ran e  (sam e advantage and  caveat as in previous item) [7, 22, 
38, 89, 91]; o r  the electric filtration or  stream ing  poten tia l  across th e  m e m b ra n e  and various 
supporting  layers (advantage: p robes charge density within the core  of  the N F  m em brane ;  
caveat: p robes not only active N F  layer bu t also the supports)  [94-99].

A  m ore  fundam enta l m ethod  involves constructing detailed  physicochemical m odels  o f  the 
pore  wall surface to estim ate  the effective m em brane  charge density  X m from  the surface 
density of  ionizable groups and the equilibrium constants that con tro l  the  dissociation o f  the 
sites and the specific adsorption of  salt ions [100]. D espite  the appea l  o f  this m ore  detailed 
m ethod , a ra the r  large num ber of  param eters ,  such as the equilib rium  constan ts ,  need  to be 
fit because  they cannot yet be de te rm ined  at the m olecular  level [101].

T he  effective m em brane  charge density estim ated using one o r  m ore  o f  the  above tech
niques tends to give values tha t vary considerably as a function o f  salt type, concen tra t ion , 
and pH . To handle this complexity, a ttem pts  have been m ade to find a m ore  o r  less universal 
iso therm  of the Freundlich type to  account for the concen tra t ion  d ep e n d e n c e  o f  X m [30-32, 
34, 48, 49]:

( H 2 )

where is a reference  charge density and the exponen t a is usually close to 0.5 (the value 
pred ic ted  by electric double  theory for p lanar  charged surfaces, provided  that the surface 
[~ £ ]  potentia l  is assum ed to rem ain  constant).  It has been  suggested tha t  in using Eq. (112) 
the salt concentra tion  should be m easured  in equivalents  or  ionic s trength . T h e  la tter  choice 
is som etim es  justified by examining the surface charge density-zcta  po ten tia l  re la tion  for 
sufficiently weak constan t zeta potentials  and p lanar surfaces (trck a  £ / 1/2) a nd noting that 
the exponen t a is equal to 0.5 in this case. Despite  som e utility to  using this m e thod , it 
appears  to be too limited to account for the observed varia tions o f  X m as a function o f  salt 
type/salt mixtures, concentration , and pH  (e.g., the  “c o n s tan t” X"n will d ep en d  on salt type 
and may even change sign as a function o f  pH).

A lthough in general,  X m increases with increasing feed concen tra t ion ,  it usually increases 
slower than the concentra tion  itself (exponent a less than one) ,  leading to  a norm alized  
m em brane  charge density £ =  X ttl/c{ ,  and therefo re  rejection, which usually decreases  with 
increasing concentration . A nom alous behavior, however, has som etim es  been  found  for salts, 
such as CaCl2, possessing divalent cations; in this case, salt re jec tions tha t  increase with 
increasing salt concentra tion  have been observed (see, e.g., Fig. 4 o f  Ref. [32]).

2.5. Numerical Method for Solving the Nanofiltration Transport Model
In genera l,  solving the com plete  system of nonlinear a lgebra ic /ordinary  d ifferentia l equa tions  
describing ion partitioning and transport  in N F  is a relatively involved num erical p roblem  
(analytical m athem atica l solutions exist only for certain  single salt so lu tions [99]). A  m ajor 
difficulty in any numerical t rea tm en t comes from the ap p ea ran ce  o f  the unknow n ion p e rm e 
ate concen tra t ions  in the E N P  equations themselves via the filtration cond ition  [Eq. (59)]. 
which m eans that the model must be solved iteratively, as we now discuss (see Fig. 23) [30, 
3 3 ,4 1 ,6 8 ,7 0 ] .

We deno te  the known ion feed concentra tions by c[ (real) and  the unknow n ion p e rm e 
ate concen tra t ions  by cereal),  which are the solutions to the t ran sp o r t  m odel equations. 
For a given value of  volume flux density the iterative num erica l m e thod  used for solving 
the transport model works as follows. Using an initial guess fo r  c f ,  th e  p e rm ea te  D o n n an  
potentia l is calculated using Eq. (73). This interfacial poten tia l  is then used to ob ta in  the 
in tram em brane  ionic concentra tions al the p e rm e a te -m e m b ra n e  interface. T h ese  con cen tra 
tions can then be used as the starting boundary  conditions  for in tegra ting  the n o n linea r  E N P
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F ig u re  23. I te ra tiv e  p ro c e d u re  used to so lve th e  tra n sp o r t m odel an d  th ereb y  ca lcu la te  ionic re jec tio n , e lec tric  
f iltra tio n  p o te n tia l, an d  ap p lied  p ressu re  a s  a func tio n  o f  vo lum e flux density .

ion flux system o f  O D E s  [Eq. (54)] backw ard  across the m em brane  to the fe e d -m e m b ran e  
in terface. T h e  in tram em brane  ionic concen tra t ions  at the fe e d -m e m b ran e  interface are  then 
used  in con junc tion  with the ion parti t ion ing  equa tions  to calculate first the feed D onnan  
po ten tia l  A<£{)5 and then the ion feed concen tra t ions  q(ca l.) .  If the ion feed concentra tions 
o b ta in ed  by solving the model c\ (cat .) agree  (to within some preestablished to lerance) with 
the known values cf(real), then the  i teration  stops and  the values used for cf  in the curren t  
ca lcu la tion  are  the correc t numerical solution to the problem . If, however, c\ (cal.) ±  cf (real), 
then  new s ta rting  values are chosen for c*f an d  the iteration  continues. Via this iteration, the 
guessed  values c f  converge to the  correc t solution c*-(real). T he calculated ion rejection for 
the cu r ren t  value o f  j v is then given by R, =  1 -  c f (real)/cf (real) [cf. Eq. (3)]. To calculate 
ion rejec tion  as a function of  j v, the  cu rren t  w orking value of  /,, is increm ented, and the 
i terative p rocedure  is repea ted  (see Fig. 23).

T h e  o u tp u ts  of  the above num erical a lgorithm  are  the correct ion p e rm ea te  concen tra 
tions and  concen tra t ion  profiles within the m em brane . O nce  these are  known, the electric 
filtration poten tia l  A O ' and  its various co m p o n en ts  (D onnan ,  diffusion, and stream ing) can 
be ca lcu la ted  using Eq. (71) (D o n n an )  o r  by integrating  Eq. (62) across the m em brane  (d if
fusion an d  s tream ing). O nce  the  electric  po ten tia ls  are  known, the applied  pressure  A P. at 
the given volum e flux density, can be ca lcu la ted  using Eq. (98).

U ntil  recently, this num erical solution has only been  pe rfo rm ed  within the scope of  the 
E T  and  H E T  models for mixtures of  th ree  ions (equivalent to mixtures of two salts with 
one  ionic species, e i ther  a co-ion o r  counter-ion , in com m on) [30, 33, 41, 68, 70]. Such 
m ixtures have also been s tudied by numerically  solving the m ore  com plicated  Maxwell-Stefan 
t ra n sp o r t  equa tions  [72] ( the  results  based  on the Maxwell-Stefan m odel do not seem  to  be 
qualita tively  different from those o b ta ined  using the E N P  equations, and for the m om en t 
it is not c lear  w he the r  the  Maxwell-Stefan app roach  is m ore useful than the E N P  one for 
N F  m odeling).  Recently, however, a nanofil tra tion  simulation code, NanoFlux, has been  
d ev e lo p ed  tha t  allows solutions to  the H E T  m odel to be obta ined  for up to 11 ionic species 
and  com posite  m em brane  systems with up to th ree  distinct layers [35, 36] (Fig. 22).

2.6. Principles of Membrane Characterization and Nanofiltration 
Performance Simulation

In this section , we explain how to characterize  a nanofilter by setting up a limited single-salt 
d a tab ase .  We then  show how this d a tabase  can be used to sim ulate  the perfo rm ance  o f  a 
nanofi l le r  vis-a-vis arbitrary  ion m ixtures [33, 35, 36] (also see sections 1.2 and 1.4).
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2.6.1. Neutral Solute and Single salt Characterization Protocol
A typical m e m b ra n e  charac ter iza tion  study involves all o r  som e o f  the following steps:

1. M easu re  the pu re  water  m em b ran e  volume flux density  j"' as a function of  applied 
pressure  to ob ta in  the pure w a te r  m em b ran e  hydraulic perm eabili ty  L {)p =  L {)p/ l nr

2. M easu re  the re jection  of  m odel neutra l  solutes (with known radii)  as a function of 
vo lum e flux density , and then fit the  H T  model to  these  d a ta  to establish the effective 
p o re  rad ius  rp a n d  effective thickness l”;̂  for neu tra l  so lu tes  (ns) (which may depend  
on  solute  size).

3. M easu re  the  re jec tion  of  single-salt solutions (with known ionic radii) as a function 
o f  volum e flux density  j v, and then fit the H E T  m ode l to these d a ta  to establish the 
effective m e m b ra n e  charge density X m and effective thickness Icfj  for salts. O n e  typically 
uses ( l : l ) ,  (2:2), (1:2), and (2:1) salts such as NaCl, M g S 0 4, N a 2S 0 4, CaCU, o r  M gCl2, 
usually at various values o f  p H  and feed concen tra tion .

4. M easu re  the transverse  s tream ing  potentia l (p e rp en d icu la r  to the  m em b ran e  surface), 
and  then  fit the H E T  model to these data  to establish the  effective m em brane  charge 
density  X and  effective thickness lcfr for salts.

5. M easu re  the vo lum e flux density j v o f  the single salt so lu tions as a function of  pressure, 
and  then  fit the  H E T  model to  these da ta  to establish the  effective m em brane  charge 
density  X m and  effective thickness lcff.

6. E s t im a te  the m em b ran e  surface charge density crl by m easu r in g  the e lectrophoretic  
mobility o f  the  p ow der  used to p repare  ceram ic m e m b ra n e s  o r  the  tangential s tream 
ing po ten tia l  (paralle l  to the m em brane  surface). T h e  effective volum etric  m em brane  
charge  density  X ni can then be estim ated  using Eq. (50).

A  typical s ingle-salt characteriza tion  protocol (item 3 above) might involve carrying out 
m easu rem en ts  at, say, p H  3, 7, and 10 for th ree  d ifferen t salt feed concen tra t ions  (say 
5 x 10“4, 5 x 10 \  5 x 10~2 [mol/1 j) [35, 36]. O th e r  single-salt m em b ra n e  characterization 
studies fou n d  in the l i te ra tu re  do not necessarily follow this p ro tocol and  may be more 
limited [33].

T h e  goal o f  m ost N F  modeling studies to da te  has b een  to co m p are  the salt rejection 
pe rfo rm an ce  o f  d iffe ren t  nanofilters and also to d e te rm in e  how well (over a range o f  pH, 
salt feed c o n cen tra t io n ,  and relative salt mole fraction) th e  re jection and  separa t ion  o f  mul
tielectrolyte m ixtures can  be pred ic ted  by e lec tro - transpo rt  theory  from  single-salt filtration 
results. To calcu la te  the  ion rejection and electric filtration po ten tia l  within the H E T  model, 
the re levant p a ra m e te rs  tha t must be supplied as input to  the m odel are

• cL ,  to ta l  salt feed concen tra t ion  [mol/m3]
• x s , salt feed m ole  fractions [mol/mol]
• X m, effective m e m b ra n e  charge density [mol/m3]
• r-, the  effective ion rad ius  [m]
• r  , the  effective m e m b ra n e  pore size [m]
• lcff, the  effective m e m b ra n e  thickness [m]. To calcu la te  j v as a function  of  A/^, in addi

tion to  the above param eters ,
• L°p =  L {p/ I nn the  p u re  w a te r  hydraulic perm eability

m ust be supplied  also.
T he  N F  m odeling  studies tha t  app ea r  in the l i te ra tu re  (see Table 3) can  be grouped  on 

the basis o f  the t ran sp o r t  model adop ted  and the m e th o d s  used to est im ate  the effective ion 
radius (r,) and  m em b ra n e  p a ram e te rs  (A',,,, r/7, , L {*//,„).

2.6.2. Membrane Database
O nce the effective m e m b ra n e  pore  radius has been  es t im a ted  by filtering model solutes (or 
some o th e r  m e th o d ) ,  the  two pa ram ete rs  characteriz ing  a m em brane /sa l t  pair within the 
scope o f  the H E T  m odel ( X /,.,) can be d e te rm ined ,  fo r  single salts, in a variety of  ways 
(section 2.4.1).

O n e  o f  the  m e th o d s  d iscussed in detail here  consists o f  e s tim ating  the value of  the relevant 
m em b ran e  p a ram e te rs ,  as a function of  feed co n cen tra t ion  and  pH, via a numerical fitting
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procedure .  T h e  best fit m em brane  p a ram e te r  values for X m and lcfl m in im ize  the d ifference 
between the experim enta l and theoretical rejections. For a given m e m b ra n e ,  the  p a ra m e te rs  
X m and lt,y may vary as a function of  the salt concen tra t ion  c{ and p H '  o f  the feed [35, 36].

At low o r  high pH  and  sufficiently low salt concen tra tion , it is im p o r tan t  to  accoun t for 
the nonnegligible influence on salt t ransport o f  the  acid o r  base used  to adjust the  pH . In 
o th e r  cases, it is useful to examine the m easured  rejections of  trace ions ( including H + and  
O H  ) to justify the  choice of  sign for the m em b ran e  charge density and  test  the  overall 
coherency o f  the m odel (contrary  to what obtains for single salts, the  ionic re jec tions in 
multielectrolyte mixtures are  a sensitive gauge o f  the internal consistency of the t ran sp o r t  
model a d o p te d )  [47].

O th e r  m e thods  for de te rm in ing  X m have already been  discussed in section 2.4.1.4. In 
addition  to  the fitting m e thod , we will also presen t  here  results based on  es t im ating  X m f rom  
e i th e r  the tangentia l  s tream ing  potentia l o r  the  e lec trophoretic  mobility  (m easu red  on the 
pow der used to  p rep a re  ceram ic  m em branes) .

2.6.3. Simulations for Multielectrolyte Mixtures
O n ce  the m em b ran e  charac teriza tion  step is finished, one  typically tr ies  to  s im ula te  the 
m em brane  p e rfo rm ance  vis-a-vis m ore  com plicated  salt mixtures by varying the relative salt 
p roport ions  fo r  different total feed concen tra t ions  and pH . In the  field o f  NF, up  until 
recently, only ternary  ion mixtures were studied. T heore tical ion re jec tion  p red ic t ions  fo r  
single-salt and  multielectrolyte mixtures are  ob ta ined  by solving num erica lly  the  t ran sp o r t  
model, using suitable input param eters .

N F  m em b ran es  com e in a variety o f  materials ,  pores  sizes, and th icknesses. T h e  stud ies  
o f  the re jection  p erfo rm ance  o f  ceramic and organic  nanofilters th a t  can be found  in the  
lite ra ture  a re  all part of  an a t tem p t to be t te r  assess the filtration possibilities o ffe red  by N F  
m em branes .  It is hoped  that these  studies will lead to  b e t te r  ways to use existing m em b ra n e s  
and  point o u t  pa ths  to the  developm ent of  new, h igher-perfo rm ance  nanofilters . T h e  only 
way to do  this in an efficient and cost-effective way is to e lucidate  the  s t ru c tu re -p ro p e r ty  
re la tion  for these m em branes  th rough detailed m odeling  studies. It is also im p o r tan t  to  go 
beyond the b inary electrolyte solutions, with o n e  com m on  species usually s tud ied  in research  
labs to study the m ore  com plicated  mixtures actually encoun te red  in real-w orld  industrial 
filtration problems.

O n e  o f  the bo ttlenecks holding back the deve lopm en t o f  N F  in industry  is the  lack o f  
co m p u te r  m odeling  tools in this area. To m eet this very need  in the  a re a  o f  NF, we have 
developed  a user-friendly c o m p u te r  s im ulation program , N anoFlux, th a t  can be used to  
characterize  nanofilters  and  predict the ir  rejection propert ies  vis-a-vis com plica ted  m ixtures 
o f  neu tra l  an d  charged  solutes. NanoFlux can be used to s im ulate  t ra n sp o r t  in the N F  
range  by solving the h indered  transport  E N P  ion flux equations a n d  the  averaged  S tokes 
equa tions  numerically  [35, 36]. Using this tool, which provides a re liable  and  robust  m e th o d  
for p redicting  the p erfo rm ance  o f  N F  m em branes ,  we presen t  here  exp er im en ta l  results  and  
theoretical p red ic tions for binary and  ternary  salt mixtures, as well as results  for real fluids 
possessing up to seven dom inan t  ionic species.

It is o f  considerab le  interest to de te rm ine  how well the  rejection o f  m u lt ico m p o n en t  ionic 
mixtures can be predicted  by elec tro  transport  theory from  single-salt results. T h e  m e m b ra n e  
p a ram e te rs  o b ta ined  from  da ta  for single salts can be used to es t im a te  the  va lues  o f  these  
sam e p a ram e te rs  for the multielectrolyte mixtures. We have deve loped  an in te rpo la t ion -  
weighting m eth o d  [35, 36] tha t is a generalization  o f  the mixing ru le  for X m p ro p o se d  in 
Ref. [33]. This mixing rule allowed the effective m em b ran e  charge density  fo r  a b inary  salt 
m ixtures to  be estim ated  by linear in terpola tion  from  fitted single-salt values o b ta in e d  at 
nearly the sam e  total salt concentra tion . This mixing rule requires th a t  single-salt e x p e r im e n 
tal results be ob ta ined  at approxim ately the sam e concen tra tion  an d  p H  used  for the salt 
m ixtures to be studied. We get a round  this constra in t  by introducing so lu tion  p H  as a fu r th e r  
variable  and im plem enting  an in te rpo la tion /ex trapolation  schem e in th e  feed  co n cen tra t io n -  
p H  plane.

T h e  effective charge densities  and effective m em b ran e  thickness o b ta in ed  by fitting 
e lec tro - transpo rt  theory to the rejection da ta  for single salts at a  lim ited n u m b e r  feed
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concentra tions and pH values constitute the single salt d a tabase  for a given sa l t /m em brane  
pair. By using a suitable in terpolation/extrapolation  m ethod , the values of  these two p a ra m 
eters  can be es tim ated for each salt /m em brane pair  at feed concentra tions and p H  values 
tha t were not s tudied experimentally. A  suitable weighting m eth o d  can then be used to esti
mate  the values o f  these same p a ram eters  for any multielectrolyte mixture at any total feed 
concen tra tion  and pH.

O nce we have a com ple te  database  for a given m em b ran e ,  established using a limited
n um ber  of  carefully selected experiments, we can study the predicative power o f  the  model
with respect to salt mixtures. We assume tha t m em b ran e  p a ram e te rs  for a m ixtures of  N s 
salts can be estim ated  using a simple weighting scheme:

x ; : r  = E ^ x ; „  0 1 3 )
S —  I

' T -  V  »•■/;„ (H 4 )

w here  w s rep resen ts  the weight of  salt s in the mixture as a m olar/m ass fraction o f  the salt 
in the solution. We have proposed  three different m e thods  for de te rm in ing  the weight ws:

• W CC: weighting by concentra tion  at constan t total concen tra t ion
• WII: weighting by ionic strength at constan t total ionic s treng th
• WIC: weighting by ionic strength at constan t total concen tra tion .

T he  last m ethod  (W IC ) especially is used to increase the weight of salts contain ing multiva- 
lent ions.

For the first m ethod  (W CC), the weight o f  salt .S’ in the  mixture is taken to be  equal to 
the salt mole fraction w s = x[ =  c{/c!nr For the o th e r  m eth o d s  (W II and W IC), the  weight 
o f  each salt in the mixture is de te rm ined  by the ionic s treng th  fraction ws =  where

=  ( u s )
z /=i

is the ionic s trength  o f  salt .v and

/„* =  £ / ,  (H 6 )
5=1

is the total ionic strength. For the W C C  and W IC  m ethods, the  pa ram ete rs  X m an d  /[>/f for 
each salt a re  taken  in the single salt da tabase  at the sam e concen tra t ion  as the total salt 
concentra tion  o f  the mixture and at the sam e pH. For the W II m ethod , in contrast ,  these 
p a ram eters  are  evaluated  in the single-salt da tabase  at a concen tra t ion  that ensures  that the 
ionic strength o f  a com p o n en t  salt will be equal to the total ionic strength o f  the mixture.

2.7. Applications of the NF Transport Model to Polymer 
and Ceramic Nanofilters

Following earlier R O  and U F  studies [42, 50. 70, 83, c)4, 95, 102], many N F  studies have 
been carried  ou t for organic nanofilters [31-34, 55, 56, 75. 77, 85, 86, 103-107] and inorganic 
nanofilters [7, 22, 37-38, 92, 108-114]. A lthough it not possible to discuss all the results 
ob ta ined  in the N F  studies up to this time, we will illustrate here  typical N F  behavior by 
using the m ethods  described above for m em b ran e  charac ter iza t ion  an d  simulation to present 
results for a selection o f  nanofilters (the charac teriza tion  m eth o d s  used are  in parentheses):

1. Com m ercial organic NTR-7450 nanofilter (single-salt da tabase )
2. D csal5D K  and NTR-729 (H N  PV D 1) com m ercia l nanofilters  (tangential s treaming 

potential)
3. com parative study of two commercial organic nanofilters  (NF200. D esal5D L), and a 

commercial ceramic TiO-, m em brane  at the border l ine  be tw een  U F  and N F  (single-salt 
da tabase)
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4. H o m e m a d e  H afnia  nanofilter (e lec trophoretic  mobility)
5. H o m e m a d e  Titania  nanofilter(single salt da tabase  and e lec trophoretic  mobility).

Ion p roper t ie s  n eed ed  for input in the model calculations p resen ted  below are listed in 
Table 2. In read ing  certain  of  the figures p resen ted  below, it should be  no ted  that the symbols 
farthest to the  right and just below th e  N anoF lux  simulation curves are  not experimental 
d a ta  po in ts  b u t  serve ra th e r  to identify the  curves (using the legend provided). In the legends 
o f  the figures p resenting  ion rejection, the  num bers  p laced next to the  ion symbols are the 
values o f  K LdD t in units o f  10"y in2 s-1 .

2.7. 7. NTR-7450 Nanofilter
2.7.1.1. E x p e r im e n ta l  P ro to co l  In Ref. [33], a detailed  experim ental and modeling study 
o f  two nanofil ters  (N itto  D enko  N TR-7410 and NTR-7450) was carr ied  out. T hese  m em 
branes  have a negatively charged active layer o f  su lfonated  polyether sulfone and a m olecular 
weight cu t-o ff  (M W C O ) below 1000 D a  (es tim ated  from m ore  recen t neutral solute rejec
tion studies, which indicate a po re  size M).8 nm). To characterize  the m em brane  charge 
density, re jec tion  m easurem ents  for single salts (NaCl, KC1, M g S 0 4, N a2S 0 4, C aC l2, MgCI2) 
were  p e r fo rm e d .  H e re  we discuss only the h igher-perfo rm ance  m em brane ,  the NTR-7450, 
for which the  m ost extensive results were  reported .

2.7.1.2. S in g le -S a l t  D a ta b a se  T h e  experim enta l rejection results as a function o f  vol
um e flux density  for these 1 : 1, 2 : 2, 1 : 2, 2 : 1 {\zcu(ion\, \zunion\) salts were analyzed using 
the E T  m odel (incorpora ting  only D o n n a n  [charge] exclusion) via a  numerical fitting p ro 
cedure  to  d e te rm in e  the optimal values o f  the two p a ram ete rs  ( X m and l ^  ) that cha rac te r 
ize the m em b ran e /sa l t  pair. T he  single salts were s tudied  at na tura l pH  over a wide feed 
con cen tra t io n  range (10 3 [mol/1] -  1 [mol/1]). Overall, behavior though t to be typical of  
a negatively charged  N F  m em b ran e  was found: a strong  d ro p  in rejection with increasing

(a) 100
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F igure  24. Ion  re je c tio n  versus volum e flux density ; e x p e r im e n ta l d a ta  and  E T  m o d el s im u la tio n s  fo r th e  N T R -7450 
n a n o filte r  a t v a rio u s  sa lt m o le  frac tions fo r  N aC l/'N a: S 0 4 m ix tu res a t to ta l feed  c o n c e n tra tio n  o f  0.01 M an d  n a tu ra l 
p H : (a ) 100/ tra c e , (b ) 20/80. (c) 80/20, (d ) t r a c e /100.
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Jv [l/(h-m2)] Jv [l/(h-m2)]

Jv [l/(h-m2)] Jv HAh-m2)]

F ig u re  25. Ion  re jec tio n  versus v o lum e flux density ; ex p e rim en ta l d a ta  a n d  E T  m o d el s im u la tio n s  fo r th e  N T R -7450  
n a n o lilte r  at v a rio u s sa lt m o le  frac tio n s fo r  N aC I/N a: SO_, m ix tures a t to ta l feed  c o n c e n tra tio n  o f  0.05 M an d  n a tu ra l 
pH : (a ) 100/trace, (h ) 20/80, (c ) 80/20, (d )  trace/100 .

feed concentra tion , with m easu red  o r  ex trapo la ted  rejection a p p ro ach in g  zero  in the  high- 
concentra tion  range (Fig. 3 o f  Ref. [33]) for all salts studied . T h e  charge p a ra m e te r  X m 
d ep ended  strongly on salt type ( |z cation\, \zanion\) and  feed c o n cen tra t io n  (Fig. 4 o f  Ref. [33]), 
and the thickness p a ra m e te r  Icjj d ep en d ed  slightly on the m e m b ra n e  an d  salt mixture s tud ied . 
A lthough the fitted effective m em b ran e  charge density exhibited  a F reundlich-type behavior,

log X m =  a log cs +  const. (117)

with an exponent close to  0.5, the  constan t te rm  clearly d e p e n d e d  o n  salt type (even if the  
salt concentra tion  were m easu red  in equivalents  or  be rep laced  by ionic s trength). D esp ite  
the increase o f  the fitted values o f  the effective m em brane  charge  density  X m as a function 
o f  salt concentra tion  for all salts s tudied [33], the  norm alized  m em b ran e  charge density 
£ itself decreases, leading to typical N F  behavior: salt re jec tion  decreasing  with increasing 
concentration .

T h e  results for the single salts co rrespond  closely, but n o t  exactly, to  the typical behav io r  
expected theoretically  fo r  a negatively charged  N F  m em b ra n e  tha t  rejects ions mainly by 
charge (D o n n an )  exclusion: the experim enta l rejection o rd e r  w as (2 : 1) <  (1 : 1) <  (2 : 2) < 
( 1 : 2 )  (Fig. 3 o f  Ref. [33]), w hereas  the  expected  theore tica l re jection  o rd e r  for th e  E T  
m odel is (2 : 1) < (2 : 2) <  (1 : 1) < (1 : 2). It should be  kept in m ind, however, tha t  the 
expected result is based on  the physically unrealistic assum ption  tha t the  effective m em b ra n e  
charge density is the sam e  for all salts. T he  relatively high observed  rejection o f  the  2 : 2 
salt could be explained by a specific sulfate adsorp tion  tha t  gives the  m em brane  a h igher 
negative charge density in this case than in the case o f  a 1 : 1 salt.

A lthough the es t im ated  pore radius o f  0.8 nm implies tha t  h indered  transport effects c an 
not be entirely neglected, the single-salt da tabase  es tablished in Ref. [33] within the f ra m e 
work of  E T  model can still be used to  perfo rm  simulations fo r  salt mixtures, as the fitted 
values o f  the effective m e m b ra n e  p a ram e te rs  X m and lt,lf will na turally  try to co m pensa te  
for the interactions that were left o u t  o f  the model.
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F ig u re  26. Ion  re jec tio n  versus v o lum e flux density ; ex p e rim en ta l d a ta  an d  E T  m odel s im u la tio n s fo r th e  N T R -7450 
n a n o filte r  a t  v a rio u s  sa il m ole f rac tio n s  fo r N aC I/M gC I, m ix tu res a t to ta l feed  c o n c e n tra tio n  o f  0.03 M an d  n a tu ra l 
pH : (a ) 100/trace, (b ) 20/80, (c) 50/50, (d )  80/20, (e ) trace/100 .

A lthough som e single salts w ere  s tudied  up to 1 [mol/l] in feed concen tra t ion  in Ref. [33], 
binary salt mixtures, including N aC l/N a2S 0 4 and NaCI/MgCK, were only s tudied  in the 
concen tra t ion  range betw een  0.01 [mol/l] and 0.05 [mol/l]. Simulations o f  salt mixtures p e r 
fo rm ed  with N anoFlux  in the E T  model m ode  (/*• =  0), using the single-salt E T  model 
d a tabase  established in Ref. [33], co rrobo ra te  the  m odeling  results found  in this reference; 
namely, th a t  the  rejection behav io r o f  ternary ion mixtures can be reasonably  well pred ic ted  
by the E T  m odel from  the single-salt results, using an app ro p r ia te  weighting scheme.

2.7.1,3. B in a ry  NaCI/Na2S O 4 E lec tro ly te  M ix tu res  U sing the m eth o d  outlined  in sec
tion 2.5, we p resen t  in Figs. 24 and 25 E T  m odel sim ulations at various m ole fractions for 
N aC I/N a2S 0 4 mixtures (100/trace, 20/80, 80/20, an d  trace/100) at total feed concen tra tions 
ci,  of 0.01 (Fig. 24) and 0.05 [mol/l] (Fig. 25).

T he  experim enta l and m odeling  results for the NTR-7450 m em b ran e  and N aC l/N a2S 0 4 
mixtures (with varying salt p roport ions)  reveal high sulfate rejection (> 9 0 % )  with low to
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negative chloride rejection for majority  N a2S 0 4, and very high sulfate  rejection (> 9 5 % )  with 
m o d era te  chloride rejection for majority  NaCl. This is typical negatively charged m em b ran e  
N F  behavior for such [1:1]—[1:2] binary salt mixtures: an increase in the divalent co-ion 
(sulfate) rejection at low N a2S 0 4 m ole  fraction and  negative m onova len t  co-ion (chloride) 
re jection observed and predicted  a t  low flux (pressure) w hen  this species is in the  m in o r
ity. The la tter  leads to very high m ono-divalent co-ion (an ion)  selectivity, S (C l~ /S O j~ )  =  
TCI / Ts02 a t in te rm ed ia te  m em b ran e  volume flux density  j v, and the  possibility of  efficiently 
separa ting  m ono- from  multivalent anions using negatively charged  nanofilters. A lthough 
the simulations indicate that this in te rm edia te  flux selectivity shou ld  be enhanced  a t lower 
feed concentra tion  (Fig. 24), the re  are  unfortunately  no d a ta  at low flux in [33] th a t  would 
allow us to  confirm this prediction. T h e  increase of  the  limiting, high flux rejections with 
decreasing feed concentra tion  is also an o th e r  signature o f  typical N F  behavior.

2.7.1.4. B inary  NaC\/MgCI2 E lec tro ly te  M ix tures  In Fig. 26, we p resent s imulations 
at various mole fractions for NaCl/MgCU mixtures (100/trace, 20/80, 50/50, 80/20, and 
trace/100) at a total feed concentra tions cU)l of  0.03 [mol/1].

T h e  experim ental and modeling results for the N TR-7450 m em b ran e  and NaCl/M gCl2 
mixtures [33] reveal m odest magnesium  rejections ( < 4 0 % )  th a t  tend  to  increase with 
decreasing M gC l2 mole fraction, and in term edia te-to -low  sodium  rejections that decrease 
with increasing M gCl2 mole fraction. This in te rm edia te-to-low  re jection  is typical o f  a neg
atively charged nanofilter for such [1 : 1 ]—[2 : 1] binary salt mixtures and leads to  modest 
m ono-divalent counter-ion  (cation) selectivity over the w hole  relative mole fraction range. 
In contrast to what is ob ta ined  for minority co-ions in N aC l/N a2S 0 4 mixtures, the re  is, in 
particular, no negative rejection of  the minority coun ter- ion . T h e  N anoF lux  simulation for 
the 80/20 N aCl/M gCl2 mixture (minority MgCl2) is a severe  test for the transpo rt  model: 
com pared  with N a+, the slightly h igher observed Mg2+ re jec tion  can only be correctly p re 
dicted  by the transport  m odel if the  ra tio  of  di- to m o n o v a len t  cation  mobility is slightly 
g rea te r  than one (N anoFlux uses £ Mg-*/£Na' — 2 D Mg:H/ D Na+ — 2 D Mg>-,/DNV =  1.07). For 
this mixture, the  M g2+ rejection is a sensitive function o f  the M g2+ diffusivity, D Mg:+— a 
30%  decrease in this value would lead to  a Mg2+ rejection  curve tha t nearly coincides with 
the N a + one  over the  experimentally  s tudied m em b ran e  volum e flux density j v range (and 
then crosses over to  lower values at h igher j v); a 5 0 %  dec rease  in would  lead to  a
nonm ono ton ic  M g2+ rejection curve that reaches a m axim um  at —30 lh _1m “2 and is always 
m uch lower than the N a + rejection; a 30%  increase in D Mgy, w ould  lead to a M g2+ rejection 
curve tha t overestim ates  the experim ental rejection by a  fac tor  o f  2 at h igher j v.

2.7.1.5. Nanofiltra tion  o f  Artificial S e a w a te r  U sing the  N TR-7410 and  NTR-7450 
nanofilter, the  N F  o f  artificial seaw ater has also b een  s tud ied  experim entally  [104]. This 
artificial seaw ater  contains abou t 35 g/l (—0.5 [mol/1]) o f  N aCl with lower concentra tions 
o f  divalent anions (sulfate, 0.028 [mol/1]) and cations (m agnesium , 0.0425 [mol/1]) and is 
formally equivalent to a ternary  85/06/09 N aC l/N a2S 0 4/M gC l2 salt m ixture at a total feed 
concen tra tion  o f  0.495 [mol/1]. In F igure 27, we p resen t  N anoF lux  simulations for this q u a
te rnary  ion mixture o f  N a +, Cl~, Mg2+, and SO}-  (in Ref. [104], a m odeling study was not 
carried  o u t  for this case).

A lthough the looser an d  m ore  weakly charged N TR-7410 m e m b ra n e  showed poor  artificial 
seaw ater  rejection pe rfo rm ance ,  the NTR-7450 showed m odera te ly  high sulfate rejection 
(—80% ), in spite o f  the relatively high feed concen tra t ion , bu t at the  same time, m odera te  
M g2+ (—35% ) to low N a “K/C l_ (<  15%) rejection. T h e  m onod iva len t  anion selectivity was 
sufficiently high for the NTR-7450 nanofilter to be cons ide red  useful for separa t ing  SO2- 
from  the o th e r  ions in this artificial seawater. S im ula tions o f  artificial seaw ater rejection, 
p e rfo rm ed  with N anoFlux  using the E T  model single-salt NTR-7450 da tabase  [33, 104], show 
good  ag reem en t with experim ent. Using the W C  weighing m ethod ,  the simulations account 
well for the m onovalen t ion rejection bu t u nderes t im a te  som ew hat the divalent rejection 
(Fig. 27a). In contrast,  using the WCI weighing m e th o d  (which gives m ore  weight to  salts 
possessing multivalent ions), the  simulations account well for the  divalent ion rejection but 
overestim ate  som ew hat the m onovalen t rejection at h igher  volum e flux density (Fig. 27b).
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F ig u re  27. Io n  re jec tio n  versu s v o lu m e flux density ; ex p e rim en ta l d a ta  and  E T  m o d el s im u la tio n s for the  N T R -7450 
n an o filte r a n d  artific ial sea  w a te r  ( N a \  0.480 M ; Cl , 0.595 M; M g:+ . 0 .043M ; SOJ , 0.028 M ) (a ) W C  w eigh ting  
m e th o d  (b) W C I w eigh ting  m e th o d .

T he  results p resen ted  here  for the NTR-7450 nanofilter indicate tha t  un d er  certain  cir
cumstances, rejection pe rfo rm an ce  can be reasonably well explained by the E T  model, incor
porating  only D o n n a n  exclusion. The  reason has already been  evoked: the simulations for 
multielectrolyte m ixtures are based  on a single-salt da tabase , and  the fitted single-salt values 
of  X m and  lcfl for the  E T  m odel naturally  try to com pensa te  for the missing contribu tions of  
o th e r  physically im por tan t  in terac tions tha t may have been  left ou t o f  the model. As a co n 
sequence , c o m p ared  with what one would obta in  with a hypothetical H E T  model database ,  
the fitted single salt values o f  X m and  for the E T  model will generally be higher to make 
up for the  neglected  h in d e red  transport  effects (steric exclusion and h indered  diffusion and 
convection).

However, as we will see la te r  (sections 2.7.3.4, 2.7.3.5), the simplified E T  m odel is not 
capable o f  accounting  for the observed selectivity o f  ions o f  the sam e valence but different 
size. T he observed  selectivity o f  such ions requires  generalizing the m odel to include o th e r  
interactions, and  we show that,  unlike the E T  model, the H E T  m odel (section 2.4) allows 
us to explain the observed  selectivity bo th  for Cl and N O . and  for N a + and K 1, provided 
that we a d o p t  the crystal (Pauling) choice for ion radius.

2.7.2. Desal5DK and NTR-729 (HN PVD1) Nanofilters
In [32, 34], two tight organic nanofilters were studied: D esal5D K  (M W C O  200-300 D a) and 
NTR-729 (H N  P V D l )  (M W C O  <200 Da). T he M W C O  was d e te rm in ed  by m easuring  the 
rejection o f  uncharged  organic  molecules (alcohols and sugars). Single salts (NaCl. N a 2S 0 4, 
C aC l2) and  te rnary  ion m ixtures (N aC l/N a2S 0 4 and  N aC l/C aC l2) were also s tudied  in o rde r  
to charac terize  the e lectro ly te  rejection pe rfo rm an ce  o f  these two m em branes.  Similar N F  
studies w ere  carr ied  o u t  for o rganic  nanofilters  in Refs. [31, 33, 55, 56, 75, 77, 85, 86, 103
107, 115].

T h e  effective m e m b ra n e  charge  density X m was es tim ated  from the zeta poten tia l  £, d e te r 
m ined experim entally  from tangentia l s tream ing  potentia l m easu rem en ts  (Fig. 28). T hese
m easu rem en ts  seem to indicate that for bo th  m em branes  and all the salts studied, the m em 
brane  charge  density is positive below an IE P  (isoelectric po in t)  located  at pH  ^ 4  and 
negative above. T he  surface charge density  of  an exposed p lanar surface can then be 
calculated  from the m easu red  zeta  po ten tia l  via

( 2  e R T Y . q exp ■ h H
R T

1/:
(118)

where c, is the  bulk ion concen tra t ion  used  in the m easurem ents .  In the limit o f  weak zeta 
po tentia l,  (\Zj\F£/ R T )  < I, this expression gets simplified to

( 119)
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F ig u re  28. Z c ta  p o te n tia l £ d e te rm in e d  ex p erim en ta lly  (d a ta )  as a func tio n  o f  bu lk  p H  from  tan g en tia l s tre a m in g  
p o te n tia l m easu re m e n ts , D esa l5 D K  and  N T R -729  (U N  P V D 1 ) nanofilte rs . R e p rin te d  w ith  p e rm iss io n  from  [34], 
H ag n iey e r an d  G im b el, Sep. Purif. Tcchnul. 15, 19 (1999). ©  1999, E lsevier.

w here

A» = ( ? ^ r  (,2 o )

is the  usual Debye length based on  the ionic s trength  I .
By assuming tha t  the pore  wall surface charge density can be est im a ted  from the exposed 

p lan ar  surface o n e  (i.e., a x % <rck), the effective m em b ran e  charge  density  can be est im a ted  
from  Eq. (50), provided that th e  effective pore  radius r is known. In Refs. [32, 34], the  
effective pore  radius for an effective cylindrical pore  was not e s t im a ted  directly from  neutra l  
so lu te  m easu rem en ts  but, ra ther,  de te rm in ed  by fitting the salt rejection m odel to  exper
iment; for the D esal5D K , this p ro ced u re  led to a value for po re  radius (~ 1 .0 5 -1 .8 2  nm, 
d ep en d in g  on m em brane  ba tch) tha t is a factor o f  two to  four  b igger than m o re  recen t 
es tim ates  based on neutral solute re jection [115].

2.7.2.1. S in g le  S a l ts  By also using the effective m em b ran e  thickness lc!f as an adjustab le  
p a ra m e te r  ( independen t o f  salt an d  opera t ing  conditions), it was fou n d  tha t [1 : 1] single-salt 
rejection as a function o f  salt concen tra t ion  (Fig. 29) and pH  (Fig. 30) at various vo lum e flux 
densities  could be reasonably  well p redicted  by the h indered  E N P  m odel, albeit w ithou t the 
steric te rm  in ion partitioning [32, 34]. As expected for NF, the  [1 : 1] salt (NaCI) re jection  
d ecreases  with increasing concentra tion .

Permeate flux [10 6 m/s]
0  2  4  6  8  10  12 14 16  18 2 0  2 2  2 4  2 6

Permeate flux [10 6 m/s]

F ig u re  29. N aCI R ejec tion  versus v o lu m e flux d ensity  for d iffe re n t sa lt c o n c e n tra tio n s  a t n a tu ra l pH : ex p e rim en ta l 
d a ta  an d  p red ic tio n s  o f  th e  h in d e re d  E N P  m odel (w ith o u t s te ric  p a rtitio n in g ) , using  z e ta -p o te n tia l m e a su re m e n ts  
to  e s tim a te  m em b ran e  charge  d ensity  (a )  N T R -729 (H N  P V D 1): (b ) D esa l5 D K . R e p rin te d  w ith p e rm iss io n  from  
[34]. H ag m ey er a n d  G im b el. Sep. Purif. Techno!. 15, 19 (1999). ©  1999, E lsev ier.
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pH

F ig u re  30. N aC l R e jec tio n  versus pH  (D esa l5 D K ) fo r v ario u s va lu es o f  vo lum e flux d e n s ity  a t a salt c o n c e n tra tio n  
o f  0.002 M; ex p e rim en ta l d a ta  a n d  p red ic tio n s  o f  th e  h in d e re d  E N P  m odel (w ith o u t s te ric  p a rtitio n in g ), u sing  z e ta -  
po ten tia l m e a su re m e n ts  to  e s tim a te  m e m b ran e  ch a rg e  density . R e p rin ted  w ith p e rm iss io n  from  [34], H ag m cy er and  
G im bel, Sep. Purif. Technol. 1.5, 19 (1999). ©  1999, E lsevier.

For the salt possessing a divalent cation  (C aC l2), bo th  m em b ran es  exhibited what may 
be considered  at first sight to  be atypical N F  behavior: C aC l2 rejection  by the  D esa l5D K  
increased monotonically  with increasing salt concen tra t ion  over the range from 0.5 to 50 m M  
(Fig. 4b o f  Ref. [32]); for the NTR-729 nanofilter, over the sam e concen tra t ion  range, C aC I2 
rejection first decreased  and then increased with increasing salt concen tra t ion  (Fig. 4d o f  
Ref. [32]). Because this type of  behavior canno t be explained using the negative effective 
m em brane  charge  densities ob ta ined  from  the ze ta-poten tia l  m easu rem en ts ,  it was suggested 
that an ex tended  H E T  m odel (Table 3), including a Born exclusion te rm ,  could account in 
a reasonable  way for such results [32, 115].

As noted  in Refs. [32, 34] the IE P  for the D esa l5 D K  and N aCl salt, ob ta ined  using zeta- 
potentia l m easurem ents ,  seem ed to be one  unit lower than the effective IE P  indicated by 
the rejection m easurem ents .

2.7.2.2. B in a ry  NaCI/Na2S O \ E lec tro ly te  M ix tu res  T hanks  to the  negative m em brane  
charge density  predicted  by the s tream ing  poten tia l  m ethod , it was also found that the  
rejection o f  N aC l/N a2S 0 4 mixtures a t  a total salt concen tra tion  o f  0.01 M for the NTR-729 
and 0.002 M for the D esa lS D K  at na tu ra l p H  could be well accoun ted  for by the model 
(including negative rejection of  C l“ at low flux when NaCl is in the minority) (Fig. 31).

2.7.2.3. B in a r y  NaCI/CaCI2 E lec tro ly te  M ix tu res  For the D esa l5D K , negative rejection 
o f  N a + was observed at low flux fo r  minority  NaCl in N aC l/C aC l2 mixtures. Such behavior  
could not be accounted  for within the  scope o f  the ex tended  H E T  m odel using the negative 
m em brane  charge density predicted  by ze ta -po ten tia l  m easurem ents .  This type o f  negative 
rejection fo r  a minority m onovalen t cation  is m ost p robably  an indication o f  positive m e m 
brane  charge  density (see section 2.7.3.3).

2.7.3. Comparative Study of NF200, Desa!5DL, 
and Membralox Nanofilters

We presen t  here  par t  o f  a detailed  experim enta l and  theoretical study o f  the rejection of  
single salts and multielectrolyte mixtures by a ceram ic T i 0 2 (SC T M em bralox) nanofilter at 
the  borderl ine  betw een ultra- and nanofil tra tion , as well as by two tigh te r  organic nanofilters 
(NF200, D esa l5D L ) [35, 36]. Using N anoF lux  in the H E T  m odel m ode , the predictions for 
ion rejection for multielectrolyte solutions are  ob ta in ed  by solving num erically  the h indered  
extended N ernst-P lanck  (E N P )  ion flux equations.  We find that,  d e p en d in g  on the opera t ing  
conditions, the  looser ceram ic nanofil te r  does not necessarily pe rfo rm  less well than the 
tighter organic  ones. We also examine how well the  rejection o f  m ultie lectrolyte  mixtures
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F ig u re  31. Ion re jec tio n  versus vo lum e flux density  fo r N aC l/N a : S 0 4 m ix tu res ; e x p e rim en ta l d a ta  and  p red ic tio n s  
o f  th e  h in d ered  E N P  m odel (w ith o u t s te ric  p artitio n in g ) a t n a tu ra l p H  (u sin g  z e ta -p o te n tia l m e a su re m e n ts  to  
e s tim a te  m em b ran e  ch arg e  density ): (a )  20/80 N aC I/N a: S 0 4, N T R -729 (U N  P V D l) . (b ) 80/20 N a C l/N a ,S 0 4, N TR - 
729 (H N  P V D l) , (c) 20/80 N aC l/N a2S 0 4, D esalS D K , and  (d )  e q u im o la r  (50/50) m ix tu re , D esal5D K . R e p rin te d  
w ith  perm iss ion  from  [34], H ag m ey er an d  G irnbel, Sep. Purif. Technoi 15, 19 (1999). ©  1999, E lsevier.

0

can be pred ic ted  by hindered  e lec tro-transport theory, using a single-salt da tabase , over a 
wide range o f  relative salt mole fractions.

T h e  relatively high charge densities o f  ceram ic nanofilters  can  induce s trong electrostatic  
interactions, which can in tu rn  lead to high limiting ionic rejection despite  ionic sizes much 
sm aller than the m em brane  po re  size. T he  relatively large p o re  size o f  these ceram ic  N F  
m em b ran es  implies that ion rejection is controlled  primarily, bu t  not uniquely, by the long- 
range electrostatic  interactions. T he  pore  size is es t im a ted  experim entally  from  N2 ad so rp 
tion/desorp tion  (ceramic m em brane) ,  and  the rejection o f  m odel neu tra l  so lu tes (organic 
nanofilters). A n  adjustable effective m em b ran e  thickness is in troduced  to account n o t  only 
for morphological but also possible electrokinetic  to rtuosity  effects.

2.7.3.1. E xp e r im en ta l  P ro to co l  T he  ceram ic t i tania  nanofil te r  s tud ied  (SC T US Filter, 
Membralox® N F  Filter, M W C O  1000 D a)  is a lightly s in te red  nanophase  g ranu la r  porous  
m edium  possessing an effective pore  radius o f  rp — 1.5 nm. T h e  organic  nanofilters s tu d 
ied (D O W  F ilm T E C  NF200, M W C O  200 Da, rp ~  0.38 nm an d  G E -O sm on ics  DesalSDL, 
M W C O  300 Da, xp — 0.58 nm ) are  t ighter po lym er m em b ran es .  To establish th e  single
salt N anoFlux  database, rejection m easurem ents  were c o n d u c ted  on the ceram ic m em b ran e  
using single-salt solutions of  NaCI, N a N 0 3, M g S 0 4, N a 2S 0 4, an d  C aC l2 at p H  3, 4, 6, and 9 
for three different feed concentra tions (10' \  10“\  10-! [mol/1]). Similar m easu rem en ts  were 
also carried  o u t  on the two organic nanofilters, using single-salt solutions at pH  3, 7, and 
10 for th ree  different feed  concentra tions (5 x 10"4, 5 x JO-3 , 5 x 10"2 [mol/1]). By varying 
the relative salt p roportions, m easu rem en ts  were then carr ied  o u t  on  a variety of  mixed-salt 
solutions for different total salt feed concen tra t ions  and values o f  pH . O pera t in g  conditions 
w'ere chosen to reduce concentra tion  polarization (feed flow ra te s  o f  —360 1/h and  ^ 6 0 0  1/h 
for the ceram ic and organic m em branes,  respectively).

2.7.3.2. S in g le -S a l t  D a ta b a se  Using N anoFlux, the  two p a ra m e te rs  charac teriz ing the 
m em brane /sa l t  pair  within the scope o f  o u r  m odel, namely, the  effective charge density X m
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and effective m em b ran e  thickness /<(//, were d e te rm ined ,  via a numerical fitting procedure ,  
for the single salts as a function o f  feed concen tra t ion  and  pH. As s ta ted  earlier, we a ttem pt 
to accoun t for possible e lectrostatic  h indrance  contribu tions to the effective tortuosity  (not 
included directly in the usual h indered  diffusion coefficients) by allowing liir to be an 
adjustable p a ra m e te r  on the sam e footing as X m. T he  best-fit p a ram e te r  values minimize 
the difference betw een  the experim enta l and  theoretical rejections.

We find tha t  X m and  lcff vary as a function of  the  salt concentra tion  c{ and pH-' o f  the 
feed. At low p H  and salt concentra tion , we have accoun ted  for the nonnegligible influence 
on salt t ran sp o r t  of  the  acid (HC1) used to adjust the p H  (see, e.g., Fig. 32). In o th e r  cases, 
we have, w henever  possible, included the m easu red  rejections of trace ions (including H + 
and O H )  to justify ou r  choice for the sign o f  the m em b ran e  charge.

T he  results o f  this analysis of  single salts constitu te  the  internal N anoFlux  database. For 
NaCl the re  is an ap p a ren t  IE P  be tw een  p H  6 an d  7 for the  SC T  m em brane  (am photeric  
behavior, Fig. 33a), w here  X m changes  sign and  lcfr appears  to have a tendency to pass 
through a m in im um  (Fig. 33b). T h e  effective m em b ran e  thickness for NaCl and ceram ic 
m em b ran e  (Fig. 33b) appears  to  d ecrease  with increasing salt concentra tion  (as electrical 
effects get increasingly sc reened) and  is generally  much g rea te r  than  the actual estim ated  
thickness o f  the active layer (~ 1  /xm). As no ted  earlier,  this behavior is not yet well u n d e r 
stood. For NaCl, the  NF200 m e m b ra n e  ap p ea rs  to be negatively charged over almost the 
whole concen tra t ion  and pH range s tud ied  experim entally  ( IE P  nea r  pH 5). Specific adso rp 
tion of the divalent C a 2+ cation, in contrast ,  appears  to ren d e r  both  the T iO : m em b ran e  and  
the organic m em b ran es  positively charged  over a large part of  the concentra tion  and pH  
range studied . T he  database  for the  SC T  ceram ic m em b ran e  and C aC l2 is shown in Figs. 34a, 
34b. We observe  that at fixed feed  concen tra t ion  X m, a lthough mainly decreasing with pH , 
rem ains positive over the whole p H  range studied . F u r th e rm o re ,  at fixed pH , X m increases 
with increasing feed concentra tion . T h ese  results p resen ted  (Fig. 34b) again confirm that 
the effective m em b ra n e  thickness lt,ff is always much g rea te r  than the actual thickness o f  
the N F  active layer ( M  f im )  and  does indeed  ap p ea r  to  vary with the  opera t ing  conditions 
(feed concen tra t io n  and pH). D esp ite  its relatively large pore  radius, the  T i 0 2 m em brane  
possesses effective m em brane  charge  densities  high enough to lead to high limiting cation 
rejection at acid pH: T he  N a+ limiting rejections a re  in the 24 -65%  range for NaCl when the 
feed concen tra t ion  is near  10“2 [mol/1] and  the pH  is far enough  from the IEP ( < 4  o r  >8);  
the C a 2+ limiting rejections are  in the 3 0 -9 5 %  range when the feed concentra tion  is 10“2 
[mol/1] and the pH  is less than 10. B ecause N aCl and C aC l2 rejection tends to decrease  with

J v  [l/(h-m 2)]

F ig u re  32. Io n  re je c tio n  versus volum e flux density : 15/85 H C l/C aC K  m ix tu re  and  NF20Q nano filte r; ex p erim en ta l 
d a ta  and  H E T  m o d el fit used  to  se t up th e  single sa lt d a ta b a se  (C aC I2 co n c e n tra tio n  0.0055 M, pH  3; f itted  m odel 
p a ra m e te rs : X m =  + 0 .0 5 7  M and  !cll =  15.7 fim ).
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pH pH

F ig u re  33. Salt d a ta b a se  p a ra m e te rs  fo r  N aC l and  S C T  n an o filte r  (a ) E ffective m e m b ran e  ch arg e  d en s ity  X m versus 
fe e d  pH . (b ) E ffective m e m b ran e  th ickness l<lft versus feed  pH  (sq u a res , 10 1 M; s ta rs , 10 2 M; d ia m o n d s . 10 3 M ). 
R e p rin te d  with p erm iss ion  from  [35], Palm eri e t al. Desalination 147, 231 (2002). ©  2002, E lsev ier.

increasing salt concentration , for these salts the SCT ceram ic m em b ran e  exhibits typical N F  
behavior. T he organic nanofilters, however, can exhibit the  type o f  C aC l2 rejection behavior 
discussed in section 2.7.2.

2.7.3.3. B inary  NaCI/CaCI2 E lec tro ly te  M ix tu res  We present here  a part  o f  o u r  c o m 
parative study using binary and ternary  electrolyte mixtures [35, 36]. T he  est im a ted  values of 
X n] and lCff for mixtures were obta ined  from  the N anoF lux  database  using the  in terpo la tion  
and  weighting schem e (W IC ) p resented  earlier  (section 2.6.3), in which the weight o f  each 
salt in the mixture is based on  its ionic strength, ra th e r  than  its concentra tion  (cf. Ref. [33]).

In Figures 25-29, we present experim ental results and  NanoFlux  sim ulations for binary 
NaCl/CaCK mixtures at a total feed concen tra t ion  o f  ctnt =  10“2 [mol/l] and n a tu ra l  pH^ 
(5-6 .5) for various relative salt mole fractions (nearly pu re  NaCl, majority N aCl, equim o- 
lar, majority C aC l2, nearly pu re  C aC l2). For nearly pu re  salts with traces, we p re se n t  only 
NanoFlux  simulations, as the single pure  salt results are  pa r t  o f  the N anoFlux  da tabase . For 
fu ture  experiments, it should be kept in mind tha t it is helpful to have trace  ion rejection 
results in hand  when fitting the transport  m odel to the data .

In most o f  the cases studied here  at natural pH , X m is negative for pure  NaCl an d  positive 
for pure C aC l2. N atura l pH  is also close to the IE P  for NaCl and som e of the  m em b ran es  
studied, and this fu r ther  com plicated  m atters , because ion rejection is a rapidly varying 
function o f  p H  in the range a round  the IE P  (see, e.g., Fig. 30). T hese  experim enta l results 
there fo re  presen t a severe test for the H E T  model and th e  NanoFlux  database . T h e  model 
predictions, discussed below, are  in generally good  a g reem en t  with the experim ent,  the  only 
exception being for the Desal5DL nanofilter and  the 90/10 NaCl/CaCK mixture.

2.7.3.3.1. Nearly Pure NaCl In Figure 35 we show rejection results for nearly  p u re  NaCl 
with trace am ounts  o f  CaCl2. In this case the NaCl results are  nearly identical to  those used 
for establishing the single salt database.
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F ig u re  34. Salt d a tab ase  p a ra m e te rs  fo r C’aCK an d  S C T  n a n o filte r  (a )  E ffec tive  m e m b ra n e  charge  d en sity  X m versus 
feed  pH . (b ) E ffective m em b ran e  th ickness l_.fl versus feed  p H  (sq u a re s , 10 : M: d iam o n d s, 10 ' M ). R ep rin ted  
w ith  perm iss ion  from  [36], L efebv re  e l al., Sep. Pur. Tech. 32, 117 (2003). €) 2003, E lsevier.
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F ig u re  35. Io n  re je c tio n  versus v o lum e flux density : H E T  m o d el ca lcu la tio n s fo r a  100/trace b inary  N aC l/C aC Ii 
m ix tu re  a t a  to ta l feed  c o n c e n tra tio n  o f  C.'jol =  10 : M an d  n a tu ra l p H ; (5—6.5) (a ) N F200 (b ) D esalS D L  (c) SCT, 
M em bralox .

2.7.3.3.2. Majority NaC! For majority  N aCl (Fig. 36) and  the NF200  nanofilter, we observe 
m o d e ra te  rejection  and sepa ra t ion  o f  divalent cations C a 2+ from m onovalent ones N a +. 
Because o f  the m o d era te  negative effective m em b ran e  charge density predicted  by the 
N anoF lux  d a tabase  for this mixture, the  s im ulations for the 90/10 mixture are  in good ag ree 
m en t  with experim ent.  For the DesalSDL , however, the  observed selectivity is reasonably 
high for this mixture, in d isag reem en t with the N anoF lux  predictions. In this case, the  exper
im ental re jection  results would indicate  ra th e r  a positive m em b ran e  charge density, w hereas 
the  N anoFlux  da tabase  pred ic ts  a m o d e ra te  negative one. In this case, it tu rns  ou t tha t none 
o f  the weighting m e thods  p re se n te d  in section 2.6.3 are  capable  o f  giving sufficient weight 
to  the  positive m em b ran e  charge  density  con tr ib u ted  by the minority C aC l2. For a 95/05 
mixture and  the S C T  nanofilter, the  observed  re jection  and cation selectivity are both  low, 
in good ag re e m e n t  with the N anoF lux  pred ica tions  ( thanks to the weak positive m em brane  
charge  density  pred ic ted  by the  N an o F lu x  da tabase) .  This com parative study shows that at 
this feed concen tra t ion , com position , and  pH , the  looser S C T  m em b ran e  perform s less well 
than  the o rganic  nanofilters.

2 7 .3 .3 .3 .  Equimolar Mixture In F igure 37, we p resen t  experim ental results and NanoFlux  
sim ula tions for the th ree  nanofil ters  for 50/50 binary mixtures. For the organic nanofilters, we 
observe good  separa t ion  o f  d ivalent ca tions C a 2+ from  m onovalen t ones N a +, especially at 
low' to  in te rm ed ia te  volum e flux, w here  N a + is con cen tra ted  in the p e rm ea te  (negative rejec
tion). Overall, the  a g reem en t  be tw een  th e  sim ula tions and  experim ent is reasonably good, 
a lthough  the  N anoF lux  d a tabase  does tend  to overestim ate  slightly the positive m em brane  
charge  density  fo r  the DesalSDL.

2.7.3.3.4. Majority CaCI2 In F igure 38, we p resen t  experim ental results and  N anoF lux  sim
ulations fo r  10/90 mixtures for the  NF200  and  Desal5DL  nanofilters and for 20/80 mixtures 
fo r  the ceram ic  m em b ran e .  For the  organic  nanofilters, we observe very good separa tion  
o f  divalent ca tions C a 2+ from  m o n o v a len t  ones  N a +, especially at low to in te rm edia te  vol
um e flux, w here  N a + is strongly c o n cen tra ted  in the pe rm ea te  (strong negative rejection).
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F igu re  36. Ion re jec tion  versus volum e flux density: E x p erim en ta l resu lts an d  H E T  m o d el s im u la tio n s  fo r a b inary  
N aC I/C aC I, m ix tu re  w ith m ajority  N aC l a t a to tal feed  co n cen tra tio n  o f  c{„ =  H E2 M an d  n a tu ra l p H ' (5 -6 .5 )  
(a) 90/10 m ix tu re , N F200 (b) 90/10 m ix tu re , D esalS D L  (c) 95/05 m ix tu re , SCT, M em b ra lo x . R e p rin te d  w ith  p e rm is
sion  from  [36J, L cfebvre  et al., Sep. Pur. Tech. 32. 117 (2003), ©  2003, E lsevier.

F lu x  [l/(h-m2)]

F igure  37. Inn  re jec tio n  versus volum e flux density: E x p erim en ta l resu lts an d  H E T  m o d e l s im u la tio n s  fo r a eq u im o - 
lar b inary  N aC l/C aC U  m ix ture  at a to tal teed  c o n c e n tra tio n  o f C L  =  10 - IV! an d  n a tu ra l pH - ( j - 6 .5 )  (a) N F 200  
(b) D esalSD L. (c) SCT, M em bralox . R e p rin ted  w ith p erm iss io n  from  [35], P a lm eri ct al. Desalination 147, 231 (2002). 
© 2002, E lsevier.
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F ig u re  38. Ion  re jec tio n  versus vo lum e flux density : E x p e rim en ta l re su lts  a n d  H E T  m odel s im u la tio n s fo r a b inary  
N aC l/C aC K  m ix tu re  w ith m ajority  C aC I2  a t a  to ta l feed  c o n c e n tra tio n  o f  C/„, =  10 ~2 M an d  n a tu ra l p H ' (5 -6 .5 )  
(a ) 10/90 m ix tu re , N F200 (b ) 10/90 m ix tu re , D csa!5 D L  (c) 20/80 m ix tu re , SCT, M em bralox . R e p rin te d  w ith p e rm is
sio n  from  [36], L efebv re  c t a lM Sep. Pur Tech. 32, 117 (2003). ©  2003, E lsev ier.

F or the  S C T  nanofiltcr, we observe and  predict low N a + and m o d e ra te  C a 2+ rejection and 
th e re fo re  m odes t  m onodivalent ca tion  selectivity. T h an k s  to  the m o d e ra te  to high positive 
charge  density  predicted  by the N anoF lux  database , the  sim ulations are  in good ag reem en t 
with experim ent;  in particular, they can account fo r  the  strong  negative rejection o f  the 
m onova len t  co-ion (N a 4 ) observed at low flux for the  two organic nanofilters.

2.7.3.3.5. Nearly Pure CaCU In F igure  39 we show rejection results fo r  nearly pure  C aC l2 
with trace  am o u n ts  o f  NaCl. In this case, the C aC l2 results a re  identical to those used for 
establishing the  single-salt da tabase.

2.7.3.3.6. S u m m a ry  In F igures 3 5 -39  we have p re sen ted  sim ulations o f  multielectrolyte 
solutions o f  N aCl and C aC l2 fo r  several relative salt p roport ions ,  a t  a total salt concen tra 
t ion o f  10~2 [mol/1] and na tura l p H  for the ceram ic and  two organic  nanofilters. O n  these 
plots, we no te  tha t  the  N anoFlux  predic tions for mixtures going from majority NaCl (Fig. 36) 
to eq u im o la r  (Fig. 37), and finally to  majority C aC l2 (Fig. 38) ob ta ined  using the in ternal 
da tab ase  are  in generally good a g reem en t  with experim ent.  A lthough the  predicted  effec
tive m e m b ra n e  charge density can take  on positive and  negative values, the sam e o rd e r  of 
ion rejection is observed [R (C a 2+) > R(C1“ ) > R ( N a +)] and p red ic ted  in all cases. In  the 
cond it ions  s tudied  here, it is also possible to class the  m em b ran es  accord ing  to the ir  overall 
pe rfo rm an ce :  R (N F 200  >  R (D esa l5 D L )  >  R (SC T ), which follows the es tim ated  pore  size.

In  F igure 38, we observe tha t the  re jection of  a small am o u n t  of  N a + added  to C aC l2 can 
be negative at low volume flux and is always m uch lower than  tha t  o f  C a 2+; such behavior 
is a c lear  s ignature  o f  a positive m e m b ra n e  charge. T h e  s im ultaneous  high rejection o f  C a2+ 
an d  low N a + rejection at low volum e flux in 50/50 mixtures (Fig. 37) is also a c lear sign of  a 
positive m e m b ra n e  charge. T h e  high rejection o f  C a 2+ for positively charged  m em branes  is 
mainly because  o f  s trong D onnan /s te r ic  exclusion a t  the  feed /m em brane  interface (Figs. 37
39). T h e  low rejection of  N a + for positively charged  m em b ran es  is a result o f  its relatively
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F ig u re  39. Ion  re je c tio n  v ersu s  vo lum e flux density : H E T  m odel ca lcu la tio n s  fo r  a  trace /100  b in ary  N aC l/C aC i, 
m ix tu re  a t a to ta l feed  c o n c e n tra tio n  o f  C’/„, =  10 2 M an d  n a tu ra l p H 1 (5 -6 .5 )  (a )  N F 200  (b ) D esa lS D L  (c) SCT, 
M em bralox .

weak D onnan /s te r ic  exclusion, com bined with its s trong  electrical m igration in the s tream ing  
potentia l,  which tends  to favor the transmission o f  co-ions. In F igure 36, we observe  that,  
in con tras t  to  w hat  occurs  for N a + in majority C aC l2 (Figs. 38, 39), the  rejection o f  a small 
a m o u n t  o f  d ivalent ca tion  (C a 2+) added  to  NaCl is always h igher than  that o f  N a +. Som ew hat 
surprisingly a t  first sight, this behavior is observed irrespective o f  th e  sign of the m em b ran e  
charge. For m ajority  C aC l2 and positive m em b ran e  charge, the  large observed g ap  be tw een  
R (C a 2+) and  R ( N a +) (Figs. 36c and 36b) is a result o f  the  s trong D onnan /s te r ic  exclusion 
o f  C a 2+ (a lready  evoked  earlier) .  For negative m em b ran e  charge, the  gap  betw een R (C a 2+) 
and R (N a + ), now sm alle r  (Fig. 36a), still exists, as the s trong  D o n n an  a ttraction  for C a 2+ is 
com pletely  co u n te rb a la n ce d  by its s tronger re ta rda tion  in the  m em b ran e  stream ing  poten tia l  
resulting from  th e  h igher  relative mobility, j i i — z^D^  of  C a 2+ in the m em b ran e  com p ared  
with that o f  N a +. T h e  change in m em brane  polarity observed fo r  the organic nanofilters 
as the C a C l2 m ole  fraction  is increased (going from  Fig. 35 to  Fig. 39) probably occurs 
because  in the case o f  m ajority  CaCI2, specific adsorp tion  o f  the divalent cation renders  the 
m em b ra n e  positively charged; in contrast, in the case o f  majority NaCl, natural pH  is above 
the lE P  (at this to ta l  salt concentra tion),  and therefo re  the  m em b ran e  is negatively charged. 
T h e  sim ula tions p re sen ted  here  indicate that this evolution from negative to positive effective 
m em b ra n e  charge  density  is well accounted for by the N anoF lux  database , except for the 
D esa i5D L  nanofi l le r  and  90/10 NaCl/CaCK mixture.

This com para tive  study shows that at a total salt concen tra t ion  o f  .10"2 [mol/I] and na tura l 
pH , the organ ic  nanofilters , thanks in great part  to their  sm aller  p o re  size, o u tpe rfo rm  their  
ceram ic  co u n te rp a r t .

2.7.3.4. Ternary E lec tro ly te  M ixtures

2.7.3.4.1. NaCt/CaCiJHC! Mixtures In Figure 40 we present experim ental results and 
N anoFlux  s im ula tions fo r  the S C T  nanofilter for 45/50/05 te rnary  mixtures of  NaCI/CaCU / 
HCl, and  N anoF lux  sim ulations only for the NF200  and D esaI5D L  nanofilters for 45/45/10
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F ig u re  40. Ion  re jec tio n  versus v o lu m e flux density : H E T  m ode! s im u la tio n s fo r th e  (a )  N F 200  a n d  (b )  D e sa l5 D L  
n a n o filte rs  fo r 45/45/10 te rn a ry  m ix tu res o f  N aC l/C aC W H C l; (c) ex p e rim en ta l re su lts  an d  H E T  m o d el s im u la tio n s  
lo r th e  S C T  n an o filte r  fo r a 45/50/05 te rn a ry  m ix tu re  o f  N aC l/C aC U /H C I (salt c o n c e n tra tio n  o f  c!,„ =  I0 “: M and  
pH  3). R e p rin te d  w ith  p e rm iss io n  from  [36], L efeb v re  e t al.. Sep. Pur. Tech. 32, 117 (2003). ©  2003, E lsev ier.

te rnary  m ixtures o f  N aC l/C aC U /H C l (at a total salt concentra tion  o f  cU)t =  10~2 [mol/1] and 
pH  3). For the S C T  m em b ran e ,  b o th  negative H '  rejection and  very high salt ca tion  rejec
tions are  observed  experim entally  and  pred ic ted  theoretically, even at high vo lum e fluxes. 
This  type o f  rejection behav io r cou ld  be useful in industry as an econom ic  way o f  separa t ing  
acids from  salts by s im ultaneous  acid concen tra t ion  in the p e rm e a te  and  salt re jec tion  in 
the re tcn ta te .  T h an k s  to its relatively high positive m em b ran e  charge density at low p H , the 
S C T  m e m b ra n e  pe rfo rm s  as well as the organic  nanofilters un d e r  these  o p e ra t in g  conditions. 
T h e  h igher hydraulic perm eabili ty  o f  the ceram ic  m em brane  [about 21 l/(h m 2 b a r )  for pure  
water] leads to a h igher productivity, which indicates that,  all o th e r  fac to rs  co n s id e red  equal, 
u n d e r  these  o p e ra t ing  cond itions  the  larger pore  ceram ic m em b ran e  m ight be  the  b e t te r  
choice.

In  F igure 41a, we presen t  experim enta l  results and  NanoFlux s im ula tions fo r  the  SCT 
m e m b ra n e  for ion rejection  as a function o f  feed p H  for N aC l/C aC l2/H C l m ixtures a t  a 
to ta l feed  salt concen tra t ion  (N aCl - f C a C L )  o f  0.011 M and pH  >  3. T h e  N an o F lu x  s im u
lations account well fo r  the increase in N aC l and C aC l2 rejection with d ec reas ing  p H  and 
p red ic t  a s trong  d ro p  in C l" re jec tion  a t  p H  less tha t 3 (unfortunate ly ,  at this total feed 
salt concen tra t ion , we do  not have experim enta l d a ta  in this pH  range).  To exam ine m ore  
carefully  ion rejection in the p H  range (5—10) w here  the added  acid (HC1) is so dilute that 
it has little direct influence on  salt t ransport ,  we p resent in Fig. 41b, experim en ta l  results 
and  N anoF lux  sim ulations for the S C T  m e m b ra n e  for ion rejection as a function  of  feed  pH  
for N aC l/C aC l2 mixtures at a  to ta l feed salt concen tra tion  (NaCl - f  C a C l2) o f  0.01 [mol/1]. 
Because  the  volum e flux density  reaches  a m aximum (Fig. 42a) and  the electrical filtration 
po ten tia l  vanishes (Fig. 42b) there ,  the  p H  (~ 8 .7 )  at which the th ree  ion re jec tion  curves 
cross (Fig. 41b) is the  IE P  for this mixture.

2.7.3.4.2. NaNO :yNaCI/CaCI2 Mixtures  In F igure 43, we presen t experim en ta l  results  and 
N anoF lux  sim ulations for the  two organ ic  nanofilters  and sim ulations only fo r  th e  ceram ic
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F ig u re  41. io n  re jec tio n  versus p H : E xp erim en ta l resu lts  an d  H E T  m odel s im u la tio n s fo r th e  S C T  n a n o filte r  fo r 
(a ) e q u im o la r  N aC l/C aC k  m ix tu res +  HCI and  (b ) e q u im o la r  N aC l/C aC l, m ix tures [fixed feed  sa lt c o n c e n tra tio n  
(N aC l +  C aC K ) o f  0.01 M ], '

nanofilter for equ im olar  te rnary  mixtures o f  N a N 0 3/N aC l/C aC l2 at cjol =  1.5 x  10" 2 [mol/1], 
p H / 5.3. T hanks  to the pred ic ted  positive effective m em b ran e  charge  density, w e observe 
once  again good  separa tion  of  divalent cations from m onovalen t ones  at in te rm ed ia te  vol
um e flux. T hese  im portan t results, ob ta ined  w ithout adjustable  p a ram e te rs  using th e  in ternal 
NanoFlux database , for a relatively complex salt mixture with four  distinct ionic species, 
show the coherence  of  o u r  choice of  ionic radii. Within the scope o f  o u r  m odel, the  gap 
tha t opens betw een  the rejection curves o f  the two m onovalen t an ions (Cl and N O 3 ) at 
high volume flux is entirely caused by the difference in ionic crystal radius. This d ifference 
in size influences their parti t ion ing  into the m em brane . M ore im portan t ,  it also strongly 
modifies the relative anion diffusivity in the m em brane  (D a  / D my ^  5) with respect to tha t 
in the bulk (D a ~ /D NO- % 1) and  leads to a h igher rejection for the smaller,  m o re  mobile 
counter-ion  (Cl ) at high volume flux because o f  m igration in the electric  field en g en d e red  
by the s tream ing  potentia l  (which, because o f  the positive m em brane  charge, tends  to  re ta rd  
m ore  mobile anions m ore strongly than less mobile ones). N either  the  E T  m odel (without 
h indrance  effects) nor the H E T  model using the Stokes-Einstein ionic radii can  explain the 
results p resen ted  in Figure 43 (because these two anions have nearly identical bulk  diffusiv- 
ities, bo th  of  these models predict nearly identical anion rejections). H ow ever, w e observe 
in Figure 43 tha t the  H E T  m odel with the crystal choice o f  ionic rad ius  allows us to  account 
for the d ifference in ion selectivity for anions ( N O j  and C l" )  of  the  sam e  valence, b u t  very 
different bare  size. M oreover, the  simulations also indicate that the looser ceram ic  nanofil te r  
should  perfo rm  less well than  the organic nanofilters u n d e r  these filtration conditions.

2.7.3.5. Nanofiltra tion  o f  R ea l  Drinking Water  (NF200 ) Real d rink ing  w a te r  can  contain  
seven o r  m ore p red o m in an t  ions (and a large n u m b er  o f  traces) and can n o t  easily be resolved
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F ig u re  42. S C T  n an o filte r, e q u im o la r  N aC l/C aC I, m ix tures -f HCI (fixed ap p lied  p re ssu re  10 b a r)  (a )  V o lum e flux 
d ensity  versus p H , ex p e rim en ta l resu lts  an d  H E T  m odel s im u la tions: (b )  red u ced  s tre a m in g  p o te n tia l , v . ve rsu s 
p H , H E T  m odel s im u la tio n s (fixed feed  salt c o n c e n tra tio n  (N aC l -f C aC I: ) 0.01 MJ.



C om p u te r  Sim ulation  o f  N anofil tra tion  M e m b ra n e s  and Processes 151

Flux [l/(h-m 2)] Jv [l/(h  m2)]

Jv [l/(h-m 2)]

Figure 43. Ion  re jec tio n  versu s v o lum e flux d en s ity  fo r eq u im o la r  te rn a ry  m ix tures o f  N a N 0 3/N aC l/C aC l2 a t  C,(„ — 
1.5 x 10 2 M , p H ' 5.3: e x p e rim en ta l re su lts  an d  H E T  m o d el s im u la tio n s fo r the  ( a )  N F200 an d  (b ) D esa l5 D L  
nanofilte rs; (c) N an o F lu x  sim u la tio n s  fo r  th e  S C T  n an o filte r. R e p rin ted  with p e rm iss io n  from  [35], Palm eri el al., 
Desalination 147, 231 (2002). ©  2002, E lsev ier.

into a mixture o f  different salts. To be able to use NanoFlux to es tim ate  the m em brane  
pa ram eters  for arbitrary ion mixtures, we have developed a m e th o d  to first transform  a 
given ion mixture into an equivalen t mixture o f  generic ions and then  transform  this mixture 
of generic  ions into a mixture o f  at m ost three  generic  salts con ta ined  in the single salt

Flux [l/(h-m 2)]

F igure 44. Ion  re jec tio n  versu s v o lu m e flux density : E x p e rim en ta l resu lts and  H E T  m o d e l sim u la tio n s fo r the N F200 
nan o filte r a n d  real d rin k in g  w ate r (seven  p re d o m in a te  ionic species at a to ta l ion ic  s tren g th  o f  0.016 M and  pH  
8.1) (e s tim a te d  va lu es o f  m e m b ra n e  p a ra m e te rs : X m — - 3 .5 9  x 10": M. lcff =  12.76 j.im ); (see T able 4 fo r ion 
co n cen tra tio n s) .
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database  [35, 36]. In Figure 44 wc sec tha t  s im ula tion  p e r fo rm e d  using N anoFlux  perm its  
us to  account for the full complexity o f  real d r ink ing  w a te r  ionic re jec tion  for the NF200 
nanofilter (in Table 4, we list the ionic concen tra t io n s  for th e  seven p re d o m in a te  ionic species 
in the drinking w ater  at pH  8.1 a n d  total ionic s treng th  0.016 [mol/1]).

T he  simulations account for the  very high re jec tion  ( > 9 8 % )  o f  the sulfate ion (p resen t  at 
relatively low concentra tions) ,  the  high b ica rb o n a te  ( H C O t ) an d  divalent ca tion  (C a 2+ and  
Mg2+) rejections (> 8 0 % ) ,  and  the  m o d e ra te  m o n ova len t  ca tion  (K + and  N a + ) and  chloride 
(Cl~) rejections. This type o f  re jection  p e rfo rm an ce  shows that nanofil tra tion  can be useful 
for reducing the a m o u n t  o f  sulfate and decreas ing  the  concen tra t io n  o f  divalent cations 
(w ater  softening). T he  sim ulations not only rep ro d u ce  the  correc t  o rd e r  o f  re jection  fo r  all 
the seven species but also pred ic t the  absence o f  m onova len t  ca tion  (K + an d  N a +) selectivity 
for this m em brane . W ithin the H E T  m odel, this last result is caused  by the com bination  
of h igher bulk diffusivity and larger crystal ion radius o f  K+ co m p a re d  with Na^~. A s a 
result o f  h indered  t ranspo r t  effects, this results  in the  sam e  in t ra m e m b ra n e  diffusivity for 
both  of  these species. T h e  roughly equivalen t p red ic ted  ca tion  rejection shows tha t,  in this 
particu lar  case, cation electrical m igration  in the  m e m b ra n e  (roughly the  sam e for K + and 
N a + ) p redom ina tes  over the steric exclusion effect in the parti t ion  coefficient (s tronger  for 
the larger K + than for sm aller  N a + ). T hese  encourag ing  results  indicate  tha t m odeling could 
indeed be useful in real w a te r  t rea tm en t  NF.

2.7A. Homemade Hafnia Ceramic Nanofilter
A hafnia ceram ic nanofilter [37, 38] and a new g e n e ra t io n  o f  t i tania  nanofilters  [7, 22] have 
recently been in troduced  with pore  sizes that a re  sm alle r  th an  those  usually a t tr ibu ted  to  the 
currently  known com m ercia l ceram ic nanofilters, We discuss in this an d  the  next subsection 
the nanofiltration o f  neutra l  solutes and e lectro ly tes by th ese  m em b ran es .  Similar N F  studies 
were carried o u t  for inorganic nanofilters in Refs. [89, 92, 108-114].

We trea t the  hafnia nanofil ters  p rep a red  an d  s tud ied  in o u r  labora to ry  as conso lidated  
g ranu lar  porous  m edia  and  use the h indered  t r a n sp o r t  m ode l  for n eu tra l  so lu tes  and, neglect
ing ion size, the  E T  model for ions without any ad jus tab le  p a ra m e te rs  to  account fo r  the 
observed limiting rejection  o f  neu tra l  and cha rged  species.

2.7.4.1. N eutra l S o lu t e s  In Figure 45, the  h indered  t r a n sp o r t  theory  has been  used for 
neutra l  solutes to predict, using the  experim enta lly  d e te rm in e d  so lu te  an d  m em b ran e  pore 
radii, the  limiting rejection (ob ta ined  at high vo lum e flux) o f  fo u r  o rganic  molecules. T he  
effective m em brane  po re  radius was est im ated  from  th e  hydraulic  rad ius  rH ^  0.75 nm, 
m easu red  by N 2 adsorp tion /desorp tion , using s truc tu ra l  m o d e ls  fo r  ceram ic  m em b ra n e s  p re
pared  from metal oxides ( th ree-d im ensional  packings o f  ha rd  spheres)  th a t  indicate  that 
rp =  1.4 x rH as 1.0 nm. T h e re  is good  a g reem en t  be tw een  the  theore tica l rejection o f  neutra l  
m odel solutes and  ex per im en t for this nanofilter, especially  consider ing  tha t  no adjustable 
p a ram ete rs  have been  in troduced  [37, 38].

X

F igure  45. L im iting  n eu tra l so lu te  re jec tio n  as a fu n c tio n  o f  A =  H afn ia  n a n o f ilte r  e x p e rim en ta l d a ta  for
suc rose  (M W  342), P E G  400 (M W  400), P E G  600 (M W  600), a n d  P E G  1000 (M W  1000); sp h e rica l so lu te  re jec tio n  
coeffic ien t, crj (so lid  cu rve), p re d ic te d  by th e  cap illa ry  p o re  h in d e re d  tra n sp o r t  th eo ry . R e p rin te d  w ith  perm iss ion  
from  [38], P alm eri e t  a!., J. Membr: Sci. 179, 243 (2000). ©  2000. E lsev ie r.
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T ab le  4. Ionic c o n c e n tra tio n s  in d rin k in g  w ate r n a n o lilte re d  with the N F200 m em b ran e .

Ion N a- K M g-' C a : Cl S O ; H C O ,

C o n c e n t ra  ion [ m  m o  1/1 ] 8.38 0.20 1.1 1.3 6.74 0.30 6.03

2 .7 A .2 . S in g le  S a lts  To use the E T  m odel to calculate the limiting rejection o f  symmetric 
and  asym m etric  single salts w ithout any ad justable  param eters ,  we use the e lec trophoretic  
mobility /x£ , m easured  o n  the ceram ic  pow der  used to p rep a re  the m em brane ,  to  estim ate  
the effective m em brane  charge density. U n d e r  certa in  conditions, it is possible to use the 
simplified Smoluchowski equa tion  to  transla te  the m easured  /xE into an estim ate  for m e m 
b rane  m ateria l  e lectrokinetic  surface charge  density, <rek (Fig. 46). T hese  conditions are  weak
ze ta -po ten tia l  £, and thin electrical doub le  layer thickness ( ^ A 0 ), com pared  with /■ , the
radius o f  the pow der particles (agglom erates),

A / ) « ^ g (121)

In this case, (jll ^  e£/r) and  crck ~  e £ / \ 0 [see Eqs. (118)—(120)]. U n d e r  the assum ption that 
(Ti 555 (Jek’ is possible to  obtain  an es t im a te  for the  m em b ran e  volum e charge density, X m 

(p rovided  the m em brane  hydraulic radius is known, see above):

X,„ ~  0 .1 0 —  =  0 .3 0 -^ ——  (122)
r H r H

with X m and  I in [mol/l], f i E in fiC /cn r ,  f i E in ( } im /s ) / (V /c m ) ,  and rH in nm [37, 38]. 
As discussed in section 2.4.1.4, this m e th o d  for es tim ating X m is similar to the tangential 
s tream ing  po ten tia l  m e thod ,  in tha t the surface charge  density o f  an exposed m em brane  
m ateria l  surface is p robed  and not the  surface charge density in the pore  interior.

W h en  the  theoretical (E T  m odel)  limiting rejections for th ree  symmetric and  two asym
m etric  salts a re  p lo tted  as a function o f  the  norm alized m em b ran e  charge density, we es tab 
lish curves tha t serve as a signature  for m em b ran es  that reject ions mainly by electrostatic  
in teractions. We then com pare ,  using the experimentally  de te rm in ed  effective m em brane  
charge  densities  [obtained using the results in Fig. 46 and Eq. (122)], the theoretical pred ic
tions fo r  the limiting rejection with the experim enta l results for the five salts and, aside from 
o n e  experim en ta l point, find reasonably  good  ag reem en t without any adjustable  pa ram ete rs  
(Fig. 47). —  - ^

If the  limiting rejections o f  sym m etric  salts are  only slightly asym m etric  abou t the IEP 
(because  o f  the different diffusivities o f  the  cation and  anion), the limiting rejections of  
asym m etric  salts are, on  the contrary , highly asymmetric , because o f  the m arked  change 
in co- and  counter-ion  valences when the m em b ran e  charge changes sign and  the roles of

PH

F ig u re  46. H afn ia  n an o filte r  e x p e r im e n ta l d a ta  fo r th e  surface  ch a rg e  d ensity  cr, as a func tio n  o f  th e  bulk  (fee d ) 
so lu tio n  pH  (e s tim a te d  from  the  e le c tro k in e tic  su rfa c e  ch a rg e  d ensity  (Jek d e d u c e d  from  the  m e a su re d  e lec 
t ro p h o re tic  m obility ). R e p rin te d  w ith  p e rm iss io n  from  (38], P alm eri e t a!., /  Membr. Sci. 179, 243 (2000). © 2000, 
E lsev ier.
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F ig u re  47. H a fn ia  n a n o f ilte r  e x p e rim en ta l d a ta  an d  th e o re tic a l p re d ic tio n s  fo r  th e  lim iting  sa lt re jec tion , R  as a 
fu n c tio n  o f  n o rm a liz e d  m e m b ra n e  ch a rg e  density  (e lc tro p h o re tic  m o b ility  m e a s u re m e n ts  u sed  to  e s tim a te  m e m 
b ra n e  c h a rg e  den sity ): ex ac t h o m o g e n e o u s  th eo ry  resu lts  (so lid  cu rv es) , w eak  c h a rg e  h o m o g e n e o u s  resu lts  (d o t-d a sh  
cu rv es), h o m o g e n e o u s  g o o d  co -io n  exclusion  (G C E ) resu lts  (d a sh e d  cu rv es); s a lt c o n c e n tra tio n  10“3 M : (a ) N aC l, 
(b ) N a N O j, (c ) C a S 0 4, (d )  C aC U , an d  (e )  N a : S O a. R e p rin te d  w ith  p e rm iss io n  fro m  [38], J. P alm eri e t a l . , ./. M embt: 
ScL  179, 243 (2000). ©  2000, E lsev ier.

co- an d  coun te r- io n  a re  reversed. Taking as an  exam ple  the  experim enta lly  re levant case o f  
a (1 : 2) an d  ( 2 : 1 )  salts, we see that for one  m e m b ra n e  charge  polarity, there  will be  a 
divalent co-ion tha t  will be  strongly re jected  by D o n n a n  exclusion at high m em b ran e  charge, 
w hereas  the m o n ova len t  coun ter- ion  will only be weakly a t trac ted  by the  m em b ran e ,  leading 
to high rejec tion ; for the opposite  m em b ran e  charge  polarity, conversely, the  m onovalen t  
co-ion will only be weakly excluded and the divalent coun te r- ion  will be  strongly a t trac ted  by 
the  m e m b ra n e ,  lead ing  to  a low rejection, which can even becom e strongly negative for small 
values o f  n o rm a lized  m e m b ra n e  charge density £ =  X m/c{ .  This  asym m etry  in the rejection 
is mainly a result o f  the  s trong  influence o f  co- and  co u n te r- io n  e lectrochem ical valences 
on the co-ion  D o n n a n  part i t ion  coefficient. This va lence  asym m etry  leads to the strongly 
skewed, S -shaped , theore tica l  rejection curves for the two asym m etric  salts p resen ted  in 
Figure 47, which prov ides  a c lear  s ignature  o f  e lec trosta tic  interactions.

2.7.5. New Ceramic Titan ia Nano filter
In Refs. [7, 22], a new ti tania  nanofilter has been p re p a re d  an d  its filtration p e rfo rm ance  
co m p a re d  with a wide range of  commercial ceram ic nanofilters . T hese  experim enta l studies 
led to the  conclusion  tha t  this new genera tion  o f  T iO : m e m b ra n e s  has a  t ighter porous 
s truc tu re  th an  th a t  usually a t tr ibu ted  to the currently  know n com m erc ia l  ceram ic nanofilters. 
To cha rac te r ize  the re jec tion  p ropert ie s  o f  this nanofilter,  we use the h indered  transport  
m odel for n eu tra l  so lu tes  and , now including ion size, th e  H E T  mode! fo r  ions. In addition  to
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setting  up a single-salt da tabase  for this m em brane ,  we also use the e lec tro p h o re t ic  mobility 
/!,. to  es tim ate  the effective m em brane charge density (as we did fo r  the  hafnia  nanofil te r  
discussed above). This last m ethod  allows us to com pare ,  as a function o f  pH , the  p red ic ted  
single salt re jection with experiment.

2.7 .5 .1 . N eu tra l S o lu te s  A wide range of  neutral solutes with M W  rang ing  from  32 to 
2000 Da were filtered using the new T iO : nanofilter. If we fit the h in d e red  t ran sp o r t  m odel 
for neutral solutes to the limiting rejection data , we obta in  the curves a p p ea r in g  in F igure 48. 
A lthough the effective solute radius fo r  small roughly spherical n e u tra l  solutes, such as 
m ethanol,  glucose, and sucrose, is meaningful and well known, the sam e  can n o t  be said for 
the P E G  series. T hese  last molecules probably tend to untangle  so m ew h a t  and  probably  
canno t be reliably m o de led  as hard spheres  (which, we recall, is a p re req u is i te  fo r  justifying 
the validity o f  the h indered  transport  m odel used here). As a conseq u en ce ,  th e re  is no 
true  consensus in the l i te ra ture  concerning the effective radius o f  th e  P E G  series. F or  this 
reason, we have p re sen ted  the data  fo r  the P E G  series (400, 600, 1000, 1500) using two 
different es tim ates  for the effective solute size found in the l iterature . T h e  results  p re sen ted  
in Figure 48 indicate tha t the effective pore  size for this nanofilter T i 0 2 lies in the range 
betw een  0.5 and 1.0 nm. By giving m ore weight to the smaller solutes, for which m o re  reliable 
size es tim ates  are known, wc arrive at a rough estim ate  o f  rp % 0.92 nm  for the  effective pore  
radius of this m em b ran e  (in rough ag reem ent with N 2 adso rp tion /deso rp tion  m e a su re m e n ts  
[22]). A lthough  it would be desirable to  refine this estim ate  using o th e r  m odel solutes, this 
is the  value we use below when we apply the H E T  m odel to ions.

2 .7 .5 .2 . S in g le  S a lts  T h e  salt filtration pe rfo rm an ce  o f  the new T i 0 2 nanofil te r  was c h a r 
ac terized by studying the rejection as a function o f  tran sm em b ran e  p re ssu re  o f  N aCl, N a N O :>, 
KC1, N a2S 0 4, and C aC l2 at a feed concen tra tion  o f  10 2 [mol/1] and  o f  N aCl and  N a 2S 0 4 
at 10 1 [mol/1] for five to  seven values of  pH  (betw een 2 and 11). T h e  p H  was ad justed  
using the acids and bases of  the respective salts (HC1, N aO H , H N 0 3, K O H , H 2S 0 4, and  
C a ( O H ) 2). A lthough  ion rejection was usually m easu red  at only two values  of  p ressu re  (6 
and  15 bar), m ore  com ple te  results were ob ta ined  for NaCl, KC1, an d  N a 2S 0 4 at 10“2 [mol/1] 
and  pH  11 (A P =  4, 6, 8, 10, 12, and 15 bar). T h e  e lec trophoretic  mobility  was m ea su re d  for 
NaCl, KC1, and N a2S 0 4 at 10~3 [mol/I] and NaCl at 10~2 [mol/1].

T h e  m em b ran e  p roper t ie s  ( X m and l ^ )  for each salt at each feed  con cen tra t io n  and  
pH  studied  experim entally  were obta ined  by fitting the  H E T  m ode l to  the experim en ta l  
R t versus A P  data . As described in section 2.6.2, the fitting p ro c e d u re  we use takes  into 
accoun t the presence  o f  the acids and bases of  the  respective salts u sed  to ad just the  p H  
(although n ea r  natura l p H , H 4 , and O H  are  usually trace species, at low and  high pH , the 
presence  o f  acids o r  bases can considerably modify the transfer  o f  the  salt ca tion  and  anion, 
leading to unequal  rejections for these species; see, e.g.. Fig. 32). T h e  fitted values o f  X m

S o lu te  R a d iu s  [nm]

F ig u re  48. L im itin g  n e u tra l so lu te  re jec tion  as a func tio n  o f  so lu te  rad ius: T ita n ia  n a n o f ilte r  e x p e r im e n ta l d a ta  and  
p re d ic te d  re jec tio n  using  the  cap illa ry  pore h in d e red  tra n sp o r t  th eo ry  fo r tw o d if fe re n t p o re  radii.



156 C o m p u te r  Sim ulation o f  N anofil tra tion  M e m b ra n e s  and Processes

and  lcff were used to crea te  the N anoF lux  single-salt da tabase  fo r  this nanofilter. F o r  CaC.l2, 
NaCl, and N a2S 0 4 these results are  p resen ted  in Figures 49-53, w here  we observe typical 
behavior for an am photer ic  nanofilter. O nce  again we observe  tha t  a l though  X m increases 
with increasing feed concen tra tion , it increases m ore  slowly than  th e  con cen tra t io n  itself, 
leading to a norm alized  m em b ran e  charge  density £, and  th e re fo re  re jec tion , tha t decreases  
with increasing concentra tion . For [ 1 : 1 ]  salts (NaCl, Figs. 50 an d  52), w e no te  th a t  X m is 
positive below a m em brane  IE P  loca ted  at a feed pH  close to  7 an d  negative above (the 
IE P  of an exposed T i 0 2 surface is th o u g h t  to be close to 6). T he  effective m em b ran e  charge 
density X m is generally positive and  h igher at low than at high p H  for the  salt with a divalent 
cation  (C aC l2), although the re  ap p ea rs  to  be a slight increase in the charge  density am plitude  
at h igher values o f  p H  (Figs. 49 and  51). For the salt with a divalent an ion  (N a2S 0 4) X m 
(Fig. 53) is always negative and  tends  to  increase in am pli tude  with increasing p H  (a lthough 
once  again there  may be som e slight n o n m ono ton ic  behav io r n ea r  na tu ra l  pH , in the  range 
pH  6-8). This type o f  behavior for salts possessing divalent ions is th o u g h t  to be caused  by 
specific divalent ion adsorp tion  at the  surface o f  the m e m b ra n e  pores.

Because salt rejection was usually m easu red  at only two values o f  A P  (and  the co rre sp o n d 
ing volume flux densities j v w ere  not m ade  available), the fitted values o f  lê  (Figs. 51b-53b)

A

d 1.22 c r

*  0,61 Ca'

D e lta  P (b ar)
10 15 20

D e lta  P (b ar)
25

(0
1.00

0.52

o
.o0)
CC -0 .4 4

-0 .9 2

□ 9.31 hT

* 1 '22 Cl 
+■ C 61 Ca

10 15 20
D e lta  P (b ar)

25

F ig u re  49. Ion  re jec tio n  vs. tra n sm e m b ra n e  p ressu re : E x p e rim en ta l re su lts  a n d  H E T  m o d el fits: 0 .0 1 M C aC K  and 
t i ta n ia  nanofilte r: (a) pH  11 -4- N a O H , (b ) p H  <) -  N a O H , (c) p H  7 +  N a O H , (d )  p H  5, a n d  (e )  p H  2.5 -f IIC1.
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Figure 50. Ion  re jec tio n  vs. tra n sm e m b ra n e  p re ssu re : E x p e rim e n ta l resu lts  a n d  H E T  m o d el fits: 0.01 M N aC I and  
T itan ia  n an o filte r: (a )  p H  11 +  N a O H ; (h ) p H  8; (c) p H  7; (d )  p H  6.5: (e ) p H  5; an d  (f) pH  2.5 +  HCI.

are probably less reliable than those of  X m (Figs. 51a-53a);  this could explain the scatter 
observed in F igures 51b-53b ( leff m easures  the ra te  at which the rejection approaches  its lim
iting value, and  this dependence  is easier  to  get a handle  on when R i versus jv d a ta  are  used 
to  perfo rm  the fitting). Because e lec trophore tic  mobility, but not rejection, m easurem ents
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Figure 51. T ita n ia  nano filte r: C aC I2 N anoF lux  H E T  m o d el d a ta b a se : (a ) effec tive  m e m b ra n e  ch arg e  density  X ,  
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F ig u re  52. T itan ia  n an ofille r: N aC l N ano F lu x  H E T  m o d el d a tab ase : (a )  e ffec tive  m em b ran e  ch arg e  d en s ity  X m vs. 
p H ; (b ) effective m e m b ran e  th ickness l(lfl vs. p H  (salt c o n c e n tra tio n s  0 . 1, 0 .0 1, 0.001 M ).

were carried ou t at 10-3 [mol/!], to extend the d a tabase  we have used an ex trapola tion  m ethod  
to estim ate  values for X m and leff at this feed concen tra t ion  (as well as to es tim ate  these  q u a n 
tities for C aC l2 at 10“ ' [mol/1], a concen tra t ion  for which rejection m easu rem en ts  w ere  not 
ca rr ied  out for this salt). As a consequence , the values of  X m and l(,ff appear ing  in F igures 51
53 for a feed concentration  o f  10“3 [mol/l] are  probably less reliable than at 10~2 [mol/1].

In Figure 54, we plot the  experim ental and s im ulated  salt re jection as function o f  p H  at a 
constant applied pressure o f  15 bar  for NaCl at 10~3 (Fig. 54a) and  U)~2 [mol/l] (Fig. 54b) 
and N a 2S 0 4 at 10 3 [mol/l] (Fig. 54). T he  p red ic ted  rejection is calculated using the  value o f  
X m es tim ated from the m easured  e lec trophoretic  mobility (see section 2.7.4.2). T h e  “exper
im en ta l” rejection for N a 2S 0 4 at 10~3 [mol/l] has, as expla ined  earlier, been  est im ated  by 
ex trapolating  the experim ental results ob ta ined  at 10“2 and 10~1 [mol/l] to the lower co n 
cen tra tion  for which there  are  no experim ental rejection data . At low o r  high p H ,  we see 
tha t  the added  acid or  base strongly modifies the single-salt rejection and leads to  unequal 
anion and cation rejections (cf. Refs. [32, 34]). For NaCl, we clearly see the IE P  at which 
the effective m em brane  charge density vanishes (Fig. 54a, 54b); for N a2S 0 4, however, X m 
rem ains negative over the whole pH range studied, and the re  is no visible IE P  (Fig. 54c).

T he  generally good ag reem ent betw een  experim ent and  the simulations using the m e a 
sured  e lec trophoretic  mobility to estim ate  the effective m em b ran e  charge density X m p ro 
vides fu r ther  evidence for the utility o f  this approx im ate  m eth o d  for predicting  the  rejection 
perfo rm ance  of  a nanofilter. We can conclude once  again that the experim ental an d  s im ula
tion results ob ta ined  for the Titania  nanofilter have the s ignature  of  a m em b ran e  tha t  rejects 
ions mainly by electrostatic  interactions.

2.7.5.3. B inary  NaCI/Na2S O A E lec tro ly te  M ix tu res  U sing the single-salt d a tabase  for 
this nanofilter, we have also sim ula ted  the rejection of  N a C l/N a 2S 0 4 mixtures at various rel
ative salt fractions (100/00, 80/20, 60/40, and 50/50), a co n s tan t  total feed concen tra t ion  o f  
0.05 [mol/l], and p H  8.5 (Fig. 55). A lthough N anoF lux  correctly  predicts  the  negative chloride 
rejection a t  low to in te rm edia te  p ressure  and positive chloride  rejection at high pressure , 
the  simulations seem to underes t im a te  the am pli tude  o f  the predicted  negative effective 
m em b ran e  charge density. T h e  simulations are  in qualitative, bu t not quantitative, ag reem en t 
with experim ent, for they systematically underes t im a te  the  sodium  and sulfate rejections at 
higher N a2S 0 4 m ole fraction. M ore  extensive m easu rem en ts  o f  salt mixtures a re  needed  
before  any definite conclusions can be reached  concern ing  the usefulness of  N anoF lux  for 
s imulating the perfo rm ance  o f  this new ceram ic nanofil te r  vis-a-vis electrolyte mixtures.
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2.8 . C o n c lu s io n s

In this section of  the chapter, we p resen ted  the sta te  o f  the art in nanofil tra tion  m odeling  
and  showed tha t the various experimental m ethods  currently  em ployed fo r  charac ter iz ing  
nanofilters can be used to de te rm ine  a limited n u m b er  o f  single-salt m odel p a ra m e te rs ,  such 
as effective pore  radius and  effective m em b ran e  thickness and (volumetric) charge  density. 
W hen  these effective transport model pa ram ete rs  are  used to perform  N F  sim ula tions o f  
multielectrolyte mixtures, we have shown that it is possible to obtain good  ag re e m e n t  with 
experim ent not only for ternary  and qua te rna ry  ion mixtures but also fo r  real d rink ing  w ater  
contain ing seven p redom inan t  ionic species. T hese  encourag ing  results indicate  th a t  the  types 
o f  mesoscopic N F  transport models p resen ted  here have m atu red  sufficiently fo r  them  to be 
used to  simulate reliably m ultim odule/m ultis tage N F  plants.

Despite  this optimism, the re  rem ains much to do in the area  o f  N F  m odeling: ex tend 
ing the models to deal with w ater  t rea tm en t and industrial effluent applications; ex tend 
ing the N F  models to the high concentra tions range (>1  [mol/1]) by shedd ing  light on the 
im portance in nanopores  of  both  ion activity and the cross-coupling te rm s  ap p e a r in g  in the 
Maxwell-Stefan models; and  clarifying the role and  im portance  of  none lec tro s ta t ic  in te rac
tions. C o m p u te r  s imulation m ethods will be useful at each  step— not only at the  m esoscopic 
and macroscopic levels p resen ted  in this chapter , but also a t  the molecular level necessary for 
elucidating the fundam enta l na tu re  of  the in teractions be tw een  ions and  charged  n an oporous  
media.

3. COMPUTER-AIDED SIMULATION AND DESIGN OF 
NANOFILTRATION PROCESSES

3 .1 . In tro d u ctio n

In the past, a tten tion  tended  to concen tra te  on the developm ent and  optim iza tion  of  
m em branes  and m em brane  e lem ents /m odules  [3, 4, 116], w hereas  recently, focus has been 
cen te red  on actual process developm ent (e.g., process planning, design, and  o p e ra t io n a l  op ti
mization o f  m em b ran e  plants). Because o f  diminishing sources of  raw m ateria ls  and  energy, 
as well as an increase in environm enta l awareness, p rocess developm ent, governed  by a 
process-oriented  rationale, is gaining in significance. Increasing  dem ands  a re  being p laced  on 
the opera tional reliability o f  technical processes in te rm s o f  ecological effect, safety, p roduc t  
quality, and econom ic efficiency.

However, one  point o f  criticism is, essentially, the relatively lengthy per io d s  o f  develop
m ent, particularly when open ing  new areas  o f  application. T he  reason for these  delays is that 
results from num erous  preliminary tests, involving the m edium  to be trea ted ,  a re  needed  
to design m em brane  units reliably, while scale-up from  pilot feed volum e (flow approx. 
0.1 mVh) to industrial level involves considerable  input, despite the m o d u la r  s truc tu re  of  
m em brane  processes. D epend ing  on the structure  o f  the process selected, o th e r  opera t iona l  
conditions, which have to be considered during  the  p lann ing  stage, prevail in industrial m em 
brane  plants. Because of  the lack o f  supportive sim ula tion  program s that allow opera ting  
conditions to be estim ated, the  m ost vital design p a ram e te rs  have often to  be d e te rm ined  
using tim e-consum ing and cost-intensive pilot p lan t experim ents. D uring pilo t p lant o p e ra 
tion, optimization is mostly based  on predom inan tly  em piric  values resulting from the user’s 
expertise. This also prolongs process developm ent. Designing and constructing  industrial 
m em b ran e  processes without practical testing at pilot level entails a g reat deal o f  uncertainty.

Until now, it has only been  possible to develop m arke tab le  design p rog ram s for reverse 
osmosis (R O )  processes, with which the steady-sta te  o p e ra t io n  of  an industrial process can 
be estim ated with any adequa te  degree of  precision. However, the o pera t iona l  behav io r of 
reverse osmosis plants is calculated by using simplifying approaches  that involve neglect
ing concentra tion  polarization and feed-side pressure  loss o r  the assum ption  o f  constant 
m e mbran e re j ect i o n .

S trong similarity exists betw een reverse osmosis and  nanofiltration with regard  to  the 
structural type of  the m em brane  e lem ents  and systems engineering, as well as mass transport 
processes.
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T h e  affinity betw een  the two processes  in te rm s of the m em b ran e  elem ents  available, 
o p e ra t ing  m ode, and  plant design has led, in the past, to the tools, developed for reverse 
osmosis, being  used partially for the  co m p u te r-a id ed  processing o f  process analysis to design 
nanofil tra tion  processes. However, because  the simplifying assum ptions that are permissible 
for reverse osmosis, are not applicable  to nanofiltra tion , the plant, designed with these tools, 
shows, in reality, m ajor deviations from the sim ula ted  opera t ing  conditions. As a result, it is 
not possible to  m ake reliable pred ic tions  for the opera t ing  behavior o f  N F  processes based 
on simulation.

Because o f  the considerably lower tran sm em b ran e  pressure  difference in nanofiltration 
processes, feed-side pressure  loss has a key influence on  separa tion  behavior (the feed-side 
p ressure  loss o f  a m em b ran e  e le m e n t  can  be up to 0.7 bar). Rejection reacts much m ore sen 
sitively to changes  in m em brane  flux density (p e rm ea te  flux density) and salt concentra tion , 
with the result that the m em b ra n e  e lem ents  a rranged  in series exhibit different rejection 
values because  o f  feed-side pressure  loss.

In the mid 1990s, com posite  m em b ran es  were developed  and  b rought on to  the market. 
T h ese  m em b ran es  allow h igher m e m b ra n e  hydraulic  perm eabilities  at equivalent rejection 
p ropert ie s  for nanofiltration (and  also reverse  osmosis), and  thus a fu r ther  reduction in the 
t ra n sm e m b ra n e  pressure  d ifference  required .

T h e  following section will deal with the  s im ulation  o f  industrial nanofiltration processes. 
T h e  main focus is on  the m odeling  and  s im ulation  o f  the separa tion  characteristics of  spi
ral w ound e lem ents/m odules , while (Fig. 9) considering mainly the  separa tion  properties  
charac teris tic  o f  nanofiltra tion processes. T he  previous shortcom ings in the simulation and 
design of N F  processes can thus be abolished and a reliable way o f  dealing with process 
analysis tasks is m ade available. F u r th e rm o re ,  process developm ent can be speeded  up  con
siderably by using co m pu te r-a ided  p a ra m e te r  studies for op tim ization purposes. T he  study 
w as verified by applying a process s im ula tion  p ro to type to a real case study.

3.2. Process Simulation for Developing Membrane Processes
W ith  the exception o f  reverse osmosis, the p roblem  concern ing  the m odeling and app rop ria te  
sim ula tion  of  pressure-driven m e m b ra n e  processes (microfiltration, ultrafiltration, nanofil
tra t ion)  has not, so far, been  solved satisfactorily, the  main reason being the num erous  
in te rac tions  betw een  the various co m p o n en ts  in the solution to be  filtered as well as the 
m e m b ra n e  matrix. P ronounced  nonidealit ies  and coupling effects occur on the m em brane  
surface and  in the m em brane .  O th e r  reasons  arc, for example,

• M any physically proven o r  sem iem pirica l m odel concepts  deal with the description o f  
local mass transport  on  a small m e m b ra n e  area. It is possible to model the sep a ra 
tion behav io r  of  nanofil tra tion  m e m b ra n e s  relatively accurately for a local approach  
[117, 118]. However, because  o f  the  structura l a r rangem en t o f  the large area  inside 
the m em b ra n e  elem ents , upscaling these m odels  to an industrial m em brane  m odule  is 
not possible without fu r the r  w ork  ( in tegra tion  o f  the m em b ran e  area , consideration  of 
aspects reducing driving force).

• The  de ta iled  m odeling  o f  mass t ranspor t  on  the m em b ran e  involves a considerable 
degree  o f  work, and  the m odels  can  only be applied to the m em brane  e lem ents  to 
a certa in  extent. In industrial processes, num erous  m em b ran e  elem ents, which in ter
act to  achieve the separa t ion  objective, are  in te rconnec ted  partially in multiple stages 
(Fig. 56). In process s im ulation , the  calculation of  the individual m em brane  e lem ents  
(in this part,  m em b ran e  e lem en t  m eans  the smallest part of m em b ran e  a r rangem en t in 
the m em b ran e  m odule: one  to  six, o r  m axim um  eight m em branes /e lem ents  are incorpo
rated  in one  spiral w ound  m em b ra n e  m odule  [see Fig. 59]) with accurate mass transport 
m odels  involves much num erical input, which can increase considerably in process cal
culations.

• D espite  nu m ero u s  investigations, no  satisfactory models have been  developed for the 
fo rm ation  o f  biological films (b iofouling), adsorp tion  o f  organic substances or  form ation 
o f  inorganic  coatings (scaling) [119, 120].

• The  m em b ran e  o r  the t re a te d  so lution react to variations in many o f  the opera t ing  
pa ra m e te rs  ( tem p era tu re ,  viscosity, p ressure ,  concen tra tion , p H  value, hydrodynamics,
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F ig u re  56. Illu s tra tio n  o f  m em b ran e  p ro cesses from  th e  m e m b ra n e , th ro u g h  the  m e m b ra n e  e le m e n t/m o d u le , u p  to  
I he m em b ran e  s tag e  an d  m em b ran e  p rocesses. A d a p te d  from  [20].

etc.) by a changc in separa tion  behavior. D e te rm in in g  m e m b ra n e  separa t ion  behav io r  
for the most im portan t  pa ram ete rs  and m odeling the results  via regression analysis with 
nonphysically proven models is time consum ing  and  expensive. In addition , ex trap o la 
tion in ranges outside the m easu rem en t  points is n o t  reliable [121].

As a result o f  these aspects, m athem atica l tools play a ra th e r  subsidiary role  in the  devel
o p m en t  o f  m em b ran e  processes. Reliable up-scaling to industrial level is se ldom  possible 
w ithout pilot-scale tests (stage directly before  industrial scale), and  op tim ization  is mostly 
conducted  on an empirical basis, usually involving the d e s ig n e r ’s expertise. D e p e n d in g  on 
the level o f  experience involved, this increases the tim e an d  the costs for deve lopm ent.

In process simulation of  reverse osmosis, som e m odels  can  be su p p lem en ted  by simplifying 
assum ptions for mass transport on the m em b ran e  as well as for hydraulic flow cond itions  in 
m em b ran e  elem ents. T hese  include constan t m em b ran e  rejection , neglect o f  concen tra t ion  
polarization , constan t pressure loss, or  constan t yield fo r  the  m e m b ra n e  elem ents . As for 
reverse osmosis, these “short-cut m e th o d s” could be used to s im ula te  industria l processes, 
with good  approxim ation, via a m em b ran e  e lem en t  analysis [122-125].

F or  such idealized app roaches  to  the filtration o f  p u re  e lectrolyte mixtures, useful s im ula
tion program s are  available for optimizing and  designing reverse  osmosis processes  (Table 5) 
[126], usually in the form  o f  software developed  by the m em b ran e  m a n u fa c tu re r  an d  only 
applicable to his own m em branes.  Two exceptions a re  the p rog ram s R O D E S I G N  and 
IJ S R R O  from the Institute for Process Eng ineer ing  at the  Technical U niversity  (R W T H ) in 
A achen, G erm any.

B ecause o f  the similar opera t iona l  m ode and m e m b ra n e  e lem en ts  (spiral w ound  e le 
m ents) for nanofiltration and reverse osmosis, the design and  configuration  of  nanofiltra tion

T able 5. C Commercially availab le  p rocess s im u la tio n s p ro g ram s fo r rev erse  o sm osis p ro cesses  (a s  o f  Ju ly  2001).

M a n u fa c tu re r M e m b ran e R O  so ftw are

D ow  C hem ica ls F ilm Tec R osa
H yd ta n a  lit ics H v d ran au iie s R o D esig n , R o d a ta
K och F lu id  System s R o p ro  6.1. C o s tp ro
O sm on ics O sm on ics. D esal W in Flow s
T oray. R o p u r, T risep T oray. R o p u r. T r isep W in C aro l i , 2p flows
T echnical U niversity  (R W T H ) A a c h e n ' — R O D E S IG N  U S R R O  fur A sp en P lu s™

' I n s t i tu t e  fo r  F ro ecss  E n g in e e r in g  ( IV I ')  at th e  T ech n ica l U n ivers ity  (R W T H ) A a c h e n . P rof. M e lin /P ro f. R u u le n h aeh .
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processes were partially m o de led  on the basis o f  existing R O  processes for seaw ater  desali
nation [127]. Because nanofil tra tion  is mostly used for w ater  softening o r  brackish water 
desalination, filtration is usually carr ied  out at low tran sm em b ran e  pressure  differences, also 
because of the low salt concen tra t ion  and low m em b ran e  rejection at low osmotic pressure 
difference. As a result o f  this, the  feed-side pressure  loss has a decisive influence on the 
opera t ion  of  nanofiltration processes and , there fo re ,  should not be neglected. Calculations 
by Van de r  M ee r  [128] have shown that this can affect the  op t im u m  configuration o f  NF 
processes. F u rthe rm ore ,  mass t ranspor t  in nanofiltration is caused  by several s im ultaneous 
and interactive transport m echanism s (cf. Fig. 7), resulting in the fact that the  rejection 
of nanofiltration m em branes  is much m ore  d e p e n d e n t  on changes in concentration . Thus, 
m em brane  e lem ents/m odules ,  a rranged  in series, display very d ifferent separa tion  charac
teristics, whose calculation using the simplified reverse osmosis m odels partially results in 
considerable  deviations from  actual opera t ing  behavior in reality.

3.3. Model Development and Simulation of Nanofiltration Processes
To avoid the disadvantages o f  the  simulation program s for reverse osmosis, we developed 
1129-137] a simulation program . N F -P R O JE C T , for nanofiltra tion  processes. However, this 
p rogram  is not to be considered  as a rep lacem ent for practical pilot-scale tests for plant 
design p e rfo rm ed  by an expert  but, ra ther, as an additional co m pu te r-a ided  tool for process 
designers to use in the planning, designing, and optimizing o f  N F  processes, whereby:

• The  extension of op tions  incorpora ted  into the  deve lopm ent phase,
• The  definition of  p rocess (opera ting)  alternatives, which should be considered in detail 

and,
• The  app rop ria te  degree  o f  reliability requ ired  for industrial upscaling can be achieved

in a quicker, less expensive and m ore  efficient m anner.

First of  all, the  structure  o f  m em b ran e  processes (section 3.3.1) will be p resen ted  in te rm s of 
the design possibilities for the en tire  m em brane  area  to be installed. T h e  results will then be 
used to develop a p rocedure  for the simulation o f  m em b ran e  processes (section 3.3.2), which 
includes a m ethodology  concept and m odel deve lopm ent,  as well as model equations for 
characteriz ing and simulating the  separa tion  behavior o f  N F  m em b ran e  elem ents. In add i
tion, the estim ation o f  m odel pa ram ete rs ,  which arc  ad ap ted  to a system (m em brane /m odel  
solution), will be illustrated.

3.3.1. Structure of Membrane Processes
3.3.1.1. C o n n e c tio n  o f  M e m b ra n e  E le m e n ts /M o d u le s  If, in a filtration process, the 
entire  m em brane  area is com posed  o f  several m em b ran e  e lem ents /m odules , then an op ti
m um  a rrangem en t is required . Basically, m em b ran e  e lem ents /m odules  can be arranged  in 
series o r  in parallel (Fig. 57). In a series a r ran g em en t ,  the  re ten ta te  o f  the  upstream  m e m 
brane  e lem ent provides the feed for the dow nstream  e lem ent,  w hereas, in a parallel a r ra n g e 
m ent, the feed quality is the  sam e  for all m em b ra n e  elem ents. For both arrangem ents ,  the 
en tire  p e rm ea te  consists of  partial pe rm ea te s  from  the individual e lem ents, resulting in a 
mixed concen tra tion  in the  en tire  p e rm ea te  volum e flow.

Because of  the high flow ra te ,  the individual p e rm ea te  volum e flow in a spiral w ound 
e lem en t is low com pared  to the  feed volum e flow. T here fo re ,  in large-scale t rea tm en t plants, 
several spiral w ound m odules  are  usually a rranged  in series to  ob ta in  the pe rm ea te  yield 
required . As can be seen  in Figure 57, which shows m odules  a rranged  in series, there  is 
a constan t rise in feed concen tra t ion  for the dow nstream  elem ents  and a decrease in feed 
volum e flow because o f  p e rm e a te  withdrawal. If p ressure  loss and concen tra t ion  polarization 
are considered, the effective driving force for mass transport  can decrease quickly, also 
affecting the separa tion  result considerably. T h ere fo re ,  it is o f  p a ram o u n t  im portance  to 
exam ine the filtration cond itions  of  the individual e lem ents  and, particularly, the last critical 
m em brane  e lem en t in the series a r ran g em en t  in which feed concen tra t ion  is a t  its highest 
and  flow rate  at its lowest. A  s im ulation  process is particularly  conducive to the exam ination 
o f  filtration conditions.
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S e ries  arrangem ent
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F igure  57. S eries an d  paralle l a r ra n g e m e n t o f m em b ran e  e lem en ts /m o d u les .

In design processes, a ttention should  be given to the maximum feed and  m in im um  re ten 
tate volume flows, as specified by the m anufacturer .  Flow through an e lem en t  causes pressure  
loss, which should not exceed a maximum value, as o therwise dam age  to  the m em b ran e  
e lem ents  can occur (exceedingly high shear force on the m em b ran e  surface, “te lescoping”). 
B ecause o f  the increase in concentra tion  polarization on the m em b ran e  surface, which occurs 
at low feed volum e flows, a m inim um  feed volume flow, based on em pirical values, is also 
specified. Hence, for parallel a rrangem ents ,  a g rea te r  degree  o f  energy is needed  because 
the minim um  volume feed flow has to pass through each elem ent.

3.3.1.2. C o n fig u ra tio n  o f  M e m b ra n e  E le m e n ts /M o d u le s  in  a F iltration S ta g e  F or  the
installation o f  very large m em b ran e  areas  with spiral w ound  e lem ents  in industria l t rea tm en t  
plants, pressure  pipes (m em b ran e  e lem ents  arranged in pressure  pipes form  the m em brane  
m odule)  forming the m em b ran e  m odule , in which up to  six m e m b ra n e  e lem ents  (in excep
tional cases up to  eight) a rranged  in series, are used. In the planning and  design o f  an 
industrial filtration stage, two structures, which allow a parallel o r  series a r ran g em en t  o f  the 
pressure  pipes, have becom e established f 12 1 ]:

• Tree structure
• Feed-and-blced structure

T h e  tree  structure  is used for  very large t rea tm en t p lan ts  in particu la r  (Fig. 58).
D epend ing  on feed volum e flow, several pressure  pipes are g rouped  into parallel blocks, 

which are connec ted  in series. The re ten ta te  volume flow of one  block serves as the  feed 
volume flow for the dow nstream  block. Because of the decrease  in volume flow, each  dow n
stream  block contains fewer pressure  pipes than  the prev ious block, so th a t  flow over the 
m em brane  e lem ents is ensured. However, one d isadvantage of  the t ree  s truc tu re  is its poor 
capacity to adap t  to fluctuations in the feed volume flow or feed quality. O p tim u m  flow con
ditions can only be achieved to  an approxim ate  degree  because o f  the discrete e lem en t  size 
and the gradual reduction in the flow cross section, [f the feed  volume flow is modified, it 
is possible to exceed the maximum permissible o r  fall below the m inim um  requ ired  volume 
flows iri the individual m em b ran e  elements.

F u r the rm ore ,  pressure  losses in the m em brane  e lem en ts  vary. W hen  fluctuations in con
centra tion  occur, the p e rm e a te  flows through  the m em b ran e  e lem ents  change, as does  the 
feed volume flows in the dow nstream  blocks. As a consequence , p e rm e a te  yield cannot 
be easily changed. O ne advantage, however, is the low energy consum ption  (no circulation 
pum ps, ef. feed-and-b leed  s tructure  in Fig. 59), as well as the short  residence time in the
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F ig u re  58. T re e -s tru e tu re  a rra n g e m e n t o f  p re ssu re  p ip es w ith  severa l m em b ran e  e le m e n ts  in series.

filtration stage. T he  tree s truc tu re  is applied in large-scale trea tm en t  plants when few fluc
tuations in feed  concen tra tion  a re  to  be expected  and  when there is low es tim ated  potentia l 
for organic  o r  biological fouling on the m em b ran e  (e.g., seaw ater  t rea tm en t  after  ad eq u a te  
p re t re a tm en t  o r  as a second filtration stage in the trea tm en t  of  leachate  from landfills). T he 
feed-and-b leed  s tructure  is used fo r  small-scale tre a tm e n t  plants, and  preferably for high 
fouling po tentia l in the feed solution (Fig. 59).

T h e  op tim um  o r  required  flow conditions  are  ensu red  by in ternal recirculation cycles 
o p e ra ted  by circulation pumps. A  small “b le e d ” flow is withdrawn from  the recirculation 
cycle in a con tro lled  m anner. T h e  size o f  the bleed flow allows p e rm e a te  yield to be set over 
a large area. For this type of  opera t ion , it should be no ted  that the  re ten ta te  is remixed in 
the recirculation  mode, thus p roducing  longer residence times for the  substances re tained 
in th e  system. However, the  feed concen tra t ion  for the m em b ran e  e lem en ts  also increases, 
d epend ing  on  the circulation rate. C o m p ared  to the  tree  s tructure , this a r rangem en t results 
in a change o f  separa tion  p erfo rm ance  because the h igher feed concen tra t ion  leads to an 
increase in p e rm ea te  concen tra tion  and to a decrease  in p e rm ea te  flux. M oreover, feed-and- 
b leed  opera t ion  incurs h igher energy costs, caused by the additional circulation pumps.

In addition  to the quality required  for the w a te r  to  be trea ted , the  reason  for choosing a 
part icu la r  process s tructure  depends  essentially on  the size o f  the feed volume flow and  the 
flexibility requ ired  of  the process (e.g., variable  setting o f  yield).

Purge/Bleed

Permeate

F ig u re  59. F eed -a n d -b le e d  a rra n g e m e n t o f  p re ssu re  p ip es w ith severa l m em b ran e  e le m e n ts  in series.
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3.3.1.3. M u ltis ta g e  U nit A r r a n g e m e n ts  D epend ing  on the objectives defined for p roduc t  
quality, one  filtration stage may not be capable  of  p roducing  the sep ara t io n  effect requ ired . 
In such cases, the  m em brane  in opera tion  does not have ad eq u a te  selectivity p roper t ie s  (o r  
p o o r  rejection), o r  the  degree o f  p roduct purity canno t be achieved for the yield requ ired . 
M ultistage unit a r rangem en t (m em brane  cascade) can solve this problem .

Only one-dim ensional cascades are generally used in m em b ran e  technology, w hereby  the 
feed volum e flow is divided into a re ten ta te  and  a p e rm ea te  volum e flow. M ultid im ensional 
cascades tha t can separa te  a mixed substance into several com ponen ts  will not be dea lt  with 
in this chapter.

M em brane  cascades can be defined as symmetrical or  asymmetrical, indicating th e  way in 
which the filtration stages are  linked. T h e  following two d iagram s show the types o f  two- 
stage m em brane  cascades most com m only used. F igure 60 illustrates a two-stage cascade in 
which the p e rm ea te  from the  first filtration stage is filtered in a second  stage. T h is  type o f  
opera tion  requires a second force pum p  because the p e rm e a te  from the  first stage is w ithout 
pressure.

Conversely, F igure 61 shows a two-stage cascade in which the re ten ta te  from  the first 
filtration stage is filtered in the second stage. If the  feed-side pressure  loss is low com p ared  
to  the t ransm em brane  pressure  difference, a m ain feed er  pum p is not requ ired  a f te r  the  first 
filtration stage. W ithout a recirculation m ode, the cascade illustrated in F igure 61 can n o t  be 
differentia ted  from a single-stage arrangem ent.

3.3.2. Methodology for Simplified Simulation of Nanofiltration Processes
T he  entire  m em b ran e  a rea  in industrial m em b ran e  processes is m o d u la r  in s truc tu re  (cf. 
section 3.3.1). In nanofiltration and reverse osmosis involving p re t re a tm en t  o f  the  m edium  
to be purified, s tandard ized  8" spiral w ound e lem en ts  are  preferably used and a r ran g ed  in a 
certa in  configuration to form  o n e  entire  m em b ran e  area . Industrial spiral w ound e lem ents  
are  approximately 200 mm in d iam eter  and  roughly 1000 m m  in length  and  can basically be 
connec ted  in series for any n um ber  at all ( the  m e m b ra n e  a rea  A m for each spiral w ound 
m odule  is usually roughly betw een  30 and  40 n r ) .

Figure 62 [138] shows a stage-by-stage break-dow n of the process  system. T h e  en tire  
process is considered to be a “black box,” b roken  down gradually in to  process groups  o r  sub
groups and finally into process elements. Individual m em b ran e  e lem en ts  can be u n d e rs to o d  
as process elements.

This p rocedure  is defined as ‘‘decom position  o f  a process system” [139]. O n  the final level, 
the  m em b ran e  e lem ent is regarded  as a black box, converting  input variables in to  o u tpu t  
variables (volume flow, pressure  difference, and concen tra t ion),  thus  having o n e  function 
(Fig. 63). ^

As a consequence, the  entire  process can be s im ula ted  via sequentia l  calculation  and 
m odeling o f  the separa tion  behavior of  the  m em b ra n e  e lem ents. T his  so-called elem ent-by- 
e lem en t analysis has already been  applied successfully to  simulate reverse osmosis processes 
[140]. C o m p ared  to the numerical in tegration  o f  differential ba lances o f  mass, material.

Feed

R etentate

Filtration stage ) ►

■— (/ 
P erm eate

Figure 60. Tw o-stage sym m etrical cascade  with fo llow -up  p e rm e a te  filtra tio n , re p rin te d  w ith p e rm iss io n  from  [135], 
M . N o ro n h a  e t al. J. M em bi: Set. 202, 217 (2002). © 2002, E lsev ier.
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Retentate

F ig u re  61. T w o-stage  sym m etrical cascad e  w ith  fo llow -up  re te n ta te  filtra tion .

and impulses th roughou t the en tire  process, considerab le  time can  be saved for complex 
processes with recirculation, as th e re  is less num erica l calculation.

T h e  objective underlying the  d ev e lopm en t o f  a s im ulation process for nanofiltration was 
to k eep  the complexity o f  the en tire  m odeling  process as low as possible (estim ation o f  
few er and s im pler  model p a ra m e te rs )  while using a simple m odel for mass transport  through 
m em b ran e  elem ents . In m any cases, very accura te  and complex models, considering the high 
num erical calculation, do not p ro d u ce  a b e t te r  result for the prediction  of  process behavior 
un d e r  real conditions, com p ared  to rigorously simplified black box m odels  for the simulation 
of  reverse osmosis processes. T h e re fo re ,  it is crucial for the simulation o f  nanofiltration 
processes to  define a m eaningful ba lance  be tw een  the  type of  m odels used and the detailing 
o f  m odels  to  obta in  significant results. Basically, a p rocedure  based  on the principle “ as 
accura te  as necessary” has proven  favorable  [141].

3.3.2.1. Modeling the Separation Behavior of Nanofiltration Membrane Elements A
m odeling process tha t involves differentia l  eq ua tions  for feed-side and  perm eate-s ide  p re s 
sure  loss as well as feed-side and  p e rm ea te -s ide  concen tra t ion  changes is very e labora te  as 
a result o f  the  flows crossing in the spiral w ound  e lem en t  [121]. W h en  pe rm ea te  volume 
flow in the m em b ran e  e lem en t  is low c o m p ared  to  the  feed volum e flow (yield Y  < 0.1), 
calculations for the feed can be p e r fo rm ed  using m ean logarithm ic values for t ran sm em 
brane  pressure  difference AP  an d  m ean  arithm etica l values for the  bulk concentra tion  of  
c o m p o n e n t  i c f  with good approx im ation . This is usually true  for nanofil tra tion  processes.

/
Q rwsys

r \ P
sys

Process element

F ig u re  62. Stage-by-stage break-down of the process system.
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F ig u re  63. In p u t an d  o u tp u t p a ra m e te rs  o f  o n e  m em b ran e  e lem en t.

T he  model s tructure  for the m athem atica l descrip tion  o f  isotherm mass transport  in 
nanofiltration m em brane  e lem ents  (spiral w ound m odules)  is based on eq u a t io n s  for local 
mass transport.  It was assum ed that the  perm ea te -s ide  process pa ram ete rs  can be calcu
lated from the averaged feed-side process p a ram ete rs  at the inlet and ou tle t  o f  the m e m 
brane  e lem ent (m ean  logarithmic value for t ran sm em b ran e  pressure  difference AP  and m ean  
arithm etic  value for the concentra tion  o f  com p o n en t  / in the bulk s tream  c f)  by suitable 
m odel equations for the quasi-local mass transport.  It was assum ed tha t  characteriza tion  
was conducted  using a binary electrolyte solution. T he m odel used to charac terize  and s im 
ulate N F  spiral wound m em brane  e lem ents  is charac ter ized  by the following propert ies  and  
assumptions:

• Calculation of  the pe rm ea te  flux based  on  the simple solution-diffusion model
• Use o f  the van’t H off  equa tion  for osm otic  p ressure  in d ilu ted  electrolyte mixtures
• Incorpora tion  o f  concen tra t ion  polarization at the m em b ra n e  surface
• A dap ta t ion  o f  the feed-side mass transpo rt  coefficient to flow conditions according to 

Schock and Miquel
• Calculation o f  real m em brane  rejection accord ing  to Spiegler and Kedem
• Use o f  the ex tended  Spiegler-Kedem m odel accord ing  to  Schirg and W idm er
• Use of  an empirical equa tion  by a m em b ran e  m anufac tu rer  to calculate the feed-side

pressure  loss in spiral w ound e lem ents

In the following, the  fea tures  and assum ptions of  the m odel will be explained in detail:

3.3.2.1.1. Membrane Volume Flux Density  ( Permeate Flux Density) j v T h e  p e rm eate  
flux can be eq u a ted  to  the transm em brane  volum e w a te r  flux density ( jv =  J w ) with good 
approxim ation. It has a l inear dependence  on the ne t pressure  difference [17, 117]. T he  
pressure  in the header  for the p e rm ea te  in the spiral w ound e lem en t  is neglected  (pe rm ea te  
pressure is at am bien t pressure)  [127] [see Eq. (97)], w here  the global osm otic  reflection 
coefficient £  =  1]:

j v =  J\v =  L" ■ (AP -  All) (123)

w here  JH is the  t ransm em brane  volume w ater  flux density [m V n rh ] ,  L {i is the  pure  water
m em brane  hydraulic perm eability  [n r /n r h .b a r ] ,  AP  is the  the tran sm em b ran e  pressure dif
ference [bar], and A ll  is the  osm otic  pressure  d ifference [bar].

3.3.2.1.2. O sm otic P ressure D ifference  A ll  T h e  th e rm odynam ic  expression for osmotic 
pressure  can be calculated for dilu ted  solutions accord ing  to  the  v an ’t H o ff  equation

n u -  - J -  • ln( 1 -  4 )  = -  • ln.iV -  - J ; -  • =  R= r- ,vf c, (124)
i' ll V H ■ v  i[ v  ii'

w here n u is the osmotic pressure difference accord ing  to v an ’t Hoff [bar], R  is the gas 
constan t [J/molK], T  is the tem p era tu re  [K], x{ is the  m ole  fraction for salt [mol/mol].
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I7,, is the partial m olar  volume [rri3], a w is the  activity coefficient, is the mole fraction 
for w a te r  [mol/mol], and  cs is the salt concen tra t ion  [mol/m3].

Then  the osm otic  pressure  difference can be expressed as

A n  = R T  ■ ( c f  -  c f )  (125)

w here  c"’ is the  salt concen tra t ion  at the m em b ra n e  surface (wall) [mg/m3], and  c.f is the 
salt concen tra t ion  in the p e rm e a te  [mg/m3].

In an iso therm al approach , the  te rm  R , T  can be assum ed to be constan t and can be
sum m ed up as a p a ra m e te r  bw [bar/(g /m 3)], the  so-called van’t H off  coefficient:

A n  =  bw ■ (c;r -  c f ) (126)

3.3.2.1.3. Concentration Polarization  C oncen tra t ion  polarization (see, section 1.2.4) on 
the m em brane  surface is an im por tan t  p h en o m en o n  in m em b ran e  filtration because it 
reduces driving force. It will the re fo re  be included in the model developm ent process [17]. 
In this case, Eq. (14) will be  applied:

“ p( £ ) = 1 r f  (l27)
3.3.2.1.4. Flow Conditions for M em brane Elements  In pressure p ipes (m em brane  m od
ules) arranged  in series, the  m em b ran e  e lem en ts  are  o p e ra ted  at different volume flows. T he 
reason  for this is tha t the re ten ta te  vo lum e flow o f  the upstream  elem ent is the feed volume 
flow o f  the dow nstream  elem ent.  This m eans  tha t  the feed volum e flow for each fu r ther  
m em brane  e lem en t  is reduced  by th e  p e rm e a te  vo lum e flow o f  the upstream  elem ent. T he 
average flow velocity o f  the feed so lution along  the  m em brane  u in the  m em brane  e lem ents 
influences pressure  loss and  the mass t ranspo r t  betw een the lam inar boundary  layer and the 
bulk stream . Thus , feed velocity u has a d irect effect on  the level o f  concentra tion  po lariza
tion because o f  changes in the mass t ran sp o r t  p a ra m e te r  k v . This p a ra m e te r  can be adap ted  
individually accord ing  to  Schock and M iquel [13], as Eq. (17):

kj. = 0.065 ■ D f 15 • d j " 125 . i /-0*625 • m0-875 (128)

T he  pa ram ete r ,  diffusion coefficient Dh and  kinem atic  viscosity v o f  the solvent (water) are 
assum ed to be constant.

3.3.2.1.5. Real Rejection RsRcai T he  Spiegler and  Kedem  [142] equa tion  was chosen to 
calculate real rejection. This equ a t io n  was ex tended  by incorporating  the concentra tion  
d ep en d en ce  o f  salt perm eabili ty  accord ing  to Schirg and W idm er [143] ([cf. Eq. (35)]). This 
p roduced  good  a g reem en t  for the  filtration o f  electrolyte solutions contain ing binary salts 
with the model results o f  the  ex tended  N erns t-P lanck  equa tion  [144]:

f t * / w  =  l --------------------- 1 ' a ----------- —  (129)
’ 1 — a  ■ exp((<j -  1) ■ Jny/P s)

w here  a  is the reflection coefficient [-], and  Ps is the  salt m em b ran e  permeability  [m/h]. 
Accord ing  to  Schirg and W idm er, salt m em b ra n e  permeability  Ps can be expressed as

Ps =  a - { t g ' f  (130)

w here  a  and fi a re  the em pirical coefficients [-]. This p rocedure  allows the dependence  of  
re jection on p e rm e a te  flux and con cen tra t io n  typical for nanofiltration m em branes  to be 
expressed mathematically .

3.3.2.1.6. Maximum Real Salt Rejection R s Reid nmx T he  maxim um  salt rejection of 
nanofiltra tion  m em b ran es  (e.g., fo r  sod ium  chloride) is considerably below one. M aximum 
real rejection R s Rl,(ll max can be expressed  by the  S tav e rm an n ’s reflection coefficient a  [143] 
and , according to Eq. (38), is

=- <131) 

In simulating separa tion  behavior, the  feed-side p ressure  loss during flow through the spiral 
w ound  e lem ent must also be taken  in to  considera tion . As a result o f  tests conducted  by a
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m em b ran e  m anufac tu rer  on the pressure  loss in n u m ero u s  industrial spiral w ound  e lem ents, 
an empirical equa tion , whereby the depen d en ce  o f  pressure  loss A Ploss in each e lem en t on 
the average feed volum e flow could be described, was d e te rm ined :

AP f  -  AP' = AP h,u =  8.56785 ■ 10 Qf  +  Q'
1.7

(132)

Equation  (132) is no t n eeded  to charac terize  a m em b ran e  e lem en t  because  the process 
p a ram ete rs  at the inlet and  outle t a re  d e te rm ined  during  a filtration experim ent.  Conversely, 
the equation  is required  to simulate m em b ran e  e lem en ts  a r ran g ed  in series because the 
ou tle t  pa ram ete rs  have to be calculated only from the process p a ra m e te rs  a t  the inlet.

T h e  flux o f  dissolved salts is defined implicitly by the expressions in Eqs. (123) and  (129), 
as Cs — J /Jw  a n d rejection R StRea/, according to Eq. (3), can be  expressed  as

, R e a l

J
(133)

w here  J is the  solute m olar  flux density [nrVm2h].
As this equa tion  shows, for separa tion  effects, the  charge  in te rac tions  on the m em brane  

with the com ponen ts  o f  the electrolyte solution w ere  not considered . F u r th e rm o re ,  the  influ
ence  of  tem p era tu re  on w ater  viscosity was not considered  in the m odel eq ua tions  ( iso ther
mal approach).  It is p re ferab le  to carry o u t  the charac ter iza tion  process  within the opera ting  
tem p era tu re  range of  the t rea tm en t plant. E qua tions  (123-131) conta in  free  m odel p a ra m 
ete rs  that, w hen  characterizing an nanofiltration m em b ran e  o r  m e m b ra n e  systems with a 
m odel solution (binary electrolyte mixture), have to  be e s t im a ted  on the basis o f  experim en
tal results and, ideally, are  considered to be nearly constan t  in the range  u n d e r  study. O n e  
exception is the  mass transport coefficient, which is ad ap ted  to the flow conditions. Thus, it 
is specified toge the r  with the flow velocity o f  the feed so lution a long th e  m em b ra n e  it during 
the experim ents  and  the  hydraulic d iam ete r  d H o f  the feed  channe l  (Table 6).

3.3.3, Estimating the Free Model Parameters
T he  free  m odel p a ram ete rs  are  estim ated  on the basis o f  experim enta l d a ta  from  filtration 
experim ents  that a re  to be considered as e r ro n eo u s  because  o f  m e a su re m e n t  inaccuracy. 
It is basically possible to  estim ate  the p a ram e te rs  m ore  accurately by ad ap t in g  regression 
m ethodology  if the percen tage  range o f  the da ta  is known. However, to  simplify m atters , a 
less com plicated  m ethod  for minimizing square  e rro rs  will be used  in this chapter .

P ure  w ater  hydraulic perm eability  L {)p can be d e te rm in e d  simply and  accurately  by a fil
tra tion  experim ent using fully desalinated  water. In this case, the  t ra n sm e m b ra n e  pressure 
difference range un d e r  study should ideally conta in  the pressure  d ifference  o f  the opera ting  
point o f  the  trea tm en t  plant in question.

To estim ate  the model pa ram ete rs  bw and k F, the  Eqs. (123), (126), an d  (127) are  applied. 
H ence, it follows that:

Ju = 1% • (A P  -  A ll)

A P

k  • « '  -  < ) ]

(c* -  c f )  ■ exp ( ' j - (134)

T able 6. F ree p a ra m e te rs  fo r ch arac te riz in g  th e  se p a ra tio n  b e h a v io r o f N F  m e m b ra n e  e lem en ts .

P a ra m e te r U nit S p ec ifica tio n

Up. l /(n rh .b a r ) P u re  w a te r  hydrau lic  p erm eab ility
b n bar/(g /l)  o r  b a r/(m S /cm )‘ v a r f t  H o ff  co effic ie n t (o sm o tic  p re ssu re )
k,.-(u, cl,,) l / ( n v h ) F eed -sid e  m ass tra n s fe r  co effic ien t
o — S la v e rm a n n  re flec tio n  coeffic ien t
a  an d  /3 — C o e ffic ien ts  w ith em p iric a l c h a ra c te r

In th e  c h a ra c te r iz a tio n  p ro cess  u s in g  N aC l. c o n c e n tra t io n  w as re c o rd e d  bv th e  p a ra m e te r , e le c tr ic a l conductiv ity .



C o m p u te r  S im ulation of N anofil tra lion  M em b ran es  and  Processes 171

and

(135)

E q u a tion  (135) (the part on the right) is equivalent to  an equ a t io n  having the general form

Because the process p a ram ete rs  JIV, L °, AP, ef, and c f  can be d e te rm in ed  by m easurem ents  
( the feed-side process p a ram ete rs  at the inlet and  ou tle t are averaged  by logarithms for 
t ra n sm e m b ra n e  pressure difference A P  and arithmetically for  concen tra t ion  c f  (Fig. 4), the 
p a ra m e te rs  bir and k F can be de te rm ined  via an exponentia l  regression (by minimizing 
sq u a re  e rro rs)  o f  the function te rm s f (x)  o r  f (./„•) over A" o r  Jw [in Eq. (135); according to 
Eq. (122), j v can be used instead of

A lthough  the  v an ’t  H off  coefficient b w is ideally considered  as constant, this is not true  
fo r  the mass transport  coefficient k , , which is basically influenced by flow conditions in 
the  m em b ran e  clem ent. T herefo re ,  regression should be calculated  via m easu rem en t points  
for  which flow conditions diverge only slightly. Using Eq. (128), this p a ram e te r  k F can be 
t ransfe rred  to  o the r  flow velocities and  hydraulic d iam eters  (by diffusion constant Dt =  
const.)  if the averaged flow velocities it in the m em b ran e  e lem en t  and  the  hydraulic d iam ete r  
d H [specification of the ‘‘reference  po in ts” k t  (u, d ^)}  are known. This  allows concen tra tion  
po lariza tion  on  the m em brane  surface to be es tim ated  according to  Eq. (127), from  which 
c o n cen tra t ion  on the m em brane  surface c"' can be de te rm in ed .  Thus, real salt rejection 
A’, H[l.j can be estim ated according to Eq. (4), whose m axim um  value is equivalent to the 
reflection coefficient a  [see Eq. (131)].

By modifying Eq. (139) and by calculating the salt m em b ran e  perm eability  Ps for different 
concen tra t ions ,  Ps can be expressed as a function o f  c'". T h e  em pirical p a ram e te rs  a and (3 
can  then  be es tim ated  by potentia l  regression (by minimizing square  errors).

3.3.4. Sensitivity Analysis of the Model Parameters
T h e  essential ou tpu t  pa ram e te rs  for the sim ulation of  separa t ion  characteristics o f  n an o 
filtration m e m b ra n e  e lem ents  are  p e rm ea te  volum e flow Q 1’ ‘ir>d p e rm e a te  salt concentra tion  
c's, Indirectly, the param ete rs  are  calculated from the m e m b ra n e  volum e flux density (p e r 
m ea te  flux) an d  rejection R s or Rr  The calculation result is influenced by the values for 
the  m odel param eters .  The estim ation  o f  the m odel p a ra m e te rs  is subject to a certa in  degree  
of  uncerta in ty  because the m easu rem en t  da ta  from the filtration experim ents  are sufficiently 
accura te . As a result o f  these systematic errors , deviations can occur when calculating or  
s im ulating  separa tion  characteristics. T h e  ex ten t o f  these deviations, which are caused by the 
individual param ete rs ,  can be exam ined via a sensitivity analysis o f  the m odel param eters ,  
which provides in form ation on the significance of  the individual model pa ram ete rs  for the 
calculation  of  the pe rm ea te  flux density and rejection. It is then  possible to estim ate  som e 
pa ra m e te rs  as accurately as possible (because o f  the large a m o u n t  o f  data), w hereas o th e r  
p a ra m e te rs  can be estim ated using fewer m ea su re m e n t  results.

In the  following text, a sensitivity analysis is carried  ou t so tha t the relative deviation of  
the  ca lcu la tcd  target param eters ,  pe rm ea te  flux density an d  salt rejection R, (based on 
co n cen tra t ion  in the bulk feed c ‘) can be s tudied  for low, relative deviations (up  to 10%) of 
an individual model param eter .  The o th e r  m odel p a ra m e te rs  rem ain  constant.

A ccord ing  to Figure 64, the m odel param ete rs ,  pure  w a te r  m e m b ra n e  perm eability  L"p and 
the van 't  H o o f  coefficient have an almost identical and  approxim ately  linear influence 
on the calculation results o f  the pe rm ea te  flux density (D ’ is p roportional,  bw is a n t ip ro 
portional) .  T h e  o ther  model pa ram e te rs  are of  little significance for the simulated pe rm ea te  
flux density. Figure 65 shows a very strong influence of the  reflection coefficient a  on the

f ( x )  = A i • exp (A z - x) (136)

w here

A j =  b;, and A^ =  -—
' " k F
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Figure 64. R elative dev ia tion  o f  the  ca lcu la ted  p e rm e a te  flux d ensity  j,, as a func tio n  o f  the  re la tiv e  dev ia tion  o f  
the  m odel p a ram e te rs .

calculation o f  rejection, a lthough the significance of  the o th e r  p a ram e te rs  is negligible in 
com parison.

T he  sensitivity analysis was conducted  on the basis o f  the following refe rence  param eter:  
A P  == 7 bar, c f  =  4.0 mS/cm. For the model param eters ,  values tha t w ere  in the range of  
the characterization  results ob ta ined  experimentally  w ere  also assum ed  (see section 3.4). 
D epend ing  on the reference  p a ra m e te r  chosen and the values o f  the m odel param eters ,  
slightly d ifferent sensitivities w ere  produced , although the different degrees  o f  significance 
for each p a ra m e te r  rem ained. To b e t te r  estim ate  the significance o f  the  individual model 
p a ram ete rs  on separa t ion  characteristics, it is advisable to record  the en tire  deviation result
ing from the sum o f  the subdeviations for equivalent relative changes  in the individual 
p a ram ete rs  by de te rm in ing  the average values as a p ercen tage , and  the re fo re  as a relative 
relation (Fig. 66).

F igure 66 illustrates tha t deviation during the calculation o f  p e rm e a te  flux is dom ina ted  
by the th ree  p a ram ete rs  pure  w a te r  perm eability  (33.3% ), the  v a n ’t H off  coefficient bw 
(33.1%), and the reflection coefficient a  (25.4%). T he  accuracy o f  the estim ation o f  the 
o th e r  pa ram ete rs  is o f  secondary  im portance  for calculating the  p e rm e a te  flux.

O rd er of
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Figure 65. R elative dev ia tion  o f  th e  ca lcu la ted  re jec tio n  R  as a fu n c tio n  o f  the  re la tiv e  d ev ia tio n  o f  the m odel 
p a ram e te rs .
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F ig u re  66. R e la tive  p a rt o f  d ev ia tio n  o f  m odel p a ra m e te rs  in th e  to ta l d ev ia tio n  o f  p e rm e a te  flux density  j v and  
re jec tio n  R s.

In contrast ,  the  calculations for rejection d ep en d  primarily on  the reflection coefficient 
(77.1%). With the exception o f  the mass transport  coefficient k r (1% ), the  rem ain ing  q u a n 
tity (21.9% ) is equally d is tr ibu ted  over the o th e r  m odel param eters .

As expected, pu re  w a te r  hydraulic perm eabili ty  L° was to be es tim ated  as accurately as 
possible for the calculation o f  the p e rm ea te  flux density j v. A  relatively exact de te rm ina tion  
can be ob ta ined  by a simple filtration test. T he  v an ’t H off  coefficient can be approxim ated  by 
plotting as many m easu rem en t  points as possible. T h e  feed-side mass transport coefficient 
k f. seem s to  play a su bo rd ina te  role in the sim ulation o f  separa t ion  characteristics. In view 
o f  the fact tha t the reflection coefficient cr can only be es tim ated  when a value for k F exists, 
the  significance o f  the  mass transpo rt  coefficient for the  accuracy o f  the  reflection coefficient 
should not be neglected to any great extent. An exact value for the reflection coefficient cr is 
equally im por tan t  for the calculation of  p e rm ea te  flux density and rejection. T he significance 
o f  the empirical coefficients a  and /3 should not be underes t im a ted  despite  a low relative 
share  in overall deviation  in the s imulation o f  rejection characteristics  at various levels of 
concentra tion .

As a result, all m odel p a ram e te rs  should  be es t im ated  using as large a da ta  record  as 
possible.

3.4. Results of the Characterization of Membrane Elements and
Computer-Aided Simulation and Design of Nanofiltration Processes

The presen ta tion  o f  the results  on the characteriza tion  of  the m em b ra n e  e lem ents  can be 
divided into two sections, the  first o f  which deals with the tests on various nanofiltration 
m em b ran e  e lem ents  an d  m odel solutions to d e te rm in e  their characterizability, as well as a 
com para tive  survey on the m ode l p a ram e te rs  es tim ated. In the  second section, the  separa tion  
characteristics o f  the  m em b ra n e  e lem ents  are  sim ula ted  by applying the  model equa tions  and 
pa ram e te rs  and are  finally com pared  to the  experim enta l results. T here fo re ,  the first part  o f  
this section focuses on the  verification o f  the m ethodology  p resen ted  for the charac teriza tion  
of  N F  m em b ran e  e lem ents ,  followed by the evaluation o f  the selected model equations based 
on the sim ulation results. F o r  the  characteriza tion  o f  the m em b ran e  e lem ents, a test s tand 
was used, as shown in Fig. 15.

3.4.1. Characterization of the Nanofiltration Membrane Elements
3.4.1.1. D e te rm in a tio n  o f  P u re  W ater P erm ea b ility  T h e re  is no  osmotic pressure dif
ference w hen u l trapure  w a te r  (fully desa lina ted  w ater)  is used in the de te rm ina tion  of  pure  
w ater  hydraulic permeability . Hence, pure  w ater  hydraulic perm eability  L {ip can be calculated 
simply from  the p e rm e a te  flux density /,, and the tran sm em b ran e  pressure difference
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(cf. Eq. (123) with A n]:

L" =  for AH =  0 (137)

D eterm ina tion  of  the pure  water  hydraulic perm eability  L l)p for th e  m em b ran e  e lem ents  was 
carried out in a predefined  pressure  difference range. A s far as energy is concerned , the 
overriding advantage, tha t nanofiltra tion  m em branes  have over reverse  osm osis m em branes,  
is that opera t ion  can take  place in the so-called hydraulic low-pressure  difference range 
between AP =  5—11 bar  for many cases o f  application (e.g., low -con tam ina ted  process w ater  
from the food industry, water  softening, etc.) because com paratively  high m em b ran e  p e rm e 
ability with good rejection efficiency can be obta ined  at low energy  consum ption . For this 
reason, the m em b ran e  elem ents  were investigated in a t ra n sm e m b ra n e  pressure  difference 
range of  AP =  2-13 bar (Fig. 67).

D uring the de te rm ina tion  of  pu re  w ater  hydraulic perm eabili ty  for the m em b ran e  e le 
m ents according to  Eq. (137), deviations from the linearity be tw een  p e rm e a te  flux density 
and t ransm em brane  pressure  difference resulting at low tra n sm e m b ra n e  p ressure  differences 
were observed. This was caused by com paction  effects from the m e m b ra n e  bags in the spiral 
wound m odule, which increased resistance for the p e rm e a te  flow inside the m em b ran e  bags.

From a certain tran sm em b ran e  pressure  difference value, an approxim ate ly  constan t  value 
for pure w ater  hydraulic permeability, which was assum ed as p a ra m e te r  L [)p for the opera t ing  
range under study, was established. W hen the pressure  d ifference  was increased beyond 
this opera ting  range, m em brane  perm eability  decreased  as the result o f  an increase in the 
perm eate-s ide  pressure  loss in the m em b ran e  bags [116]. Table 7 conta ins  the  experim ental 
results o f  the  pure  w ater  hydraulic perm eability  o f  four nanofil tra tion  m em b ran e  elem ents  
under study.

T he  m em brane  e lem ents  under  study were commercially available spiral w ound  m odules  
m ade by D O W  Chem icals  (Liquid Separa tions)  and FilmTec® m e m b ra n e  elem ents . Spiral 
wound e lem ents  are  usually available with s tandard ized  d iam e te rs  o f  2.5" (63.5 m m ), 4" 
(101.6 mm), and 8" (203.2 m m ), and  in various lengths. We used e lem en ts  with a d iam e te r  of  
2.5", a length o f  40" (1016 m m ), and an active m em b ran e  a rea  o f  A m % 2.1 m 2 in o u r  tests.

A  com parison betw een  Tables 7 and 8 (m anufacturing  da ta )  brings to light an apparen t  
correla tion  betw een  the rejection and perm eability  propert ies  o f  the  m em branes .  T he  “open- 
p o re” m em brane  NF1 has low rejection for NaCl, and thus a high pu re  w a te r  hydraulic 
permeability  value. M em branes ,  which have be t te r  rejection p ropert ies ,  have lower pure  
water  hydraulic perm eability  rates. However, a basic hypothesis fo r  a d irect connection  is not 
acceptable. A lthough m em b ran e  selectivity is greatly influenced by cut-off an d  the rejection

Transmembrane pressure difference AP [bar]

F ig u re  67. D e te rm in a tio n  o f  p u re  w a te r  p erm eab ility  /J ' fo r th e  m e m b ra n e  e le m e n ts  in a hydrau lic  d ifferen tia l 
p ressu re  range o f A P  =  2 -1 2  b a r  at 293 K.
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T able 7. E xp erim en ta l resu lts  o f  pu re  w a te r  p e rm eab ility  fo r  the 
m em b ran e  e le m e n ts  u n d e r  study  a l 293 K.

M e m b ran e  e lem en t P u re  w a te r  hydrau lic  p e rm eab ility  L"r

N F I 5.9 l / (n rh .b a r )
N F2 5.4 l/(m : h .b a r)
N F3 5.0 l/(m : h .b ar)
N F4 4.0 !/(m : h .b ar)

curve, th e  com position  of  the active layer in te rm s o f  pore  hom ogeneity  and pore density is 
im p o r tan t  fo r  permeability. Both these m em b ran e  propert ies  can be modified and optimized 
separately .

3.4.1.2. Estimation of the Feed-Side Mass Transport Parameter kF and the van’t 
Hoff Coefficient bw To estimate the p a ram ete rs  k F and bw, d iscontinuous concentra tion  
(batch) tests were conducted, using different m em brane  e lem ents  at various differential pres
sures. M odel solutions ( 1 : 1  electrolyte NaCI for N F 1 -N F 4  and, in addition, 2 : 2 electrolyte 
M g S 0 4 for N F1) were used for the tests.

In p resen ting  the experim ental results, Eq. (135) is applied, except j v is used instead of  Jw .

= * ■ ” '“ P( t ) = /U ) <138) 

A genera l  form  o f  exponential regression according to E qua tion  (136) with x  =  j v is used

/ ( a . )  =  A \ - e x p ( / l 2 •;„) (139)

with

A , =  b w and  A 2 =  —  
k F

The value es t im a ted  for A x by regression analysis (square  e r ro r  minim ization) corresponds 
to the  y-axis in tercep t o f  f ( j v =  0). M oreover, the slope of  the curve, or  the exponential 
degree  A 2 o f  the function, rep roduces the level o f  concen tra tion  polarization. Because of 
the reciprocal relation, a g rea te r  degree  A 2 is equivalent to a small es t im ated  value for the 
mass t ranspor t  pa ram e te r  k F, whereby concen tra tion  polarization  increases.

For illustration purposes, an in troduction  and discussion of  the  trend  of the function f ( j v) 
will be  p re sen ted  at this point, based on  the results ob ta in ed  for the  system N F l-M g S 0 4 
(Fig. 68).

T h e  m e asu rem en t  results show that,  a t  m o d e ra te  and high M g S 0 4 concentra tions, cor
respond ing  to m od e ra te  to low p e rm ea te  fluxes o r  p e rm ea te  yields Y  <  10%, the  model 
assum ptions  m ade  are  satisfied by the following characteristics:

• At d iffe ren t levels o f  t ransm em brane  pressure  difference, all curves for high concen tra 
tions o f  magnesium  sulfate or  low p e rm e a te  fluxes aim at a similar value for the van’t 
H o ff  coefficient bw [y-axis in tercept for f ( j v =  0)].

T able 8. M a n u fa c tu r in g  d a ta  on  the re jec tio n  a n d  cu t-o ff  c h a rac te ris tic s  o f  th e  m e m b ra n e  e le m e n ts  u n d e r  study.

S ep a ra tio n  p ro p e rtie s  acco rd in g  to  the m a n u fa c tu re rs

M e m b ra n e T est conditions* P e rm e a te  v o lum e flow R ejec tio n  (% ) C u t-o ff

N F 1 2 g/1 N aC I, 5 bar, 25°C N o de ta ils < 45 ca. 300 g/m ol
N F 45-2540 2 g/l M g S 0 4, 5 bar. 25°C 158.3 1/h ±  20 % 95
N F 2 2 g/l N aC I, 5 bar, 25°C N o d eta ils 70 ca. 200 g/m ol
NF 70-2540 2 g/l M g S 0 4, 5 bar, 25°C 133.3 1/h ±  20% 95
N F  3 2 g/l N aC I, 5 bar, 25°C N o d e ta ils 90 ca. 200 g/m ol
N F  90-2540 2 g/l M g S 0 4, 5 bar, 25°C 108.3 1/h ±  20% 95
N F 4
T W  30-2540

2 g/l N aC I, 16 bar, 25° C 104 1/h ±  20% 99 ca. 100 g/m ol

’ Standardised test cond itions specified by membrane m anufacturers.
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Permeate flux density jv [l/(m2 h)]

Figure 68. T ren d  o f  th e  func tio n  / ( ) , . )  for the  system  N F l - M g S 0 4 a l v a rio u s  tra n sm e m b ra n e  p ressu re  d iffe ren ces  
A P (293 K) w ith fitting  curve at A P =  1 1 bar.

• For m odera te  to low p e rm ea te  fluxes, the experim enta l results can be approxim ated  
using an exponentia l functional approach  according Eq. (138).

• At low concen tra t ions  o r  high p e rm ea te  fluxes, deviations from  ideal opera t ing  behav
ior occur. T h e  slope o f  the  curves, showing the results, increases steeply. T herefo re ,  
the points in this range canno t be recorded  by a t rend  based  on the above-m entioned  
function [Eq. (138)]. This effect occurred  for higher t ra n sm e m b ra n e  pressure  difference 
values in all the tests conducted  and was probably caused  by varying mass transport 
coefficients for the range un d er  study. At the start o f  the  test, comparatively high p e r 
m eate  fluxes were genera ted , but these decreased  qu ite  strongly w hen concen tra t ion  in 
the storage tank was increased slightly. T he  average feed-side volume flow canno t be 
considered constan t, particularly for this test period; the  sam e  is also true for the mass 
transport  coefficient. T he decrease  in the p e rm ea te  vo lum e  How is lower for m od e ra te  
and high feed concentrations. T here fo re ,  in this p a r t  o f  the  test, calculations can be 
carried ou t with a constan t feed volum e flow with good  approx im ation  (k F ^  const.).

During  the charac teriza tion  process for the m em b ran e  e lem en ts  using NaCl, an  effect typical 
for nanofiltration m em branes  at higher concentra tions occurred . A s concen tra tion  increased, 
the  Debye length (characteristic  m easure  for the  thickness o f  the electric double  layer [118]) 
decreased  and the negative m em b ran e  charge was shie lded  to  a g rea te r  extent. As a result, 
there  was less exclusion of co-ions, and the anion concen tra t ion  in the  m em brane  increased. 
As a consequence , rejection decreased  (this effect is also p red ic ted  in the form ulation  o f  the 
ideal D onnan  equilibrium, see section I).

Because the m odel concepts do not contain the ex ten t to  which rejection is influenced 
by charge interactions, deviation from the p roposed  m odel occu rred  in the experim ents  at 
low pe rm ea te  fluxes. This effect was quite  p ronounced  for the m em brane  e lem ent NF2 
but was w eaker for NF3. As for the m em brane  N F4 w hose  re jection  properties  b o rde r  
betw een  nanofiltration and reverse osmosis, no strong decrease  was recorded , even for higher 
concentra tions o f  NaCl.

For these reasons, the  regression analysis for the es t im ation  o f  k,, and  bw was applied 
to the experim enta l results for m odera te  and high feed concen tra t ions .  The  experim ental 
points, which deviate  from  the m odel concepts for the a b o v e -m en tio n ed  reasons, were not 
included in the regression analysis but are recorded  in the  figures. For the experimental 
results, at a tran sm em b ran e  pressure  difference of  A P =  11 bar, the idealized functional, 
tren d  (equalizing curve) was adap ted  to the m easu rem en t results  via square  e r ro r  minimiza
tion and in tegra ted  into the figures to give an example.

Figures 69-71 show the functional trends f( jv) for the es t im a tion  of  the p a ram ete rs  k F 
and /),, for the m em b ran e  elem ents  N F 2 -N F 4 , using the  m odel solution NaCl. It can be
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Permeate flux density jv [l/(m2 h)]

Figure 69. T re n d  o f  th e  func tio n  f { j r) fo r th e  system  N F 2 -N a C l a t v a rio u s tra n sm e m b ra n e  p ressu re  d iffe ren ces 
A P  (293 K) w ith  fitting  curve a t A /3 =  11 b a r. R e p rin te d  w ith  p e rm iss io n  from  [132], M. N o ro n h a  e l al., A n n . N. Y. 
A ca d . Sci. 984, 142 (2003). ©  2003, N ew  York A cadem y o f  S ciences, U SA .

seen  from the results that approxim ately the sam e values for the v a n ’t H off  coefficient b w 
can be e s t im a ted  for all tests, even at d ifferent levels o f  tran sm em b ran e  p ressure  difference, 
if the  regression analysis is perfo rm ed , as illustrated in the previous section (see also the 
following section). At higher t ran sm em b ran e  pressure  differences, an  increase in the devel
op ing  concen tra t ion  polarization was reco rded  that is expressed by the  increase in the slope 
o f  the curves.

A s for low tran sm em b ran e  pressure  d ifference levels, concen tra t ion  polarization for NaCl 
is negligible (nonexis ten t o r  even negative grad ien t) .  For these cases, the concen tra t ion  in the 
bulk s tream  (cf)  can be eq u a ted  with the concen tra t ion  on the m em b ran e  surface ( c ”’) and 
k j .  —► oo . F u rth e rm o re ,  s trong charge in teractions occur betw een the electrolyte solution and 
the m em b ra n e  at high concentra tions, greatly d ifferentia ting  from ideal ope ra t ing  behavior 
(Fig. 69).

T h e  system N F l -N a C I  was a special case in the system under  study. Rejection for the 
m e m b ra n e  NF1 was extremely low for m onovalen t ions com pared  to the o th e r  systems

Permeate flux density jv [l/(m2 h)]

F ig u re  70. T re n d  o f  th e  function  /( ./,,)  fo r the  system  N F 3 -N a C l a t v a rio u s  tra n sm e m b ra n e  p re ssu re  d iffe ren ces 
A P  (293 K) w ith fitting  curve a l A P  =  11 bar.
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Permeate flux density jv [l/(m2 h)]

F ig u re  71. T ren d  o f  th e  function  /( /,.,)  fo r the  system  N F 4 -N aC I a t v ario u s tra n sm e m b ra n e  p re ssu re  d iffe ren ces  
A P  (293 K) with fitting curve a t A /J =  II bar.

studied. As feed concentra tion  in the s torage tank increased, a decrease  in p e rm e a te  flux 
could not be recorded  because only low osmotic pressure  difference could build  up as a 
result o f  a small difference in t ransm em brane  concen tra t ion  (between feed and pe rm ea te ) .  
Thus, the p resen ta tion  of  the experim ental results is different from the previous figures. T h e  
results of  this test can be seen in Figure 72.

T he  pa ram ete rs  bw and  k,. cannot be es tim ated  simply by regression analysis from 
Figure 72. However, judging from the experience gained  in the tests, charac ter iza tion  by 
adding  an additional assum ption, is possible

• The  low rejection allows the assum ption to be m ade that concen tra t ion  po larization , in 
the pressure  difference and  concentra tion  range un d e r  study, can  be neglected. O n  the 
basis of  this assumption, it can be s ta ted  that the concen tra t ion  in the bulk  s tream  cbs

Permeate flux density iv [l/(m 2 h)]

F ig u re  72. T rend  of the func tio n  / O ’,.) fo r the system  N F l-N a C I  a t v a rio u s  tra n sm e m b ra n e  p re ssu re  d iffe ren ces 
-\I* (293 K) w ith  fitting curve at A P  =  11 bar.
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is equivalen t to the concen tra t ion  on the m em b ran e  surface c"’. As a result, Eq. (135) 
(instead o f  is used) can he simplified with k/, -*■ c>o to form

1
A/J

m it

(140)

(141

T h e  results for the p ressure  d ifference AP  =  7 ,9 ,  and 11 [bar] verify this assumption. The 
m e asu rem en t  points  vary by one  value fo r  b w — 0.4 |bar/(mS/cm)]. M easu rem en t inaccura
cies are partly the cause o f  the fluctuations.

To adapt the simulation p ro ced u re  to d ifferent flow conditions and different industrial 
spiral w ound elem ents , the mass t ranspo r t  coefficient k e is to be specified in conjunction 
with flow velocity o f  the feed solution w, as well as the hydraulic d iam eter  o f  the feed 
channe l  of the m em brane  d H. For the m ean  flow velocity u in the m em brane  e lem ent, on 
which the mass transport  coefficient is based, the  re levant m ean  feed volume flow across 
the. length of the  m em b ran e  e lem en t  m ust be de te rm ined .  To this end , the arithm etic  mean 
value is de te rm in ed  from the maxim um  and m in im um  feed volume flow recorded by those 
m easu rem en t  points  that are in co rpo ra ted  into the  regression analysis. An average value 
is then  calculated arithmetically from  this value, and  the  constant re ten ta te  volume flow is 
500 [1/h], Figure 73 shows a g raphic  illustration of  the p rocedure  involved in determ ining  
the  average feed volume flow.

T h e  simplified calculation o f  the  average feed volum e flow can be conducted  by using 
Eq. (142): ~

Q =  0.5 • ( 0 L ,  +  Q D  +  Qr (142)

A ccord ing  to  Schock and M iquiel [13], a constan t hydraulic d iam e te r  of the channel o f  
the  m em b ran e  e lem en t o f  d n — 0.95 [mm] and an effective cross-sectional area  of  A ,r, — 
9.11 ■ I0~4 [ n r ]  can be defined for the spiral w ound e lem ents  with a d iam eter  o f  2.5" used in 
th e  experim ents. Table 9 sum s up the results from  this section on charac teriza tion  in which 
th e  es tim ated  m odel p a ram e te rs  a t  two t ran sm em b ran e  pressure  differences were com pared

Specific length of the membrane element x/L [-]

Figure  73. G ra p h ic  re p re se n ta tio n  o f  th e  d e te rm in a tio n  o f  th e  m ean  feed  vo lum e flow a long  the specific length  o f 
a m e m b ra n e  e lem en t.

C
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T able 9. S um m ary  o f  th e  resu lts  fo r  th e  e s tim a tio n  o f  th e  v a n 't H o ff  co effic ien t and  th e  m ass 
tra n sp o rt coeffic ien t k F.

System [bar] b w [bar/(m S/cm )J k,. [l/(m2h)] Q  [l/h] it [m/s] R e  [-]

N F l- M g S 0 4 5 0.0968* 50.914 514.5 0.157 149.11
7 0.0967" 52 .76 518 .88 0.158 150.1

N F l-N a C l 9 0.4 k }. —► oc 525 0 .16 152
11 0.4 k t  —* oo 531 0.162 153.9

N F 2 -N aC l 9 0.5841 166.2 512 0.156 148.2
11 0.6089 169.95 517.75 0.1.58 150.15

N F 3 -N aC l 9 0.682 146.29 513.75 0.157 149.4
11 0.662 145.29 517.25 0.158 150.1

N F 4 -N aC l 9 0.423 242.37 511.25 0.156 148.2
11 0.4406 236.10 514.25 0.157 149.15

The unit for bw for magnesium sulfate is [har/(g/l)|.

for one  system. T he  te rm s AP =  5 and 7 [bar] were se lected  for the  tests with M g S 0 4 and 
t ransm em brane  pressure  differences o f  A P =  9 and 11 [bar] for the tests with NaCl. In 
addition, the table conta ins  inform ation on the average feed vo lum e flows, flow velocity, and 
Reynolds num ber.

Table 9 shows the re  was good approxim ation  and ag re e m e n t  for the p a ram e te rs  b w and 
k,. in two separa te  experim ents  with different t ran sm em b ran e  p ressure  differences. T h e  tests 
with the M g S 0 4 m odel solution showed that the tra n sm e m b ra n e  pressure  difference had 
no g reat influence on the param eters ,  w hereas, for tests using th e  N aCl model so lution for 
m odel p a ram e te r  es tim ation, h igher transm em brane  pressure  d ifferences  had to be chosen 
to suppress the nonideal filtration effects (to reduce the influence o f  the  m em b ra n e  fixed 
charge) that occurred . T he  average feed volume flow varies only very slightly. As a result, 
only a slight deviation in velocity li and the Reynolds n u m b e r / t e  occurred  in the experim ents. 
T he  average Reynolds n um ber  o f  Re =  150 for the flow in the spiral w ound e lem en ts  is 
clearly in the lam inar flow range.

3.4.1.3. M axim um  T ra n sm em b ra n e  C o n c e n tra tio n  D iffe re n c e  D uring  the filtration 
experim ents, the  pe rm ea te  flux density j v decreased  as e lectro ly te  concen tra t ion  increased in 
the s torage tank. T he  osm otic  p ressure  difference A n  increased  an d  co u n te rac ted  the trans
m em brane  pressure  difference A P. Osm otic  pressure  d ifference  can be calculated  from  the 
difference betw een  the  p e rm e a te  flux density o f  pure  w a te r  and  the  p e rm e a te  flux density  of  
an electrolyte solution at constan t  t ransm em brane  pressure  d iffe rence  by applying Eq. (123):

W  • ~  JvA ll = --------— -  (143)j  o v /
p

A n  =  A P - ^  (144)

If the p e rm ea te  flux density decreases j v —> 0, then the  t r a n sm e m b ra n e  pressure  difference is 
equivalent to the osm otic  pressure difference. A ccord ing  to the the rm odynam ic  definition of  
osmotic pressure  based on van 't  Hoff, it is true  for d ilu ted  electro ly te  solutions that there  is a 
l inear relation between the osm otic  p ressure  of  a solution and  th e  electrolyte concentra tion . 
The  following equa tion  results for the osmotic p ressure  d ifference  across the m em brane  [see 
Eq. (126)]:

A ll  =  V  • (c|" -  c f )  (145)

Concen tra tion  at the m em b ran e  surface c[l can be ca lcu la ted  using the mass transport  coef
ficient A,., which was est im a ted  individually for each experim ent.  Thus , the  osm otic  pressure  
difference according to Eq. (144) can be expressed as a function  of  the t ransm em brane  
concen tra tion  difference c"' — cf. T he  t rend  o f  the function is shown in Figures 74-78  for 
all the systems studied, and linearity can be verified by applying Eq. (145).
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Concentration difference e g -  c f  [g/l]

F ig u re  74. O sm o tic  p re ssu re  d iffe ren ce  A ll as a  fun c tio n  o f  th e  tra n sm e m b ra n e  co n c e n tra tio n  d iffe ren ce  c f ’ -  c f  
fo r th e  system  N F l - M g S 0 4 at v ario u s p re ssu re  d iffe ren ces  A P  (293 K).

T h e  figures highlight the  l inear depen d en ce  o f  osm otic  pressure  difference on t ran sm em 
b ra n e  concen tra t ion  difference fo r  low electrolyte concentra tions. A s feed concen tra tion  c{ 
in the  s torage  tank and osm otic  p ressure  d ifference rose, the t ran sm em b ran e  concen tra tion  
d ifference c f  — c f  also increased at first in a l inear re la tion . T h e  value for the v an ’t H off  coef
ficient bw was almost the sam e (similar increase in the functions) at different t ransm em brane  
pressure  d ifferences AP. Thus, the  linear d ependence ,  expressed by Eq. (145), is given.

If  the  concen tra t ion  of  m onovalen t ions in the  electrolyte in the s torage tank con tinues to  
increase, an effect, typical for the  separa t ion  behavior o f  nanofil tra tion  m em branes  with high 
rejection, occurs (cf. Figs. 76 and 77). A lthough the p e rm e a te  flux j v continues  to  decrease  
because o f  the  increase in feed concen tra t ion  at a specified tran sm em b ran e  p ressure  differ
ence , and the osm otic  p ressure  difference increases, the  nanofil tra tion  m em b ran e  reaches 
a m axim um  in tran sm em b ran e  concen tra t ion  difference c f  — c ( \  If the feed concen tra t ion  
con tinues  to increase, then  a strong  decrease  in rejection occurs (as a result o f  reducing the

Concentration difference eg  -  c f  [mS/cm]

Figure 75. O sm o tic  p re ssu re  d iffe ren ce  A ll as a fu n c tio n  o f  th e  tra n sm e m b ra n e  co n c e n tra tio n  d iffe ren ce  c" c f
fo r th e  system  N F l-N a C l  a t v a rio u s p re ssu re  d iffe ren ces  A P  (293 K).
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Concentration difference eg  -  eg [mS/cm]

F ig u re  76. O sm o tic  p re ssu re  d iffe ren ce  AH as a func tio n  o f  th e  tra n sm e m b ra n e  c o n c e n tra tio n  d iffe ren ce  c f  — cf 
fo r th e  system  N F 2-N aC l. a t v a rio u s p re ssu re  d iffe ren ces  AP  (293 K ), R e p rin te d  w ith  p e rm iss io n  fro m  [132], 
M. N o ro n h a  e t al. A n n . N. Y. A cad . Sci. 984, 142 (2003). ©  2003, N ew  Y ork A cadem y  o f  S ciences, U SA .

influence of  the m em b ran e  fixed charge). For this reason, th e  tran sm em b ran e  concen tra tion  
d ifference  decreases  fu r the r  when osm otic  pressure  difference increases. T h e re fo re ,  for one  
system studied at specified tran sm em b ran e  pressure  d ifference, the  nanofil tra tion  m em b ran e  
was charac terized  by a maximum a tta inab le  t ran sm em b ran e  concen tra t ion  difference across 
the m em b ran e  or  by maximum “separa t ion  propert ies .” This p h e n o m e n o n  becom es c leare r  
w hen  concen tra t ion  difference is expressed as follows:

c f  -  i f  -  c f  (1 Rs.Kml) ■ c f

=  (1 4 6 )

It then  follows for the  range o f  functions considered:

IRs,Reai ■ c7 \c iJl >  IRs.Heal• c f | c sM  with AP = const. (147)

for c{'° > c(' V

Concentration difference c™ -  c§ [mS/cm]

F ig u re  77. O sm o tic  p re ssu re  d iffe ren ce  AH as a fu n c tio n  o f  th e  tra n sm e m b ra n e  c o n c e n tra tio n  d iffe ren ce  c ’" — c ps
fo r th e  system  N F 3 -N a C ! a t v a rio u s p ressu re  d iffe ren ces A P  (293 K).
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This m eans that the additional increase in concen tra tion  at the  m em brane  surface c ”' is 
overcom pensa ted  for by the reduction o f  rejection /?s<Rca|. Separa tion  behavior at higher lev
els o f  t ran sm em b ran e  pressure  difference is, according to the m odel equations, a response  
to ideal behavior. T h e  influence of  m em b ran e  fixed charge is suppressed  to a g rea te r  extent, 
allowing higher maximum tran sm em b ran e  concen tra tion  differences to  be reached. T h e r e 
fore, regression analysis was carried  out for the systems N F 2 -N a C l  an d  N F 3-N aC l at h igher 
t ran sm em b ran e  p ressure  differences (A P — 9 and 11 bar). The  d e p en d en ce  of  osm otic  p re s 
sure difference on t ransm em brane  concen tra t ion  difference can be considered  as linear for 
the systems N F l - M g S 0 4 (Fig. 74) and  N F 4 -N a C l  (Fig. 78).This was primarily a result of  
rejection, which is very high (R SmRet,i > 0.85) in bo th  systems, even at relatively high co n cen 
trations. In the system N F l - M g S 0 4, a mixture o f  bivalent ions, which were re ta ined  very 
well at high concentra tions,  was filtered. A  “densely s t ru c tu red ” m em b ran e ,  which can  be 
defined as a reverse osmosis m em b ran e  because of  its re jection for m onovalen t ions, was 
used in the system N F 4 -N aC l.

T h e  results in Figure 75 illustrate tha t concen tra t ion  polarization  can be neglected for the 
system N F l -N a C l .  T h e  osm otic  p ressure  difference is linearly d e p e n d e n t  on the co n c e n tra 
tion difference in the  bulk s tream  and in the p e rm ea te  chs — c f . In com parison, the values 
for concen tra t ion  difference were low.

3.4.1.4. E s tim a tio n  o f  th e  R e fle c tio n  C o e ffic ie n t <j T he  reflection coefficient is consid 
ered  a factor linking p e rm ea te  flux density and  electrolyte flux density. An ideal sem iper-  
meablc  m em b ran e  would only allow w a te r  to p e rm e a te  {cr =  l) ,  which would m ean  that 
rejection is R s Rc(ll — l. In the limit cr =  1, the transport  m odel a d o p te d  here  reduces to the 
classic so lu tion-d iffusion  model, for which the  rejection increases monotonically  from  0 at 
zero  p e rm ea te  volume flux to the limiting value o f  1 as the p e rm e a te  volume flux increases 
w ithout bound  (the functional form  does, however, change from  an exponential function of  
volum e flux to an  algebraic o n e  w hen cr =  1). For m ore  info rm ations  see section 2.2.J. A 
purely porous  m em b ran e  canno t retain ions (R s,Reat =  0); as a consequence , an increase in 
p e rm ea te  flux results in an increase in ions in the  p e rm ea te  (p e rm e a te  concen tra tion  rem ains  
constant) .  Thus, the  reflection coefficient is es t im ated  by m aximum rejection R StReai%max-

Basically, rejection rises when feed concen tra t ion  is reduced  and tran sm em b ran e  p re s 
sure difference is increased ( increase in pe rm ea te  flux density). To d e te rm ine  the reflection 
coefficient, a filtration test at low feed concen tra t ion  and  a t ran sm em b ran e  pressure  d iffer
ence of, for example, AP =  11 bar, should be pe rfo rm ed . At this point, it should be s ta ted  
tha t maximum rejection at A P  =  5, 7, and 9 ba r  only differs insignificantly from the  values 
p resen ted  in Table 10.

Concentration difference c% -  c f  [mS/cm]

F ig u re  78. O sm o tic  p re ssu re  d iffe ren ce  AH as a fu n c tio n  o f  th e  tra n sm e m b ra n e  co n c e n tra tio n  d iffe ren ce  c"’ — cf
fo r th e  system  N F 4 -N a C l a t v arious p re ssu re  d iffe ren ces  A P  (293 K).
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T able 10. R esu lts o f  e s tim a tio n  o f  the  re flec tio n  
coeffic ien t i t  fo r the  system s u n d e r  study.

System R eflec tion  co effic ien t a  [-]

N F I-M g S O j 0 .996
N F l-N a C l 0.41
N F '2-N aC l 0.97
N F .V N aC l 0 .979
N F '4-N aC l 0 .993

From Table 10, it can be seen that, with the exception of  the  system N F l - N a C i ,  very high 
reflection coefficients a  > 0.95 were  de te rm ined . T he  m axim um  rejection  value Rs Rcal max =  
a  expresses the rejection properties  o f  a N F  m em b ran e ,  bu t only in a narrow opera t ing  
range. The actual m em b ran e  characteristic  is fo rm ed  by rejection  as feed concentra tion  
increases and at d ifferent t ransm em brane  pressure d ifferences. For the system N F l-N a C l ,  
a low reflection coefficient of a  =  0.41 is specified, indicating a s trong  link betw een the  
partial flows of the w a te r  and the ions through  the m em b ran e ,  which has a comparatively 
low rejection for NaCI.

3.4.1.5. Estimation of the Empirical Parameters a  and (i T h e  pa ram e te rs  a and /3 
characterize  the rejection of  a N F m em brane  at d ifferen t e lectrolyte concentra tions. Schirg 
and W idm er [143] postu la ted  that salt m em b ran e  perm eab il i ty  Ps is d e p e n d e n t  on concen 
tra tion  at the m em brane  surface c"' and increases with the increase in concen tra tion  and 
can be characterized by the following equation:

Ps =  c c - { c ': f  (l  48)

where a and /3 are the variable empirical param eters .
Because actual rejection R, concen tra tion  at the m e m b ra n e  surface-c"’, and p e rm e a te  

flux density j v, as w'ell as the refection coefficient a, can be e s t im a ted  o r  are known for 
various m easu rem en t points, Eq. (129) can be re fo rm ula ted  as follows:

P = -----------------—  — ^  ~/i:-----------------  (149)
* ln((cr -  R s, / w )/o- • (1 -  R s

M em brane  permeability  Ps can be p lo tted  against m e m b ra n e  surface concen tra tion  c"’, and 
the param eters  a  and (5 can be estim ated. The following figures show the results o f  this 
characterization  step for  all the systems under  study (Figs. 79-83). As in section 3.4.1.2, at 
a t ransm em brane  pressure  difference o f  A P =  11 bar, the  idealized functional t ren d  was 
adap ted  to the m easu rem en t  results via square e r ro r  m in im iza tion  and in tegrated into the 
figures as an example.

With only a few exceptions, the figures show the d e p e n d e n c e  o f  salt m em b ran e  pe rm eab i l 
ity on m em brane  surface concen tra tion  in the form o f  a po ten tia l  function. T here  are  clear 
d ifferences in the functional trends at different hydraulic p ressu res  for the system N F l - N a C l  
shown in Figure 80. T hese  results could be predicted  by the  low' reflection coefficient because 
this value (cr =  0.41) indicates a m ajor coupling betw een  the  partia l  flows o f  the w a te r  and 
the  ions. Accordingly, dissolved ions are also t ran sp o r ted  th rough  the m em b ran e  to almost 
the same extent when t ransm em brane  pressure  d ifference  increases. As a result, the relation 
o f  salt m em brane  perm eability  is almost p roport iona l  to  t r a n sm e m b ra n e  pressure difference.

T here  is no coupling o f  the partial flows for the systems N F 2 - N a Q  an d  N F 3 -N aC l (Figs. 
81 and 82). The  fluctuations in the results lie within the scope o f  the  m e asu rem en t  inaccura
cies. N otew orthy is the h igher  ion perm eability  for the system N F 2-M aC l at low tran sm em 
brane  pressure differences, which is caused by the e lec tros ta t ic  in te rac tions o f  the m em brane  
with the electrolyte solution. These effects are suppressed  at h igher p ressure  d ifferences and 
produce  the sam e result al I P  — 9 and 11 b a r  (the ex p e r im en ts  were p e rfo rm ed  separately). 
For h igher electrolyte concentra tions,  the beginning o f  an exponen tia l  increase in salt p e r 
meability, which is also a result o f  the influence o f  e lec tro s ta t ic  in teractions, can be seen 
(Fig. 82; N F3-N aC I) .
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F ig u re  79. S alt m em b ran e  p e rm eab ility  f \  as a fu n c tio n  o f  th e  co n c e n tra tio n  a t th e  m e m b ra n e  su rface  c"' fo r the 
system  N F l - M g S 0 4 a t v arious Ira n sm e m b ra n e  p ressu re  d iffe ren ces  I P  (293 K) w ith  curve fitting a t I P  =  l l  bar.

T h e  results for the system N F 4 -N a C l  best coincide with the assum ption o f  the po tentia l 
depen d en ce  of  salt permeability  on  m em b ran e  surface concentra tion , com pared  to the o th e r  
systems studied. For all t ran sm em b ran e  pressure  differences, the re  was similar dependence, 
which verifies the functional t ren d  even at h igher concentrations.

Table I I sums up the results of  this section o f  the  characteriza tion  procedure . To this 
end , the results for one system u n d e r  study w ere  co m p ared  at two tran sm em b ran e  pressure  
differences (Table 11).

Table 11 illustrates that, with the  exception o f  the system N F l - N a C l ,  the model p a ram eters  
a  and  /?, de te rm in ed  individually, show good approxim ation  and  ag reem en t at different 
tran sm em b ran e  pressure  differences.

To summarize: T he  charac teriza tion  m ethod  for N F  m em branes ,  p resen ted  in section 3.3.2, 
was successfully tested. T he  m odel p a ra m e te rs  in the model eq ua tions  could be estim ated  
as examples, using five different systems and by regression via simple square e rro r  mini
mization. Each  system stud ied  was charac ter ized  by six individual m odel p a ram ete rs  that, in 
conjunction with the m odel equations, enable  the s imulation o f  separa t ion  characteristics of  
m em b ran e  e lem ents  to  be carr ied  out. This will now be verified in the next section.
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F ig u re  80. Salt m e m b ran e  p e rm eab ility  Ps a s  a function  o f  th e  co n c e n tra tio n  a t th e  m e m b ra n e  su rface  c f  fo r the
system  N F l-N a C l a l v a rio u s tra n sm e m b ra n e  p ressu re  d iffe ren ces  A P  (293 K) w ith cu rve  fitting  a t A P  =  11 bar.



186 C o m p u te r  S im ula t ion  o f  N anofi l t ra t ion  M em b ran es  a n d  Processes

Concentration at membrane surface eg  [mS/cm]

F ig u re  81. Salt m e m b ra n e  p e rm e a b ility  Ps as a function  o f  the  c o n c e n tra tio n  a t th e  m e m b ra n e  su rface  c"' fo r  th e  
system  N F 2 -N a C l a t v a rio u s tra n sm e m b ra n e  p ressu re  d iffe ren ces  A P  (293 K ) w ith  cu rve  fitting  a t A P  =  11 bar. 
R e p rin te d  w ith perm iss io n  from  [132], M . N o ro n h a  e l a \.,A n n . N. Y. A cad . Sci. 984, 142 (2003). ©  2003, N ew  Y ork 
A cadem y  o f  Sciences, U SA .

3.4.2. Simulation of the Separation Characteristics 
of NF Spiral Wound Modules

T h e  characterization  m e thod  for nanofiltration spiral w ound  m odules, in troduced  in sec
tion 3.3, was applied  to five d iffe ren t systems (m em b ran e  e lem en t/m o d e l  solution). For each 
system, six individual m odel pa ram ete rs ,  which allow the sim ulation o f  separa t ion  ch a rac 
teristics o f  m em b ran e  e lem en ts  to be s im ulated  at d ifferen t hydraulic  p ressures  and  feed 
concentra tions, w ere  d e te rm in e d  o r  estim ated.

T he  following table (Table 12) contains the model p a ra m e te rs  fo r  the systems used for 
verification purposes  and  the sim ulation processes p re sen ted  in this section. In addition , flow 
velocity u and hydraulic d ia m e te r  d H 2.y  are  specified fo r  the mass t ranspo r t  coefficient k F. 
(These  details are  need ed  fo r  adap ting  the  mass t ran sp o r t  coefficient to flow conditions  in 
industrial 8" spiral w ound  e lem ents .)

Concentration at membrane surface eg  [mS/cm]

F ig u re  82. S alt m em b ran e  p e rm e a b ility  P, a s  a func tio n  o f  the  c o n c e n tra tio n  a t th e  m e m b ra n e  su rfa c e  c'; fo r the
system  N F 3 -N a C i a t various tra n sm e m b ra n e  p ressu re  d iffe ren ces AP  ( 293 K) w ith  cu rv e  fitting  a t A P  =  11 bar.
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C o n c e n tra tio n  a t  m e m b ra n e  s u r f a c e  [m S/cm ]

F ig u re  83. Salt m e m b ra n e  p erm eab ility  Ps as a  fu n c tio n  o f  th e  co n c e n tra tio n  a t th e  m e m b ra n e  su rface  <?"' fo r  the  
system  N F 4 -N a C l a t various tra n sm e m b ra n e  p re ssu re  d iffe ren ces  A P  (293 K) w ith cu rve  fitting  a t \ P  =  11 bar.

In this section, the m odel equa tions  are  verified so tha t the  sim ula tion  of  the separa tion  
characteristics o f  the m em b ran e  e lem ents  can be com p ared  with the  experimentally  d e te r 
m ined  results and  then evaluated . T h e  m odel p a ram e te rs  were selected for systems with 
NaCl solution at a tran sm em b ran e  p ressure  difference o f  AP =  11 b a r  to rule out, as far as 
possible, nonideal separa tion  behav io r  during  the characteriza tion  process. The  fluctuation 
in the  model p a ra m e te r  did not depend  on the  tran sm em b ran e  pressure  difference for the 
system N F l-N a C I .

3.4.2.1. S im u la tio n  o f  th e  P erm ea te  F lux  D e n s ity  in th e  S p ira l W o u n d  E le m e n ts  T he
following simulation results show the exten t to  which the p e rm ea te  flux density j v in the 
spiral w ound m odules  depends  on concen tra t ion  in the bulk s tream  cf at different levels o f  
t ran sm em b ran e  pressure  difference AP  (Figs. 84-88). T he  model p a ram ete rs  for the sim ula
tion o f  each system are  taken  from  Table 12. T h e  experim enta l d a ta  from the discontinuous 
concen tra tion  tests were also inco rp o ra ted  into the above figures, thus allowing simulation 
efficiency to be com pared  directly an d  evaluated .

T h e  figures show good a g reem en t  be tw een  sim ulation and the experim ents. Despite  dif
fe ren t  separa tion  characteristics, the  p e rm e a te  flux density can be described quite  accurately 
as a function o f  concentra tion  in the  bulk s tream , as well as a function o f  t ransm em brane  
pressure  difference. F or  example, th e re  is only a slight ( linear) depen d en ce  o f  th e  p e rm ea te  
flux density on concen tra tion  for the system N F l - N a C I  (Fig. 85), w hereas  for the systems 
N F l - M g S 0 4, N F 2-N aC I,  and  N F 3 -N aC l,  a n o n linea r  dependence ,  typical for nanofiltration 
m em branes ,  can be seen. For the system N F 4 -N aC l,  a p e rm ea te  flux density, characteristic  
o f  reverse osmosis m em branes ,  as a function o f  feed concen tra tion  is obvious.

T able 11. S u m m ary  o f  th e  re su lts  fo r  th e  e s tim a tio n  o f  th e  em p irica l 
coeffic ien ts a  a n d  p .

System A P  [bar] a [ - } 0 H

N F l- M g S 0 4 5 0.0168 0 .6302
7 0.0188 0 .6177

N F l-N a C I 9 28.012 0 .449
11 35.94 0.37

N F 2 -N aC l 9 0.6499 0.6136
11 0.6562 0.6063

N F 3 -N aC I 9 0.393 0.674
11 0.373 0.686

N F 4 -N aC I 9 0.182 0.382
11 0.169 0.403
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T able 12. O verview  o f  the  e s tim a ted  
nan o filtra tio n  sp ira l w ound  m odules.

m odel p a ra m e te rs used  fo r th e  s im u la tio n o f  th e  se p a ra tio n b eh av io r o f

M odel p a ra m e te rs N F l - M g S 0 4 N F l-N a C l N F 2 -N a C l N F 3 -N a C l N F 4 -N a C l

L"  [l/(m ~h.bar)] 5.9 5.9 5.4 5.0 4.0
h H [bar/(m S/cm )] 0.0967* 0.4 0.6089 0.662 0.4406
k,. [l/(m ~h)] 52.76 k h —> oo 169.95 145.29 236.10
z/2.5" [m/s] 0.157 0.162 0.156 0.157 0.156

ch i.2s"  M 0.95 • 10-- 0 .95 - 10 3 0 .9 5 - 10 3 0.95 • 1 0 '3 0.95 • 10 3
(7 [-] 0.996 0.41 0.97 0 .979 0.993
a  H 0.0188 35.94 0.6562 0.373 0.169

P  [-] 0.6177 0.37 0.6063 0.686 0.403

Concentration in the bulk flow c f  [g/l]

F ig u re  84. C o m p ariso n  o f  sim u la tion  an d  experim en ta l re su lts— p e rm e a te  flux d en sity  j v as a  fu n c tio n  o f  co n c e n 
tra tio n  c 1’ a t  various tra n sm e m b ra n e  p ressu re  d iffe ren ces A P  fo r  (he system  N F l-M g S O j (293 K ), R e p rin te d  w ith 
p erm iss ion  from  [136], M. N o ro n h a  e l al.. D esalination  145. 207, (2002). ©  2002, E lsev ier.

Concentration in the bulk flow cj? [mS/cm]

F ig u re  85. C o m p ariso n  o f  sim u la tion  an d  ex p erim en ta l resu lts— p e rm e a te  (lux d en s ity  / ,  as a fu n c tio n  o f  co n cen 
tra tio n  c,,‘> a t various tra n sm e m b ra n e  p ressu re  d iffe ren ces A P  for the  system  N F l-N a C l  (293 K).
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Concentration in the bulk flow c£  [mS/cm]

F ig u re  86. C o m p a riso n  o f  s im u la tio n  an d  ex p e r im e n ta l results-— p e rm e a te  flux d ensity  j v as a  function  o f  co n c e n 
tra tio n  a t v a rio u s tra n sm e m b ra n e  p re ssu re  d iffe ren ces  A P  fo r the  system  N F 2 -N aC I (293 K). R e p rin te d  with 
perm iss io n  from  [132], M. N o ro n h a  et al. A n n . N. Y. A cad. Sci. 984. 142 (2003). ©  2003, N ew  York A cadem y of 
S ciences, USA.

3A .2 .2 . S im u la tio n  o f  R e je c tio n  fo r th e  S p ira l W o u n d  E le m e n ts  T he following figures 
show the d e p en d en ce  o f  the ap p a ren t  re jection  R, in the spiral w ound  elem ents  on concen
tra tion  in the bulk s tream  cf at d iffe ren t levels o f  t ran sm em b ran e  p ressure  difference A/J 
(Figs. 89-93). T h e  m odel p a ram e te rs  for the s im ulation  process are  taken  from Table 12.

T h e  figures show tha t  there  is good  ag reem en t  betw een  the simulation of  rejection in 
the m em brane  e lem en ts  and  real sep ara t io n  behavior. At electrolyte concentra tions c f  —>
0, rejection is not d e p e n d e n t  on tran sm em b ran e  pressure  d ifference, as can be seen from 
Eq. (129). As concen tra t ions  increase at lower t ran sm em b ran e  pressure  differences, rejection 
is lower. For h igher concentra tions,  m e m b ra n e  rejection decreases to a g rea te r  extent, p a r 
ticularly at lower t ransm em brane  pressure  differences. In simulation for this concentra tion  
range, real sepa ra t ion  efficiency is overes t im ated , a lthough there  is qualitative ag reem ent of  
the trend. For those systems, in w hich a decrease  in rejection does n o t  occur for these co n 
centra tions, th e re  is ag reem en t  be tw een  experim ent and simulation throughou t the entire  
concen tra t ion  and tran sm em b ran e  p ressu re  difference ranges un d e r  study (Figs. 89-93).

o-l i I I - i i i i i i -
0  2  4  6  8  10 12  14 16 18  2 0

Concentration in the bulk flow [mS/cm]

f  ig u re  87. C o m p ariso n  o f  s im u la tio n  a n d  e x p e r im e n ta l re su lts— p e rm e a te  flux d ensity  j,, as a function  o f  co n c e n 
tra tio n  r f  at v a rio u s  tra n sm c m b ra n e  p re ssu re  d if fe re n c e s  I P  fo r the  system  N F 3~N aC l (293 K).
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C o n c e n tra tio n  in th e  bulk  flow  c |  [m S /cm ]

F ig u re  88. C o m p ariso n  o f  sim u la tio n  and  ex p erim en ta l resu lts— p e rm e a te  flux d en sity  j r as a function  o f  c o n c e n 
tra tio n  </[’ a l various tra n sm c m b ra n c  p re ssu re  d iffe ren ces A /J fo r th e  system  N F 4 -N a C I (293 K).

To summarize, the m odel equations, illustrated in section 3.3.2.1, a re  suitable for m odeling 
the separa tion  characteristics o f  nanofiltration m em b ran e  e lem en ts  (spiral w ound  m odules) . 
T h e  m odel param eters ,  es tim ated  in section 3.4.1, allow possible s im ulation  o f  m em b ran e  
separa tion  characteristics, which is adap ted  to the p roper t ie s  o f  the  nanofiltration m e m 
branes as well as to the propert ies  o f  the model solution. T h e  s imulation results agree  
qualitatively and  quantitatively with the experim enta l results. Because  o f  their  deg ree  of  
accuracy, the model equa tions  can be instrum ental for the design o f  nanofiltra tion  p lants  
for practical applications. O n e  weak point is the s im ulation  o f  m e m b ra n e  rejection a t  h igher 
electrolyte concentrations, during  which deviations from  real b ehav io r  can occur.

3.5. Simulation of a Two-Stage Nanofiltration Process
T h e  simulation o f  the separa tion  characteristics o f  m e m b ra n e  e lem en ts  lays the basis fo r  the 
simulation of  industrial m em b ran e  processes. In conjunction  with the modeling o f  process 
s tructures  (mass, material, and  energy balances), th e  sequen tia l  calculation o f  m em b ran e
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F ig u re  89. C o m p ariso n  o f  s im u la tio n  and ex p erim en ta l re su lts— a p p a re n t  re je c tio n  R . as a  func tio n  o f  c o n c e n tra 
tion  cf a t various tra n sm e m b ra n e  p ressu re  d iffe ren ces A P  fo r th e  system  N F I -M g S O j (293 K). R e p rin te d  with 
perm ission  from  M . N o ro n h a  e t at.. D esalination  145. 207 (2002). -O 2002. E lsevier.
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C o n c e n tra tio n  in th e  bu lk  flow  cj? [m S/cm ]

F ig u re  90. C o m p ariso n  o f  s im u la tio n  and  ex p e rim en ta l re su lts— a p p a re n t re jec tio n  R , as a function  o f  c o n c e n tra 
tion  c[‘ at v a rio u s tra n sm e m b ra n e  p re ssu re  d iffe ren ces  A P  fo r th e  system  N F l-N a C l  (293 K).

e lem en ts  (m em b ran e  e lem ent analysis) provides an easy and  efficient way o f  process analysis. 
Hence, conclusions can be drawn on the significance of  certa in  process pa ram ete rs  or  o p e r 
ating param eters ,  as well as on design specifications (cf. Figs. 60 and  61) for optimization 
purposes  during the design and opera t ing  phases.

3.5.1. Simulation of Operating Conditions in Membrane Element 
Pressure Pipes

In industrial plants, several m em b ran e  e lem en ts  a re  incorpora ted  in one  pressure pipe, 
toge the r  form ing  one  m em brane  m odule . T he  p e rm e a te  volum e flow o f  a single spiral w ound 
e lem en t is low com pared  to the feed volum e flow. In most cases, p e rm ea te  yield is less 
than  O.l (Y  < O.l), m aking it necessary, in industrial m em b ran e  separa tion  processes, to 
o p e ra te  in m em b ran e  m odules— several spiral w ound  e lem ents— in scries to obtain  the p e r 
m eate  yield needed . Figure 94 shows a schem atic  rep resen ta t ion  o f  this type of  opera tion  
(cf. Fig. 57).

C o n c e n tra t io n  in th e  bulk flow Cg [m S/cm ]

F ig u re  91. C o m p a riso n  o f  sim u la tio n  an d  ex p e rim en ta l resu lts— a p p a re n t re jec tio n  R s as a function  o f  c o n c e n 
tra t io n  c 1’ at v a rio u s  tra n sm e m b ra n c  p re ssu re  d iffe ren ces  I P  fo r the system  N F 2 -N aC I (293 K). R e p rin ted  with 
p e rm iss io n  from  [132], M. N o ro n h a  et al., A n n . N. Y. Acucl. Sci. 984, 142 (2003). ©  2003. N ew  Y ork A cad em y  o f 
S ciences, USA.
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C o n c e n tra tio n  in th e  bulk  flow c f  [m S/cm ]

F ig u re  92. C o m p ariso n  o f  s im u la tio n  an d  ex p e rim en ta l resu lts— a p p a re n t re jec tio n  R x as a  fu n c tio n  o f  c o n c e n tra 
tion  r(' a t v arious tra n sm e m b ra n e  p re ssu re  d iffe ren ces A P  for the  system  N F 3 -N aC I (293 K).

In industrial applications, the m em b ran e  elem ents  arc  p laced in a p ressure  pipe of  a p p ro 
priate length (Fig. 95). T he  headers  for the pe rm ea te  in the individual e lem en ts  are  in te r
linked and sealed against the  o u te r  feed-side volume flow. T he accum ulative  p e rm e a te  is 
withdrawn on both sides o f  the pressure  pipe, with one o u tle t  usually rem ain ing  closed.

T he maximum n u m b e r  o f  e lem ents  in a series a rran g em en t  is limited by the feed-side 
concentra tion , the  decrease  in differential pressure, and flow reduction  within the pressure  
pipe. Checking filtration conditions in the final m em b ran e  e lem ent is absolutely essential for 
plant d im ensioning and  p ro p e r  opera t ion  o f  the m em b ran e  m odule . A  m em b ran e  e lem ent 
analysis can be conducted  for nanofiltration processes by applying the m odel equa tions  to 
investigate the individual o p e ra t ing  conditions o f  the m em b ran e  e lem ents .  In this way, the 
p e rm ea te  productivity o f  the  individual e lem ents  can be tested and the installation o f  an 
extra e lem ent can be considered  and assessed in view o f  the additional investm ent costs.

Simulation is based  on a sequentia l calculation of  the individual industrial m em b ran e  
elem ents  (e lem ent-by-elem ent analysis). T he  volume flow, the  concen tra t ion , and  the  trans
m em brane  pressure  d ifference are  de te rm in ed  at the inlet and ou t le t  o f  each individual

C o n c e n tra tio n  in th e  bulk  flow c f  [m S/cm ]

F ig u re  93. C o m p ariso n  o f  s im u la tio n  and  ex p erim en ta l resu lts— a p p a re n t re jec tio n  R ,  as a fu n c tio n  o f  c o n c e n tra 
tio n  c h a t  v arious tra n sm e m b ra n e  p re ssu re  d iffe ren ces  S P  fo r the  system  N F 4 -N a C l (293 K).
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Figure 94. Flow d iag ram  o f  a  m e m b ra n e  m o d u le  co n sistin g  o f  severa l m e m b ran e  e le m e n ts  a rra n g e d  in series.

m em brane  e lem ent.  The  ou tle t  p a ram e te rs  of  one  e lem en t serve as inlet pa ram ete rs  for 
the dow nstream  elem ent. T he  following process p a ram ete rs  are calculated  for each m em 
brane  e lem en t and  applied to the  averaged  inlet and  outle t  p a ram ete rs  (logarithmic average 
for differential p ressure  and  arithm etical average for concentra tion):  hydraulic and osmotic 
pressure  difference (A P  and  Art), feed-side concen tra t ion  c"' and  cf, flow velocity o f  the 
feed solution u , mass transport  coefficient k F, p e rm e a te  volume flow Q '\  m em brane  volume 
flux density p e rm ea te  concen tra t ion  c f ,  real and ap p a ren t  m em b ran e  rejection R s Rcah 
and R s (based on salt concen tra t ion  in the bulk flow cf). In addition, fu r the r  design aids 
(characteristic  num bers)  such as the vo lum e flow ratio  re ten ta te /p e rm ea te  and the p e rm ea te  
yield of  the m em b ran e  e lem ent,  for which reference  values have been  specified by the m an 
ufacturer, are defined. T h e  en tire  equ a t io n  system for the num erical solution to all process 
p a ram e te rs  for the m em b ran e  e lem ents  is con ta ined  in A ppendix  2 [129].

Table 13 shows an example o f  the results o f  a m em b ran e  e lem ent analysis. Six m em brane  
e lem en ts  are  a rranged  in series in a pressure  pipe. Calculations are  based on the model 
p a ram ete rs  for the system N F3-N aC I.

T h e  results from Table 13 show how the con tinuous  withdrawal o f  p e rm ea te  along 
the length o f  the pressure  p ipe  affects the o p e ra t ing  conditions o f  the nanofiltration ele
ments. Because o f  the decrease  in t ran sm em b ran e  p ressure  difference and the increase in 
osm otic  pressu re  d ifference, the  p e rm e a te  volume flow, ob ta ined  by the  elem ents, constantly 
decreases. T he  p e rm ea te  ob ta ined  from the final (sixth) m em brane  e lem ent is less than 
half  as high as the pe rm ea te  gene ra ted  by the first m em b ran e  e lem ent. As a consequence  
of  the increase in feed-side concen tra t ion  and  the reduction in p e rm e a te  flux density, the 
re jection decrease  causes an increase in p e rm e a te  concen tra tion  from the first to the final 
spiral w ound e lem ent.  T he  following figure shows the variations in som e selected opera ting  
p a ram e te rs  o f  the m em b ran e  e lem en ts  a r ranged  in series (Fig. 96).

3.5.2. Simulation of a Nanofiltration Process Using NF-PROJECT
We developed a steady-state simulation p rogram , N F -P R O JE C T , with the objective o f  
supporting  the design, simulation, and optim ization  of  a two-stage nanofiltration process

P e r m e a te  p ip e
R e te n ta te

F e e d
E le m e n t 1

4-
/  E le m e n t 2 r

--

E le m e n t n

P re s s u re  v e s s e l
j]

P e rm e a te

Figure 95. T echnical rea lisa tio n  o f  a m e m b ra n e  m o d u le  w ith a se ries  a rra n g e m e n t o f  m em b ran e  e le m e n ts  in a 
p re ssu re  p ipe. R e p rin te d  w ith  p e rm iss io n  from  [132], M . N o ro n h a , A n n . N. Y. A cad . Sci. 984, 142 (2003). ©  2003, 
N ew  York A ead e n w  o f  S ciences. U SA .
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T able 13. A nalysis o f  the  m e m b ran e  e le m e n ts  fo r an  a rra n g e m e n t in se rie s  o f  six 8" sp iral w o u n d  e le m e n ts  ( in le t 
con d itio n s: c{ =  4 .0  m S/cm , AP> =  8 .0 b a r , Q ' =  12.0 m Vh).

M e m b ran e  a re a  p e r  e le m e n t A„, 37 .16  m

System  N F 3 -N aC I
E le m e n t

1
E lem en t

2
E le m e n t

3
E le m e n t

4
E le m e n t

5
E le m e n t

6

Inlet vo lum efiow  Q 1 
[mVh]

12.00 11.09 10.29 9.61 9.03 8 .54

Inlet c o n c e n tra tio n  c{ 
[ m S/cm  |

4.00 4.31 4.62 4.93 5.22 5 .4 9

Inlet p ress , d iffe ren ce  
(h y d r.)  A P f [bar]

8.00 7.45 6.97 6.55 6.16 5 .8 2

M ean  p ress , d iffe ren ce  
A P  [bar]

7.72 7.21 6.76 6.35 5.99 5 .66

P ressu re  loss 
A P h’s' [bar]

0.55 0.48 0.43 0.38 0.34 0.31

O sm o tic  press, 
d iffe ren ce  A ll [bar]

2.94 3.07 3.19 3.29 3.38 3.45

M ean How velocity
H,r fm/s]

0.263 0.243 0.227 0.212 0.200 0 .189

M ass tra n s fe r  coeff. 
k h [ l/(m : h)]

223.06 208.56 195.94 185.05 175.69 167.71

M ean feed  
c o n c e n tra tio n  chs 
[m S/cm ]

4.15 4.47 4.77 5.07 5.35 5 .62

M e m b ran e  surface 
cone, c™ [m S/cm ]

4.88 5.13 5.37 5.60 5.82 6 .02

R e te n tio n  R  
(b a se d  o n  c [‘) [% ]

94.58 93.96 93.20 92.30 91.22 89.95

R e te n tio n  R Hcu, 

(b ased  o n  cj") [% \

95.39 94.74 93.96 93.03 91.93 90.63

P e rm e a te  v o lum e flow 
Q 1’ [mVh]

0.92 0.79 0.68 0.58 0.49 0 .42

P e rm e a te  flux density  
j v [ l/(m 2h)J

24.70 21.33 18.32 23.15 19.99 17.15

P erm eab ility  L p 
[ l/(m 2.bar)J

3.57 3.30 3.01 15.65 13.29 11.21

P e rm e a te  c o n cen tra tio n  
c f  [m S/cm ]

0.23 0.27 0.32 0.39 0.47 0 .56

O u tle t v o lum e flow 
Qr [m 3/h]

11.08 10.29 9.61 9.03 8.54 8.12

O u tle t c o n c e n tra tio n  c[ 
[m S/cm ]

4.31 4.62 4.93 5.22 5.49 5.74

O u tle t p ress , d iffe ren ce  
(h y d r.)  A P r [bar]

7.45 6.97 6.55 6.16 5.82 5 .50

V olum e flow ra tio  
Q'/Qr  [-]

12.1 13.0 14.1 15.6 17.3 19.5

E le m e n t recovery  

Y{Qr/Qf ) [%)

7.6 7.1 6.6 6.0 5.5 4.9

Total p e rm e a te  P e rm ea te  v o lu m e flow 

from  th e  ( ^ [ m '/h ]

3.87 P e rm e a te  recovery  [r>i ] 

R e te n tio n  /?v (b ased  o n  c(’) |:%]

37.75

91.99
p re ssu re  p ip e  P e rm e a te  co n cen .

cj' (m S/cm  | 
P erm eab ility  L r 

[ l/n rh .b a r ]

0.39

2.58

R e te n tio n  R  (b ased  o n  c { )  [' 90.25

[129-133, 135-137]. The sequen tia l-m odu lar  s tructure  o f  p rocesses involving m em b ran e  e le 
ments and pressure  pipes (m em b ran e  m odule)  enables s im ula tion  to be p e rfo rm ed  for p ro 
cesses o f  any size which essentially consist of  a s imulation sequence  o f  individual m em brane  
e lem ents. D ue to the in teraction  of the m em brane  e lem en ts  in a certa in  pre-defined con
figuration, which reflects the  process s tructure , the  o p e ra t in g  behavior  of  the en tire  process 
can be simulated.
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Kij»ure 96. O p e ra tin g  c o n d itio n s  fo r m em b ran e  e le m e n ts  a rra n g e d  in se rie s  in a m e m b ra n e  m odule.

3.5.2.1. Process Structure Basically, n um erous  a r rangem en ts  are conceivable for 
nanofiltra tion processes. To evaluate  the efficiency o f process s im ulation  using reliable o p e r 
a ting  da ta  from a case study, we developed  the  process simulation tool N F -P R O J E C T  based 
on the existing da ta  of  a dem onstra t ion  p lant in o pe ra tion  [ 129], T h e  plant is a two-stage 
t rea tm en t  unit in the form  of a two-stage symmetrical cascade with follow-up pe rm ea te  
filtration according to Figure 60 (Fig. 97).

Because the feed volume flow of the p lant was lower than  the m in im um  volume flow spec
ified by the m anufac tu rer  for the m em b ran e  elem ents , both  filtration stages were equipped  
with internal recirculation cycles and circulation pum ps. A pressure  pipe (m em brane  m o d 
ule), containing two 8" spiral w ound e lem en ts  a rranged  in series ( ! "  x 2") was fitted into

-o

Retentate

Feed

1st F iltration stage

Permeate
2nd Filtration stage

F ig u re  97. S im plified  flow d iag ram  o f a tw o-stage m e m b ra n e  p ro cess in a sym m etrica l cascade  with follow -up 
p e rm e a te  filtration .
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each filtration stage. By recording all volume flows by the in tegra ted  control system, partial 
pe rm ea te  yields y, and  Y2 can be specified separately . T h e  p e rm e a te  yields were set by co n 
trol valves. The  flow diagram in Figure 98 is an exact rep resen ta t ion  of  the dem onstra t ion  
plant.

Because of  internal recirculation, the simulation o f  a steady process sta te  can only be 
solved by iteration, calculated in several recursive steps. T he  criterion for stopping the i te r 
ation process is the  failure to reach a m inim um  relative deviation  of  the new approxim ation  
value from the previous value o r  exceeding a p redefined  m axim um  n u m b er  o f  recursion 
steps. Initial estim ation o f  the p a ram e te rs  for the rec ircu lated  s tream s into the recirculation 
cycles in each filtration stage was incorpora ted  into the s im ulation  process to  optim ize the 
run time of the program.

3.5.2.2. In p u t a n d  O u tp u t In fo rm a tio n  Various types o f  input inform ation  are  needed  to 
simulate a nanofiltration process with the tool N F -P R O J E C T  (Fig. 99).

3.5.2.2.1. M odel Parameters  T h e  nanofiltration m em b ra n e  e lem ents, fitted into each fil
tra tion  stage o f  the pilot plant, had to be charac ter ized  as a separa te  system by using a 
model solution (binary electrolyte solution). It was necessary for characteriza tion  to  be co n 
ducted  in a concentra tion  and differential pressure range  that was as nea r  as possible to  the 
opera ting  point of  the nanofiltration plant. The six m odel pa ram ete rs ,  de te rm in ed  in the 
characterization  process, were specified separately  and individually to  simulate the required  
separa tion  characteristics o f  the m em b ran e  elem ents.

3.5.2.2.2. Configuration Parameters  To ensure a certa in  a m o u n t  o f  flexibility in designing 
the m em brane  area  to be installed in each filtration stage, the  possibility of  predefining 
configuration pa ram ete rs  was considered. This essentially refers  to the  n u m b er  o f  pressure 
pipes n PP and the num ber  o f  m em brane  e lem ents  a r ran g ed  in series n ME (this provides 
the necessary specification of  the entire  m em brane  a rea  for one  filtration stage at industrial 
scale: n r r  x  nME). T he  m em b ran e  area  A m, as well as the effective cross-sectional area 
A ejj-, o f  an industrial 8" spiral w ound e lem en t can f luctuate , d e p en d in g  on the m anufac tu rer  
o r  even within one  m a n u fac tu re r’s p roduct series, a l though  this is usually specified in the 
technical notes. T he  mass transport  coefficient k F can be a d a p te d  by defining the hydraulic 
d iam ete r  d n of the industrial m em b ran e  elem ent. T he  req u ired  flow over the m em brane  
surface is ob ta ined  through the recirculation of  the re ten ta te .  T h e  volum e stream  entering 
the  pressure pipe is defined and  should be ad ap ted  to the  n u m b e r  o f  m em b ran e  e lem ents 
nME arranged  in series and  the selected p e rm ea te  yield in the filtration stage Y. Accordingly, 
the  recirculated p e rm ea te  flow is kept constant.

3.5.2.2.3. Process Parameters  O pera ting  p a ram e te rs  have to be specified for the sim u
lation o f  the two-stage process by defining a system feed  concen tra t ion  c{'sys in the model 
solution in the feed to the plant, the tran sm em b ran e  pressure  difference in the feed A

F ig u re  98. Flow d iag ram  o f  the  d e m o n s tra tio n  p lan t used. R e p rin te d  w ith p e rm iss io n  from  [136], M. N o ro n h a  
e t al., D esa lm a tim  145. 207 (2002). 2002. E lsevier.
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F ig u re  W . Inp u t in fo rm a tio n  n e e d e d  for the ap p lica tio n  o f  N F  pro jec t.

which has to be genera ted  by the pressure  p u m p  in the first filtration stage as well as the 
partia l p e rm ea te  yields K, and Y\ in both filtration stages, whereby the  entire  system yield 
Y'„, is de term ined .

3.5.2.2.4. E conom ic Efficiency Param eters  Econom ic  efficiency p a ram ete rs  were defined 
to com pare  d ifferent opera t ing  m odes and alternative t rea tm en t  techniques during process 
analysis. The overall efficiency r]P , o f  the pum ps (main feed and circulation pum ps) or tu r 
bines r]T , is need ed  to calculate the electric pow er required . Centrifugal pumps, commonly 
installed in m em b ran e  plants, are responsible for  m ajor pressure losses, which also depend  
On volume flow (145]. F u rthe r  cost factors such as electricity costs need  to be known so as 
to de te rm ine  specific energy costs.

T h e  following table (Table 14) contains all the pa ram e te rs  tha t  can be freely selected in 
the s imulation program .

O nce  the process calculation has been  com ple ted , the p rog ram  user is provided with the 
results in the fo rm  of a flow sheet (Fig. 100).

Process s imulation for the dem onstra t ion  plant was p e rfo rm ed  for the system N F 3-N aC l 
in bo th  filtration stages at A P{ =  10 bar, Y { - - 0.75, and  Y2 =  0.85 (equivalent to  a total yield 
o f  YS s =  0.718), and cf"''"' =  3.5 mS/cm and  iqr =  0.4 for all pum ps [145] (the following 
configuration pa ram ete rs  apply to both  filtration stages: n PI, = 1, n ME = 2, A m — 36.17 m 2, 
A cff = 0.0122 n f ,  d N W, t= 0.95 • 10 5 m, Q in =  10 m 3/h). '

T h e  exact opera ting  da ta  and detailed  inform ation on the specific opera t ing  conditions 
o f  the individual m em brane  e lem ents in both  filtration stages are con ta ined  in Table 15. In 
evaluating the s imulation results, it is im portan t  to  ensure  tha t the opera ting  p a ram ete rs  are 
within the definition limits from  the charac teriza tion  process.

3.5.3. Process Analysis and Optimization
T h e re  is an increasing d em an d  for small and m edium -sized m em b ran e  plants to be flexible in 
op era t ion ,  as the ir  design canno t be based  on a fixed o pera t ing  point because  of, for example, 
fluctuations in feed concentration . A s far as com plica ted  two-stage t rea tm en t plants are 
concerned , opera tiona l  behavior is no t  stra ightforward. System adap ta t ion  o r  optimization 
w ithou t  the app ro p r ia te  aids can only be carr icd  ou t in an empirical m a n n e r  involving expert 
knowledge.

Ft •ocess simulation by m eans of N F -P R O J E C T  allows different opera ting  states to be 
exam ined  and analyzed, thus making it possible to  define d im ensions during planning and
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T able 14. S um m ary  o f  th e  se lec ted  p a ra m e te rs  fo r p rocess s im u la tio n .

N am e U nit S pecifica tion

M odel p a ra m e te rs  from  ch a ra c te riz a tio n  (to  he specified  fo r b o th  filtra tion  stag es)
L" [l/(m : h .bar)] P u re  w a te r  p e rm eab ility
hw [bar/( m S/cm )] v an ‘t H o ff  coeffic ien t
kF [l/(m 2h)] F eed-sid e  m ass tra n sfe r  coeffic ien t
“ 2.5" [m/s] F eed -sid e  flow  velocity  in th e  m e m b ra n e  e le m e n t

du. i.j* lm l H y d rau lic  d ia m e te r  o f  th e  m e m b ra n e  e le m e n t,7 [-] R eflec tio n  coeffic ien t

« .JS  I-] E m p irica l p a ra m e te r  fro m  ch a ra c te r iz a tio n

C o n fig u ra tio n  p a ra m e te rs  ( to  be specified  fo r b o th  f iltra tio n  sta g es)

nw  (“1 N o. o f  p a ra lle l p re ssu re  p ip es

»ME I’] N o. o f  m e m b ra n e  e le m e n ts  a r ra n g e d  in sc ries
A,„ [m2] A ctive filtra tio n  a re a  in in d u str ia l 8" sp ira l w o u n d  e le m e n t

A,-n Im’i E ffective  c ro ss-sec tio n a l a re a  o f  th e  8" sp iral w o u n d  e le m e n t
tlHX, [raj H y d rau lic  d ia m e te r  o f  th e  8" sp iral w o u n d  e lem en t
Q" lmJ/h] In let v o lu m e flow o f  p re ss u re  p ipes

P rocess p a ra m e te rs
e[ ■vvv [m S/cm ] C o n c e n tra tio n  in feed  o f  th e  d e m o n s tra tio n  p lan t
A /’, [bar] H ydrau lic  d iffe ren tia l p re s su re  in 1st filtra tio n  stage

a t in le t o f  p re ssu re  p ip es

y, i-i P e rm e a te  recovery  in th e  first f iltra tio n  stagey, [-1 P e rm e a te  recovery  in th e  se c o n d  filtra tio n  stage

E co n o m ic  efficiency p a ra m e te rs

Vr, l-l O v era ll d e g re e  o f  efficiency o f  p u m p s installed

%„/ l-l D eg ree  o f  efficiency fo r  tu rb in e s  (if in sta lled )
K,;,„nu« [€ /k W h ] C ost o f  e lec tr ic ity  (cost fa c to r)

design o r  to  optim ize an existing process in o pera t ion .  A  m em b ran e  plant can be optim ally  
ad ap ted  to various separa tion  problem s by modifying d iffe ren t o p e ra t in g  p a ram e te rs  such 
as partial yields in both  filtration stages, feed concen tra t ion ,  o r  the  t ran sm em b ran e  p ressu re  
difference in the first filtration stage and  s im ulation  o f  s teady-sta te  o p e ra t ing  conditions.

Perm eate  concen tra t ion  and  pe rm ea te  volum e flow can be defined as target p a ram e te rs .  
T hey  are  often  governed by certa in  requ irem en ts  tha t m ust be ad h e re d  to  at all times. F rom

Specific s 
O J 15 | liimv'm'l

F ig u re  100. Flow  d iag ram  o f  the  p ro cess  and  o p e ra tin g  d a ta  fo r th e  tw o -stag e  N F  p rocess. R e p rin ted  w ith  p e rm is 
sion  from  [136]. M. N o ro n h a  e t  al.. D esalination  145, 207 (2002). ©  2002, E lsev ier.
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T ab le  15. D e ta ils  o f  the  o p e ra tin g  d a ta  fo r th e  tw o-stage p rocess.

199

1st Fill:ra tion stage 2nd F iltra tio n  stage

F eed  volum e How Q 1 [n r'/h ] 1.32 0.99
Feed c o n c e n tra tio n  c[ [m S/cm ] 4.22 1.53

E lem en t 1 E le m e n t 2 E le m e n t 1 E le m e n t 2
In let vo lum e flow  Q 1 [m '/h ] 10.00 9.46 10.00 9.57
In le t co n c e n tra tio n  c[ [m S/cm ] 11.20 11.76 5.10 5.30
In let press, d iffe ren ce  (hyd r.) A P ' [bar] 10.00 9.59 5.77 5.36

M e an  press, d if fe re n c e  A P  [bar] 9.80 9.40 5.56 5.16
P re ssu re  loss A P ,oss [bar] 0.41 0.38 0.41 0.39
O sm o tic  p ress , d iffe ren ce  AM [bar] 7.04 7.09 3.22 3.24

M e an  flow velocity  u#, [m/s] 0.221 0.21 0.222 0.214
M ass tran sfe r  co effic ien t k F [ l /(n rh ) ] 192.11 183.55 193.02 186.19

M e an  feed c o n c e n tra tio n  cf [m S/cm ] 11.48 12.01 5.20 5.40
M e m b ran e  su rface  conc. c"' [m S/cm ] 12.54 12.91 5.59 5.72
R e te n tio n  R s (b ased  on  c f ) [% ] 87.77 85.94 90.55 89.05
R e te n tio n  R s ,w  (b a se d  o n  c "') [% ] 88.81 86.92 91.22 89.68

P e rm e a te  v o lu m e flow Q r> [nvVh] 0.54 0.45 0.43 0.36
P e rm e a te  flux d ensity  j,, |l /(m 2h )] 14.54 12.09 11.69 9.60
P erm eab ility  Lp [l/(m~ h .bar)] 1.48 1.29 2.10 1.86
P e rm e a te  c o n c e n tra tio n  c{’ [m S/cm ] 1.4 1.69 0.49 0.59

O u tle t  vo lum e flow Q r [mVh] 9.46 9.01 9.57 9.21
O u tle t  c o n c e n tra tio n  c[ [m S/cm ] 11.76 12.26 5.30 5.49
O u tle t  press, d if fe re n c e  (hyd r.) A /J' [bar] 9.59 9.21 5.36 4.97

V olum e flow' ra tio  Q'IQ1' [-] 17.5 20.1 22.1 25.9
E le m e n t recovery  Y  ( Qn/Q ') |% ] 5.4 4.7 4.3 3.7

P e rm e a te  vo lum e flow  Q 1' [mVh] 0.988 0.79
P e rm e a te  c o n c e n tra tio n  [niS/cm ] 1.53 0.54
R e te n ta te  v o lu m e flow Q ' [mVh[ 0.33 0.20
R e te n ta te  c o n c e n tra tio n  c rs [m S/cm ] 12.26 5.49

an econom ic  viewpoint, th e  specific energy costs p e r  cubic m e te r  o f  trea ted  pe rm ea te  are 
specified as a target c rite r ion  at this point because electric  pow er consum ption  for the pum ps
constitu tes  m uch o f  the runn ing  opera ting  costs for m em b ran e  plants (in addition to costs 
for m em b ran e  rep lacem en t and p lan t repair).

T h e  following section deals with process analysis and  optim ization, using the above
m en tioned  two-stage nanofiltration dem onstra tion  plant. T he  possibility of  finely adjusting 
partial yields while m ain ta in ing  the  system (en tire )  yield from the two-stage dem onstra t ion  
p lan t is p resen ted . We will also deal with the analysis of  the effects of  fluctuating feed 
concen tra t ions  on the o p e ra t ing  behavior of  the dem ons tra t ion  p lan t as well as the design 
supports  fo r  the  p lanning  phase o f  a m em brane  plant. A  cost-effective opera t ing  poin t will be 
d e te rm in ed  by adapting  and  optim izing the t ran sm em b ran e  p ressure  difference at constan t 
feed  concen tra t ion  in the  first filtration stage.

3.5.3.1. A d ju s t in g  Partial Y ie ld s  a t C o n s ta n t S y s te m  Y ie ld  T he  econom ic  efficiency of 
m em b ran e  separa tion  processes is mainly governed  by p e rm e a te  yield (also te rm ed  “system 
y ie ld” in the  following). D uring  th e  p lanning o f  a m em b ran e  plant, system yield Ysvs is also 
defined as a ta rget pa ram e te r .  A high system yield for a m em b ran e  separa tion  process results 
in a reduction in the quantity  of  re ten ta te  to be d isposed  o f  and an increase in the reusable 
p e rm e a te  vo lum e flow. In a simple series a r ran g em en t  o f  two filtration stages in a cascade, 
the system yield is o b ta ined  by multiplying the partial yields Y l and  Y2 in both  filtration 
stages. For a two-stage process with recirculation o f  the re ten ta te  volume flow from the 
second  filtration stage, as shown in Figure 98, system yield can be expressed as a function 
o f  the partial yields in bo th  filtration stages, as follows:

= 9 L
qL

<> QL ■ Ym = Qi ■ Y
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=  Q i ■ V, • V:

=  (Q L  + Q i ) - Y f  >'

Y

= QL • I

<» Y,., =

y ,
y2

*1 ^2
1 -  y, ■ (i -  y:)

(i -  y2) ) • Yj • y2

(150)

Therefo re ,  according to equa tion  (151), it is possible to  vary the partial yields in bo th  fil
tration stages while m ain ta in ing  a predefined system yield. By modifying the partia l  yields, 
different opera t ing  points in the two-stage dem onstra t ion  plant,  which can be tes ted  an d  
com pared  to the target criteria , becom e established.

Figure 101 shows the d ifferen t com binations possible for the partial yields, accord ing  to  
Eq. (151) for constan t system yields o f  Yvvv =  0.5, 0.6, and  0.7. In addition, d o t ted  curves a re  
involved tha t rep resen t  the  com binations of  partial yields in a simple series a r ran g em en t  o f  
both filtration stages without recirculation of  the re ten ta te .

The different opera ting  po in ts  resulting from the variation of  the partial yields from  th e  
twostage dem onstra t ion  p lant were tested  for a constan t system yield Yvyv =  0.7 in te rm s  o f  
the target param eters ,  p e rm e a te  volume flow, and p e rm ea te  concentra tion , as well as the  
specific energy costs o f  the  pum ps. This provides valuable in form ation  not only fo r  design 
purposes  bu t also for optim izing the opera tion  of  the m em b ran e  plant.

In both filtration stages, the  system N F 3 -N a C l was sim ula ted  for the m em brane  e lem ents ,  
using the values for the input p a ram e te rs  in section 3.5.2.2 except for total yields.

From Figure 102, it is evident that the op tim um  opera ting  point from an econom ic  view
point can be set when the partial yields in the first filtration stage Y, are reduced  as far as 
possible, while the  partial yield in the second filtration stage Y> is increased to  reach  the 
system yield required. Flow through the plant is maximized fo r  a minimum partial yield Yj. 
O n the one  hand, the decrease  in Y2 is limited by a m axim um  permissible partial yield Y2 
and  by the system yield requ ired  because Y, > Y2 must always be valid.

^

Partial yield in the I si filtration stage ( )  |~ |

F igu re  101. D iffe ren t c o m b in a tio n s  o f  p a rtia l y ields Yz an d  Y t at c o n s ta n t system  recovery VSr, R e p rin te d  w ith 
p erm iss ion  from  [132]. M. N o ro n h a  e t al. Ann. N. V A cad. Set. 984, 142 (2003). €• 2003. N ew  Y ork A cadem y o f  
Sciences. USA.
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OP

Partial yield Y\ [ -j

F ig u re  102. P e rm e a te  volum e flow, p e rm e a te  c o n c e n tra tio n  as well as specific costs as  a func tio n  o f  p a rtia l yields 
(at co n s ta n t system  yield), R e p rin te d  w ith p e rm iss io n  from  [136], M. N o ro n h a  e t a l.. D esalination  145, 207 (2002). 
© 2002, E lsevier.

O n the o th e r  hand, a relatively p o o r  p e rm e a te  concen tra t ion  (average pe rm ea te  con
centra tion  from  both  filtration stages) becom es established for this economically op tim um  
opera t ing  point.  Average p e rm e a te  quality (from  —0.7 mS/cm to —0.3 mS/cm) can be greatly 
improved by increasing the partial yield in the first filtration stage, w hereas  system yield 
rem ains the  sam e. In designing a two-stage m em b ran e  plant, a t ten t io n  should focus on 
reaching the required  pe rm ea te  concen tra t ion  in the economically o p t im u m  opera t ing  point. 
O therwise, a com prom ise  betw een the req u ired  p e rm ea te  concen tra t ion  and pe rm ea te  vol
ume flow should  be found, allowing for the priorities  set by the ta rge t  criteria.

3.5.3.2. Variation in  F e e d  C o n c e n tra tio n  In general,  m em b ran e  plants are  designed for 
a fixed nom inal state by using an econom ic  efficiency p a ra m e te r  as an evaluation criterion, 
with the result that flexibility aspects  during  the actual design an d  dimensioning o f  the 
plant are  neglected . However, if nom inal design principles canno t be ad h ered  to, process 
alternatives, which have g rea te r  “ flexibility” tow ard  external p rocess  param eters ,  can be 
more favorable. In this case, “ flexibility” is defined as opera t ing  behav io r  that deviates from 
nom inal o p e ra ting  conditions. T h e re fo re ,  system behavior should be analyzed when changes 
in external process p a ram ete rs  occur.

For example, m ajor fluctuations may occur  in feed concentra tions during the trea tm en t  of 
process water, particularly industrial p rocess w a te r  from  small and m edium -sized  enterprises. 
C oncen tra t ion  can change by ± 3 0 %  within a few hours, but o p e ra t in g  m ode  is not usually 
a d ap ted  as soon as the changes take place.

If a two-stage p lant is designed for a specific feed concen tra t ion , failure to  m eet  this 
concen tra t ion  can considerably affect stringently  regu la ted  p e rm e a te  values, if the opera t ing  
m ode rem ains  unchanged. Figure 103 shows the depen d en ce  o f  p e rm e a te  volume flow and 
p e rm ea te  concen tra t ion  on feed concen tra t ion  for a fixed opera ting  po in t of  a dem onstra t ion  
p lant (A P} =  10 bar, y, =  0.75, Y2 =  0.8). ~
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I.Xn H O

0 .0  2.0 2.5 3 .0  3.5 4 .0  4 .5  5 .0

Feed concentration t /  (m S /c m j

F ig u re  103. P e rm e a te  vo lum e flow and  p e rm e a te  c o n c e n tra tio n  o f  a tw o-stage n a n o filtra tio n  p la n t as a function  o f  
feed  co n c e n tra tio n . R e p rin te d  w ith  perm iss io n  from  [136], M. N o ro n h a  e t al., D esalination  145, 207 (2002). (0 2002. 
E lsevier.

The figure illustrates that, for this opera t ing  point, the dem o n s tra t io n  p lan t has a m o d e r 
ate degree o f  flexibility (m ajor changes) as regards p e rm e a te  volum e flow and  a slight degree  
o f  flexibility as regards pe rm ea te  concen tra tion  when feed concen tra t ion  changes. Table 16 
shows percen tage  changes in the p e rm e a te  concen tra t ion  w hen the feed concentra tion  fluc
tuates  between 3.5 and 4.5 mS/cm with the nom ina ted  plant design feed concentra tion  o f  
4.0 mS/cm.

From Table 16, it can be seen that fluctuations in feed concen tra t ion  o f  ± 1 2 .5 %  a round  
the opera ting  po in t c fs' sys =  4.0 mS/cm cause g rea te r  p ercen tage  changes  in p e rm ea te  c o n 
centration , m eaning that the  opera t ing  behavior o f  the  d em o n s tra t io n  p lan t  reacts very se n 
sitively to  the opera t ing  pa ram ete r ,  feed concen tra tion . A lthough  the p e rm e a te  volume flow 
can change by -f 1 8 .9 % /-1 5 .2 % , even g rea te r  changes in p e rm e a te  concen tra t io n  are  to be 
expected. For this case, the steady-state simulation process calculates changes  to the extent 
of  - 3 7 . 0 % /  +  46.3%.

In designing a two-stage nanofiltration plant for t rea ting  process w a te r  with m ajor concen
tration fluctuations, it follows that the  m em brane  p lan t m ust be overd im ensioned  ( increase 
in flexibility). Hence opera t ion  in the nanofiltration p lant can keep  to the  required  pe rm ea te  
concentra tion  even at maximum feed concentration .

3.5.3.3. O p tim iz in g  T ra n sm em b ra n e  P r e s s u r e  D iffe ren c e  A fter  defining specific o p e r 
ating p a ram ete rs  (e.g., partial yields) fo r  a nom inal design o f  a tw o-stage nanofiltration 
m em brane  plant, variable opera ting  p a ram e te rs  can be a d a p te d  o r  op tim ized  to external 
param eters .  In this case, the tran sm em b ran e  pressure  d ifference  shou ld  be optimized in 
relation to feed concentration .

It is easy to unders tand  tha t a rise in tran sm em b ran e  p ressure  d ifference  in the first 
filtration stage increases the p e rm ea te  volume flow. H ow ever  the increase in the energy 
required  is out of  p roportion  to the increase in th e  p e rm e a te  volum e flow. Similarly, an 
excessive reduction in tran sm em b ran e  pressure  d ifference, thus  saving energy consum ption,

T able 16. C h a n g e  in p e rm e a te  co n c e n tra tio n  w hen  feed  c o n c e n tra tio n  
fluc tu a tes  by ±  12.5 rr  from  nom in a l des ig n  co n d itio n s .

[m S/cm ] 3.5 4.0 4.5
change - i? . .5 r ; — + 12.5°;

Q : [m V hj 0.94 0.79 0 .6 7
'/( change -hi 8 .9  r -f — - 1 5 .2 Q
c[[: [m S/cm ] 0.34 0.54 0.79
( <change - 3 7 .0 'y — -r46.3*£
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leads to a g rea te r  decrease in p e rm ea te  volume flow. T h e re  is an increase in specific energy 
costs in both  cases.

O p tim u m  transm em brane  pressure difference d ep en d s  on feed concentra tion  and on 
the selected partial yields in both filtration stages (or system yield). T he  following figure 
(Fig. 104) shows the extent to which the specific energy costs dep en d  on t ransm em brane  
pressure  difference. For this purpose, process analysis was carried out for two different levels 
o f  feed concen tra t ion  {c['sys =  1.5 mS/cm/4.0 mS/cm) at a defined system yield of  Ysvs ~  0.7 
(Ki =  0.75; Y2 = 0.8).

From F igure 104, it is evident that the depen d en ce  o f  the p e rm e a te  volume flow is, as 
expected, a lm ost linear to the t ransm em brane  pressure  difference in the first stage. A dd i
tional p ressure  difference o f  roughly 4 b a r  is n eeded  at the h igher feed concentra tion  to 
achieve the sam e p e rm ea te  volume flow as at the lower feed concentra tion . P erm eate  co n 
cen tra tion  can be improved with increasing p ressure  difference, b u t  only up to certa in  values 
of p ressure  difference. This opera ting  behavior was observed for bo th  feed concentra tions 
un d e r  study.

A  decisive fac tor  is that, as far as the target criterion, econom ic  efficiency (defined by 
specific energy  costs), is concerned , op tim um  transm em brane  pressure  difference can be 
d e te rm in ed  in the first filtration stage tha t minimizes the specific energy costs. O p tim um  
t ran sm em b ran e  pressure  difference increases w hen  feed concen tra t ions  rise. A n excessive 
decrease  in t ran sm em b ran e  pressure difference results in considerably higher specific energy 
costs, in com parison  to an excessive increase o f  differential p ressure.

To sum m arize , the steady-state process s im ulation  tool N F -P R O J E C T  allows efficient 
simulation of  a two-stage nanofiltration process to  be pe rfo rm ed . T he  focus here  is on

T ransm em brane pressure difference in the 1st filtration stage A P { [bar]

F ig u re  104. O p tim iz a tio n  o f  tra n sm e m b ra n e  p ressu re  d if fe re n c e  in the  first filtra tio n  stage  a t d iffe ren t feed 
c o n c e n tra tio n s .
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a feed-and-b leed  s truc tu re  in which the size of  the filtration stages can be varied by 
specifying the n u m b e r  o f  parallel pressure pipes (m em b ran e  m odules)  and m em b ran e  e le 
m en ts  a r ran g ed  in series. T h e  model pa ram ete rs  from  the characteriza tion  of  the m em b ran e  
e lem en ts  and  the m odel solution can be incorpora ted  quite  easily for each separa te  fil
t ra t io n  stage, thus m odeling  and simulating the individual separa tion  characteristics of  the 
m e m b ra n e  system. D iffe ren t problems can be analyzed and  optim ized in te rm s of  process 
flexibility at various ta rget criteria. Overall, simulation m akes a valuable con tr ibu tion  to 
designing o r  optim izing  the opera tion  of  a two-stage nanofiltra tion  plant.

By using the  simplified process simulation tool com bined  with M IN L P  m ethods  (mixed- 
in teger non-l inear  p rogram m ing) ,  issues concern ing  process synthesis o r  process design can 
also be dea lt  with [122, 141]. By predefining inpu t/ou tpu t conditions, configuration p a ra m e 
ters  as well as o p e ra t in g  p a ram e te rs  o f  a nanofiltration process can be optimized.

APPENDIX 1
We p resen t  here  ap p ro x im ate  analytic expressions for the diffusive and the convective h in
d rance  fac tors  a p p ea r in g  in the H T  and H E T  m odels  [45]:

K ,(  A, 2 K,

with

/c,(A) =  - tt2V2(1 -  A) 5/2
n = \ n=0

and

^v(A ) =  ^7t2V 2( 1 — A) 5/2 1 + £ & „ ( 1 -  A)"
/?-= 1 M=0

a x =  - 7 3 / 6 0 ,  a2 = 77.293/50.4 , =  -22 .5083 ,  =  -5 .6 1 1 7 ,  a5 =  -0 .3 3 6 3 ,  ah =  -1 .2 1 6 ,
a7 =  1.647, b x =  7 /60 , b2 =  -2 .2 2 7 /5 0 .4 ,  6 , =  4.018, b4 =  - 3 .9 7 8 8 ,  bs =  -1 .9 2 1 5 ,  bb =  4.392, 
b7 =  5.006.

T h e  variation  o f  the  diffusive and  the convective h indrance  factors as a function o f  A, =  
r j r p is p re se n te d  in F igure A l .

Xj = r j rp

Figure A 1. T h e  d iffusive h in d ra n c e  facto r K, it. p ro d u c t K, lt. con v ceu v c  h in d ra n c e  fac to r A.', ,, and  p ro d u c t 
4>;SA', ( as a func tio n  o f  A, — r , / r ,  [.<T»;S •- ( I -  A,)-’ is the  s te ric  p a r titio n in g  co effic ie n t an d  <t, =  1 — fl>;s AT, is the 
s te r ic  re flec tio n  co effic ien t |.
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APPENDIX 2
Reference model for s imulating the separa tion  behavior o f  m em b ran e  e lem en ts  F igure A2 
should  help illustrate the following equations:

T h e  param eters , vo lum e flow, concen tra t ion  and pressure  are  a lready  known. T h e  details  
in Table A1 and A2 are  also available.

To simulate the separa tion  behavior o f  an industrial 8" m em b ran e  e lem en t,  the  following 
equa tion  system is solved numerically. T he  nine p a ram ete rs  from Tables A1 and A2, as well 
as the input pa ram ete rs  Q f , c ( , and  A P 1, are known.

Mass balance

Q f =  Q<' +  Q r

M ateria l balancc

C oncen tra t ion  in the bulk flow

Q f  . =  Q "  ■ c f  +  Q ’ ■ c[

M ean  transm em brane  pressure  difference

A P  =
A P f -  A P 1

In (A P f /A P ')

Feed-side pressure  loss in the m em b ran e  e lem en t  [129]

A plot, =  8.56785 • 10 Q f  +  Q ’
1.7

A  p f  -  \ p loss =  AP'

P erm eate  volume flow

Q" =  ./„ • A m

Perm eate  flux density =  t ran sm em b ran e  w ater  flux density

jv -A i

T ransm em brane  w ater  flux density

j w =  L°n ■ (A P  -  An)

( A . l )

(A .2)

(A.3)

(A-4)

(A.5) 

(A .6)

(A .7) 

(A .8) 

(A.9)

O utput p a ra m e te rs

Q r ,  c L , AP r

Qp, cP, APp 
O utp ut p a ra m e te rs

F ig u re  A2. In p u t/o u tp u t b a la n c c  o f  a m e m b ra n e  e le m e n t.
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T able A l .  M odel p a ra m e te rs  n e e d e d  fo r s im ula ting  a m e m b ran e  e lem en t.

M odel p a ra m e te r U n it D efin ition

L"r l / ( n r h .b a r ) P ure  w a te r  hydrau lic  p e rm eab ility

b\v b ar/(g /l) v a n ‘t H off coeffic ien t (o sm o tic  p re ssu re )

k l  ( w 2 .5 " ’  ^ H ,  2 .5 " ) l/(m 2h) F eed-side m ass tra n sp o r t coeffic ien t
a — S tav e rm an n 's  reflec tio n  co effic ien t
a and — E m pirica l coeffic ien t

Osm otic  pressure difference 

Concen tra tion  polarization

Real salt rejection

Real salt rejection

A n  - bw • «  -  c f )

exp
J \  p '̂ _ pP

J W  \  v Cv

k F  )  c j  -  C s

c f

=  1
1 — (J

1 — (j • exp((<r — 1 ) - J w / P s)

Solute  permeability  (see Eq. 3.8)

P =  a  • cw

Feed-side mass transport coefficient (see Eq. 1.17)

0.75 j -U.125 , ,-0 .6 2 5  .,0 .875k F =  0.065 • ■ v

Flow velocity o f  the feed so lution along the m em brane

0.5 • ( Q f  4- Q r)
l i o n  —

A e f f .  8 '

Diffusion coefficient (see Eq. 1.17)

D, =
0.065 • d -0 .1 2 5  , - 0 . 6 2 5  ,,0 .875

, 7 7 ,2 .5 " v  2 .5 " /

F or the set o f  equations solved numerically (Eqs. A .1-A .17),  fu r th e r  information 
separa tion  characteristics o f  the  m em b ran e  e lem ent can be calculated:

Pure water permeability

L {) = 
p A P  A

Rejection based on cbs

C s

T able A 2. P a ra m e te rs  n e e d e d  fo r  industria l 8" m em b ran e  e lem en ts .

P a ra m e te r U n it D efin ition

A m.« - m : M e m b ra n e  a re a

■ 4 s" n r E ffective cross-sec tio n a l a re a  o f  th e  m e m b ra n e

K" m H y d rau lic  d ia m e te r  of the fe ed -ch an n e i o f  th e  m e m b ra n e  elem en t

(A.10) 

(A. 11)

(A.12)

(A.13)

(A.14)

(A.15)

(A.16)

(A. 17) 

on the

(A. 18)

(A. 19)
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L I S T  O F  S Y M B O L S  

Latin Letters
A m m 2 M em brane  area
A n m 2 Effective cross-sectional a rea o f  m em brane
a w — Activity coefficient
bw bar/(g  • 1) ^ Van’t H off  coefficient

m g/m 3; m ol/m 3 C oncen tra t ion  o f  com ponen t //ion z,
in general,  and local concen tra tion  o f  ion i

0 m ol/m 3 In tram em b ran e  concen tra tions (ion /)
<*/(*> r) m ol/m 3 Ion concen tra t ion  in cylindrical po re  (ion /)
cf m g/m 3; m ol/m 3 C oncen tra t ion  o f  the com p o n en t  / 

in the  bulk flow

cf m g/m 3; m ol/m 3 C oncen tra t ions  o f  the com p o n en t  i in the feed
<■!’ m g/m 3; m ol/m 3 C oncen tra t ion  o f  the com ponen t / 

in the pe rm ea te
m g/m 3; m ol/m 3 C oncen tra t ion  of  the com p o n en t  i 

at the m em b ran e  surface

ci m g/m 3; m ol/m 3 C oncen tra t ions  of  the com p o n en t  j  in the feed

< m g/m 3; m ol/m 3 C oncen tra t ions  o f  the com p o n en t  j  in the feed

c m g/m 3; m ol/m 3; mS/cm Solute/salt concentra tion

cf m g/m 3; m ol/m 3; mS/cm Salt concen tra tion  in the bulk flow
d m g/m 3; m ol/m 3; mS/cm Solute/salt concentra tion  in the feed

t  • SY S  
C s m g/m 3; m ol/m 3; mS/cm System solute/salt feed concentra tion
J

to t m g/m 3; m ol/m 3; mS/cm Total salt concentra tion  in the feed
cf m g/m 3; m ol/m 3; mS/cm Solute/salt concen tra t ion  in the pe rm ea te

< m g/m 3; m ol/m 3; mS/cm Solute/salt concen tra t ion  in the  re ten ta te

< m g/m 3; m ol/m 3; mS/cm salt concen tra t ion  at the m em brane  surface 
(m em b ran e  wall)

c, C] m ol/m 3 Virtual salt and salt concentra tions
d» m Hydraulic  d iam ete r  of  the feed channel 

o f  the  m em b ran e  e lem ent
D, m 2/s Diffusion coefficient for a com p o n en t  / / io n  /
D, m 2/s In t ram em b ran e  diffusion coefficients 

co m p o n en t  //ion /

A ™ mr/s M axim um  in tra -m em b ran e  ion 
diffusion coefficient

A m 2/s Bulk diffusion coefficient
E x Electric  field
r C/mol Faraday constan t (F  =  96500  C/mol)
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m ol/m 3
C /n r s

m o l /n rh
m o l /n rh
m o l /n rh

m ol/m 2 h 
m 3/m 2h

m 3/m 2h 
m ol/m 2 h 
m 3/m 2h

J/K
m/s

n r

E u ro /m 3
m
m

m

m

rrvVrn.h.bar

m3/m 2h .bar

m 3/m .h .bar

m 37 m 2h.har

m 3/m .h .bar

m 3/m 2h .bar
nrVm.h.bar

m 3/m 2h .bar

bar
bar
bar
bar
bar

Function of  Peclet n um ber  
Ionic strength (salt, total)
Electric cu rren t  density
Total m olar flux density of  com p o n en t  //ion /
Local m olar  flux density 
Convective m olar  flux density  of  

com p o n en t  //ion /
Diffusive m olar  flux density o f  com p o n en t  //ion / 
M em brane  volum e flux density 

(p e rm ea te  flux density)
Pure w ater  m em b ran e  volume flux density  
Solute m olar  flux density 
T ransm em brane  w a te r  (solvent) 

volume flux density  
Boltzmann constan t  ( k n =  1.38 x 10 23 J/K) 
Feed-side mass t ranspo r t  coefficient 
Ionic partition coefficient for ion / in the mixture 
Feed (p e rm ea te)  parti t ion  coefficient 
Pure w ater  Darcy hydraulic m em brane  

perm eability
Convective and  diffusive h indrance  factors o f  ion / 
Convective and  diffusive h indrance  factors 

o f  solute 
Specific costs
Active m em b ran e  layer thickness 
Effective active m e m b ra n e  layer thickness 

leff =  I mVp/7 
Effective active m e m b ra n e  layer thickness 

associated with L {)
Effective active m em b ra n e  layer thickness 

for neutral salts 
T ransport  coefficients in mesoscopic irreversible 

therm odynam ics  
Transport  coefficients in m acroscopic  irreversible 

therm odynam ics  
Specific solution m em b ran e  hydraulic 

perm eability  (in m esoscopic irreversible 
therm odynam ics)

Solution m em b ran e  hydraulic 
perm eability  (in genera l o r  macroscopic 
irreversible the rm odynam ics)

Specific salt so lu tion  m em b ran e  hydraulic 
permeability  

Salt solution m e m b ra n e  hydraulic perm eability  
Specific pure  w a te r  m em b ran e  hydraulic 

perm eability  
Pure  w ater  m em b ra n e  hydraulic perm eability  
N u m b er  of  m em b ra n e  elem ents  
N u m b er  of  p ressu re  pipes 
N um ber  o f  ions an d  salts in electrolyte mixture 
Local fluid p ressure  
Average fluid pressure  
T ransm em brane  pressure  difference 
In tram em brane  p ressure  difference 

Feed-side pressure
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A P>\ A Pi’ bar Interfacial pressure  jum ps feed-side or 
perm eate-s ide

A P> : A pi' : A P' bar Feed-side, perm eate-s ide ,  re ten ta te-s ide  
pressure  difference

A bar Pressure  loss in the m em brane  
e lem en t (feed-side)

p r bar p erm eate-s ide  pressure
pr bar R eten ta te -s ide  pressure

Ps m/h Solute  perm eability  in general and  m acroscopic  
irreversible therm odynam ic

m : /h Solute  perm eability  in mesoscopic 
irreversible therm odynam ic

P0 bar Effective fluid p ressure  (P{] = P -  U)
Pe — Peclet num ber

Q ' mVh Feed  volum e flow

Q L m :Vh System feed volume flow

Q" m '/h P erm ea te  volume flow

q l m Vh System p e rm ea te  volum e flow

& m3/h R e ten ta te  volume flow

0:., mVh System re ten ta te  volum e flow
r m Cylindrical p o re  radial coord ina te

'tigx m C eram ic  pow der particle radius
rn m H ydraulic radius o f  the m em b ran e  pores
n m Effective ion radius

rp m Effective pore  radius o f  the m em brane

f's m Solute  radius
R J/m ol.K G as  constan t

K ? — Limiting solute/salt m em b ran e  rejection
Re — Reynolds num ber
K, — Rejection for a co m p o n en t  //ion i
Ri.Rsnl — Real rejection for a com p o n en t  /
Ks — Solute/salt rejection

'V s, m i l — Real salt rejection
D

m i l .  n u n — M axim um  real salt rejection

Si.j — M e m b ra n e  selectivity
Sc — Schm idt n um ber
Sh — Sherw ood n um ber
T K T em p era tu re
r, — Passage for a co m p o n en t  / / io n  / th rough  

the  m em b ran e

T, — Passage for a co m p o n en t  j / io n  j  th rough  
the m em b ran e

LI m/s Flow velocity of  the  feed solution along 
the m em b ran e

V m/h Average solution velocity in the po re  of  
the  m em b ran e

Vw m3 Partial m olar  volume
w , mol/mol; mg/mg M olar/m ass fraction of  the  salt in the solution
X m Transverse m em b ran e  coord ina te
x{ mol/mol; mg/mg M olar/m ass fraction of  the  salt in the so lu tion
x \v mol/mol M ole  fraction for w ater

m ol/m 3 effective m em b ran e  charge  density  (m oles  per  
unit pore  vo lum e) o f  the m em b ran e

Y  max 
A m m ol/m 3 M axim um  physical effective m em b ran e  

charge density
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y  o m ol/m 1 References charge density
Y —; % M em brane  yield (recovery)
y.sys —; % System yield, p e rm ea te  yield
î.s’ ^a%5, Zc s Valence o f  ion i, cation c, anion  a in the  solutic

G reek L etters
a — Empirical coefficient
p — Empirical coefficient
7,-. Y -- Bulk, feed, p e rm ea te  in tra -m em brane  activity 

coefficient (ion i )

r 1' r p1 o’ 1 d — Function of  feed (p e rm ea te)  D o n n a n  potentia l
8 m Thickness of  the lam inar boundary  layer
A; A Finite  D ifference ... (final — initial) and  (initial — final)
£ C 2/J.m Solution o r  w ater  dielectric constan t
I mV Z e ta  potentia l
V Pa.s Fluid dynamic viscosity
rf'fi Pa.s Effective electrolyte dynamic viscosity
Vi>., — Overall efficiency of the pum ps
Vr.i — Overall efficiency of the tu rbines
K — Electroviscous coefficient
A.y» A,- — Relative solute and ion size
A,, A/} m D ebye lengths based on salt concen tra tion  

and ionic strength
Aw m Debye length based  on effective m em brane  

charge density
M/: (/xm/s)/(V/cm) E lec trophore tic  mobility
MrM/, A/ J/mol E lectrochem ical poten tia l  (bulk solute/salt, bulk ion, 

in tra -m em brane  ion)

; m? J/mol Ionic e lectrochemical po ten tia l  in the bulk feed (f) 
and pe rm ea te  (p)

A, m 2/s In tram em b ran e  effective mobility (ion /) /i, = ZjD,
V m 2/s Kinem atic  viscosity of  the solution
V m/h Pore level fluid velocity

V*y> Vc.s — Stoichiom etric  coefficient ion / /a n io n  a and cation  c

»j m V /(m 3/m 2h) R educed  (flux) s tream ing  potentia l
v r m V /bar R educed  (pressure)  s tream ing  po ten tia l
£ — N orm alized  m em b ran e  charge density ( f  =  X nJcJ )
A 7 ;  Att7’ bar Interfacial osmotic pressure  jum ps feed-side or  

perm eate-s ide
n bar O sm otic  pressure
A ll bar O sm otic  pressure  difference
4 n m bar In t ram em b ran e  osm otic  pressu re  difference
n „ bar O sm otic  pressure  difference accord ing  to v a n ’t Hoff
p C/m 3 Ion charge density
rr — Local reflection coefficient in genera l and mesoscopic

— Osm otic  reflection coefficient (m eso- and macroscopic)
CTf , (Tj — Filtration reflection coefficient (m eso- and macroscopic)

êk C /m 2 Electrokinetic  surface charge  density
C /m 2 Pore wall surface charge density

— Local salt reflection coefficient
(T* — D imensionless pore  wall surface charge density
V — Global osm otic  reflection coefficient for an 

electrolyte mixture
r ;  r ' — Tortuosity
<b mV A verage in tram em brane  electric  po ten tia l  (mesoscopic)
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Acp
A c/j J}; Ac/)7/,

A^!im
<£,
Vr
(J>/ ; (I)/’
A O 7 
A $ '  
o>5,4>;
*

mV
mV
mV
mV

mV
mV
mV

mV
mV

Average dim ensionless electric  po tentia l (c/> =  F(f i /RT)  
Dim ensionless  in tram em b ran e  potentia l  difference 
(interfacial)  feed-side (p e rm ea te )  D o n n an  potentia l 
Electric  diffusion potential
Limiting >>-intercept of  electric filtration potential 
Electric  s tream ing  potential 
M e m b ran e  porosity
Bulk feed and  p e rm ea te  electric po tentia l 
Electric  filtration po tentia l d ifference A O A =  <t>J — <t>/? 
Dim ensionless  electric filtration potentia l 
Solute, ion steric partition  fac tor  (<£;v =  (1 — A,)2) 
Local (po re  level) electric po tentia l 
Local (po re  level) electric poten tia l  due to electric 

double  layer 
D im ensionless  local electric poten tia l

Acronyms
A
c
C
d
D SPM
E N P
ES
E T
f
H T
H E T
i
IE P
lim
M F
M W C O
mix
N
N,
N F
ns

P
pH ^
r
R O
s
tot
U F
W C C
W II
W1C

anion
convection
cation
diffusion
D onnan Steric po re  m odel 
Extended N erns t-P lanck  
Electric Steric 
Electro-Transport 
feed; bulk feed 
H indered  Transport  
H indered  E lec tro-Transport 
ion
Isoelectric Point
limiting
M icrofiltration
M olecular W eight C u t-O ff
mixture
total n um ber  of  ions
num ber o f  salts in the mixture
Nanofiltra tion
natural salt
pe rm eate
pH  of the feed
re ten ta te
Reverse Osm osis
solute/salt
total
Ultrafiltration
Weighting by C on cen tra t io n  at constan t total C oncen tra t ion  
Weighting by Ionic strength  at constan t  total Ionic s trength  
Weighting by Ionic s treng th  at constan t to ta l C oncen tra tion
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1. INTRODUCTION
Materials in small dimensions have becom e an increasingly im por tan t  topic o f  research  in the 
last decade. C hanges in material behavior resulting from the effects o f  surfaces, interfaces, 
and  constraints are  still not completely understood . T he  focus of  this ch a p te r  is on the 
mechanical p ropert ies  o f  ultra th in  submicron copper  films on substrates. In such materials, 
im portan t  effects o f  the film surface and grain boundarie s  occur, and the constra in t  o f  the 
film -substrate  interface can govern the mechanical behavior.

Polycrystalline thin metal films, shown schematically in Fig. 1, are frequently  deposited  on 
substrate  materials  to build complex m icroelectronic devices an d  are a re levant exam ple  of  
materials  in small dimensions. In many applications and during  the m anufac tu r ing  process, 
thin films are subjected to stresses arising from therm al mism atch be tw een  the film material 
and  the substrate. This can have a significant effect on the produc tion  yield as well as on 
the perfo rm ance  and reliability o f  devices in service. In past years, an ever-increasing trend  
toward miniaturization in technology has been  observed, s tim ulating  a growing in terest in 
investigating the deform ation  behavior o f  ultrathin metal films with film thicknesses well 
below 1 /xm.

Different inelastic defo rm ation  mechanism s o p e ra te  to relax the in ternal and  external 
stresses on a thin film. Experim ents have shown that for films o f  thicknesses betw een  app rox 
imately 2 and  0.5 /xm, the flow stress increases in inverse p roport ion  to  the film thickness 
(see, for example, Refs. [1-3]). This has been  a t tr ibu ted  to  dislocation channe ling  through  
the film [4-6], where a moving thread ing  dislocation leaves beh ind  an interfacial segment. 
T he  relative energetic  effort to  genera te  these interfacial dislocations increases with decreas
ing film thickness, which explains the higher s trength  o f  th in n e r  films. This m odel, however, 
could not completely explain the high strength o f  the  thin films that was found in experi
m ents [1]. M ore  recent theoretical and experim ental work [7-11] indicates tha t  the  strength 
o f  thin metal films often  results from a lack of  active d islocation sources ra th e r  than from 
the energetic  effort associated with dislocation motion.

Figure 1. A  polycrystalline th in  film co n s tra in ed  by a su b s tra te . T h e  th in  film is sub jec t to  biaxial lo ad in g  as a  result 
o f  th e rm a l m ism atch  o f  film and  su b s tra te  m ate ria l.
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T h e  regime in which plastic relaxation is limited by dislocation nucleation and carried by 
the glide of  th read ing  dislocations reaches down to film thicknesses o f  about //, ^  400 nm. 
For ye t- th inner films, experim ents have revealed  a f ilm -thickness-independent flow stress [7]. 
In-situ transmission e lectron microscopy observations o f  the defo rm ation  of  such ultrathin 
films reveal dislocation motion paralle l to  the  f i lm -substra te  interface [7, 8]. This glide m ech
anism is unexpected , because  in the  global biaxial stress field, there  is no  resolved shear  stress 
on parallel glide planes, indicating tha t the re  must be a mechanism  involving long-range 
in ternal stresses tha t vary slowly on  the length scale o f  the film thickness. For sufficiently 
thin films, these in ternal stresses have a p ro n o u n ced  effect on  the mechanical behavior. 
C onstra ined  diffusional c reep  [12] has provided  what is so far the only feasible mechanism 
for such in ternal stresses to cause nuclea tion  o f  dislocations on glide planes parallel to the 
surface.

T h is  ch ap te r  conta ins  three main parts . T he  first part  reviews con tinuum  mechanics m o d 
eling of  constra ined  diffusional creep. T h e  second  part  contains th e  results o f  m olecular 
dynamics simulations o f  diffusional c reep  and plasticity in polycrystalline thin films. In the 
th ird  part, we discuss relevant experim enta l  results. Finally, we sum m arize all the results to 
develop a de fo rm ation  mechanism m ap  fo r  ultra th in  films on substrates.

2. CONTINUUM MODELING
T he con tinuum  m odel o f  constra ined  diffusional creep  was developed by G ao  and coworkers 
[12]. Diffusion can have a fundam enta lly  d ifferen t na tu re  in thin films than in bulk materials. 
T he  constra in t im posed  by the s trong  b ond ing  betw een  film and substrate  implies that no 
sliding can occur at the  f i lm -substra te  interface. In contrast  to previously proposed  models 
o f  diffusion in thin films [13], the constra in t  o f  no  sliding at the  f i lm -substrate  interface ren
ders  diffusion in thin films an inherently  trans ien t  p h e n o m en o n  [12]. T herefo re ,  steady-state 
solutions frequently used to describe grain boundary  diffusion may n o t  be applied. An add i
tional constrain t is tha t material t ran sp o r t  canno t p roceed  into the substrate , and diffusion 
m ust there fo re  s top at the f i lm -substra te  interface. It was shown by G a o  and coworkers [12] 
that constra ined  grain boundary  diffusion leads to a new m ateria l defect, referred  to  as the 
grain boundary  diffusion wedge.

F igure 2 illustrates the basic m echan ism  o f  constra ined  diffusional creep  [12] in three 
stages. In stage 1, m ateria l is t ran sp o r ted  from  the  surface into the grain boundary. In stage 2, 
mass transport  leads to the fo rm ation  o f  a diffusion wedge, as m ore and more material flows 
into and accum ulates  in the grain boundary . T h e  con tinuum  m odel predicts  that the  traction 
along  the grain boundary  diffusion w edge becom es fully relaxed an d  cracklike on the scale 
o f  a characteristic  t im e r .  This leads to  ex traordinarily  large resolved shear  stresses on glide 
p lanes that are  parallel and close to  the  f i lm -substra te  interface, and tha t  can cause emission 
o f  parallel glide dislocations in the  last stage. A lthough the resolved shear  stresses on the 
para lle l  glide planes induced by a diffusion w edge are  similar to those genera ted  by a crack, 
differences in the dislocation nuclea tion  process may arise.

This section is briefly outlined as follows. We discuss the con tinuum  mechanics m odel of 
constra ined  diffusional creep  for d iffe ren t cases, including the hom ogeneous  case, bimaterial 
interface, and coup led  surface and grain boundary  diffusion. We also presen t  an extension of 
the  con tinuum  model to include a th resho ld  stress for diffusion. Finally, we discuss a model 
o f  the critical condition  for initiation o f  diffusion and a m odel for parallel glide dislocation 
nuclea tion  from  the  diffusion w edge in the  spirit o f  a model by Rice and T hom son  for 
dislocation nucleation  at crack tips [14].

2 .1 . B as ics  of th e  C o n tin u u m  M o d e lin g

In th e  con tinuum  m odel, diffusion is t re a te d  as dislocation climb in the grain boundary . T he 
basis is the solution for the norm al trac tion  a xx a long  the grain boundary  resulting from the 
insertion  o f  a single dislocation (m ater ia l  layer o f  thickness b)  a long (0, £) (corresponding 
to  a climb edge dislocation). T he  co o rd in a te  system for the problem  is depic ted  in Fig. 3. 
T h e  solution for a single edge d is location n e a r  a surface is used as the G r e e n ’s function
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Figure 2. M echan ism  o f  co n s tra in ed  d iffusional c reep . M a te ria l is t r a n sp o r te d  fro m  the  su rface  in to  th e  grain  
b o u n d ary , lead ing  to  th e  fo rm a tio n  o f  a d iffusion  w edge as m a te r ia l a c c u m u la te s  in the g ra in  b o u n d ary . T he 
d iffusion  w edge can  be m o d eled  as a p ile -u p  o f  c lim b ed g e  d is lo ca tio n s  n e a r  th e  tilm -s u b s tra te  in te rface , causing  a 
crack like  s in g u la r s tress  c o n c e n tra tio n  n e a r  the  ro o t o f  th e  g ra in  b o u n d ary .

to construct a solution with infinitesimal Volterra edge  dislocations [15-17]. T he  traction at 
position £ resulting from a dislocation at £ is

Eb
4 tt( 1 — P-)

where
1 1 2 f ( £  -  t )  

£ - 1 t + r  u + &

( i )

( 2 )

is the Cauchy kernel function for this particu lar  p rob lem , with E  d eno ting  Y oung’s modulus 
and  v Poisson’s ratio. F or  an arbitrary open ing  func tion  2 u(£)  in a film with thickness hh 
the  stress along the grain boundary  is given by

0  =  ffl'o -  ^  I  s &  &27r( I -  v-) Jo,
0

(3)

Figure 3. C o o rd in a te  system  fo r th e  co n tin u u m  m ech an ics analysis. T h e  sc h em atic  show s c lim b edge d isloca tions 
in the  g ra in  boundary ' o f  a th in  film o n  su b stra te .
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where  <ru is the  stress in the absence of  diffusion and  S (£ ,  £) is a G re e n 's  function kernel for 
the con tinuous  dislocation p roblem  (Cauchy kernel). For a dislocation near  a free surface, 
S(c ,  £) = K(£ ,  £). T he  kernel function S(£,  £) can also be established for a dislocation near  
a bim ateria l interface [12, 18] o r  for periodic wedges [12]. T he calculations in this chap te r  
are mostly fo r  an elastic film on a rigid substrate , a lthough we do  not give the G r e e n ’s 
function kernel explicitly here.

T h e  chemical po ten tia l  relative to  the free surface (with a tom ic volum e f l  =  a^/4  in face- 
cen te red  cubic crystals w here aQ is the  lattice p a ra m e te r )  is given by

^ ( i , t )  = li 0 - t r t xU , t ) S l  (4)

w here  /x„ is an arb itrary  reference  constant.  T he  correspond ing  atom ic  flux p e r  unit thickness 
in the boundary  is

i t r  t ) =  5gbZ?8b = 8gbDgh d(r*x^ ' (5)) k T  d£ k T  d£

where  k is the  Boltzm ann constan t  and T  the  abso lu te  tem pera tu re .  T he p a ram e te r  <5gbD gb 
deno tes  te m p e ra tu re -d e p e n d e n t  grain boundary  diffusivity. E qua tions  (4) and  (5) are  co u 
pled via mass conservation, as the  flux divergence is re la ted  to the d isp lacem ent ra te  through

dj{£,, t)
J i =  _  J c T  ( )

which can be com bined  with Eq. (5) as

du 5ghD gb. f t  d2crxx(£ ,  t)
dt 2k T  d£,2

T h e  derivative o f  crxx(£,  0  with respec t  to t im e  is given by

<Xrtx{C, t) E  [h' , y

(7)

dt 2 7 t ( \  -  v~) j o ' d^dt

and inserting Eq. (7) into Eq. (8) yields the m ain governing equa tion

d A A C , t )  m , hD $hn  f " ' , r e , d 3a xM ,  0

/ > . s ^  «»

/  m
d t  4 7 t ( 1  — v - ) k T  J o

for the  grain bou n d ary  traction. B oundary  and  initial conditions are  given as follows: for the
continuity  o f  chem ical potentia l  n ea r  the f ree  surface,

* „ ( £  =  0 , f ) = 0  (10)

an d  for no  sliding and  no diffusion a t  the interface,

= h t> 0  =  =  h!> 0  =  0 ( i i )

Finally,

<rlx( C  t -  0) =- </■„ (12)

sets the  initial condition  fo r  the trans ien t  p roblem .
T h e  prob lem  given by Eq. (9) can  be expressed by the m ethod  o f  separa tion  o f  variables 

in the  form  o f  an  expansion series

a-x x { L  0 -  tfn X>»exp(-An t / T ) f , M / h , )  (13)
n - \
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where
4 tt(1 -  v2)kTh f

T  =  ---------------------------------------- (14)

is a characteristic  time and A„, /„ , and  cn deno te  the eigenvalues, e igenfunctions, and coeffi
cients, The  coefficients are d e te rm in e d  from the initial condition  at t =  0. It is im portan t  to  
note tha t r  h], similar to the classical Coble creep  equa tion  [19]. To solve the  equa tions  
numerically, the problem  is transfo rm ed  into a s tandard  Cauchy-type singular equa tion  for 

[12], The G auss-C hebyshev  q u a d ra tu re  developed by E rd o g an  e t  al. [20, 21] can be used 
to solve such equations. T he  o p en in g  disp lacem ent u ( z , t) is given by

The solution procedure  can be sum m arized  in the  following steps: first, find eigenvalues 
and eigenfunctions; second, find the coefficients c„, and th ird ,  calculate the traction  and 
displacement from Eqs. (13) and (15).

The dislocations “s to re d ” in the  grain boundary  represen t  additional m aterial in the 
boundary. With respect to the lattice distortion around  the diffusion wedge, the dislocations 
in the grain boundary  exemplify a type of  geometrically necessary dislocation [22] tha t causes 
nonuniform  plastic defo rm ation  in the thin film. T he  eigenvalues m easure  the rate o f  decay 
of each eigenm ode. T he  results showed that the higher e igenm odes  decay m uch faster than 
the first e igenm ode, so the diffusion process is dom ina ted  by the  first e igenm ode  [12], 

Figures 4, 5, and 6 show several num erical examples. Figure 4 shows the  stress intensity 
factor norm alized by the co rrespond ing  value for a crack versus the reduced  time t* =  f / r  for 
identical elastic properties  of  substra te  and  film material {hom ogeneous  case), rigid substrate  
(copper film and rigid substra te) ,  and soft substrate  (a lum inum  film and  epoxy substrate). 
Table 1 sum m arizes the m ateria l p a ram ete rs  used for the calculation, In the  table, /xfi,m/yLtsubs 
is the ratio of  the  shear moduli.

Figure 5 shows the open ing  d isplacem ent along the grain boundary  for several instants 
in time for the  case o f  soft film on rigid substrate , and Fig. 6 shows the traction along the 
boundary  for various instants in time. These  examples il lustra te  tha t  in the long tim e limit 
t oo, the solution app roaches  the d isplacem ent profile of a crack.

For constra ined  diffusiona! c reep  to proceed, both grain b o undary  diffusion and surface 
diffusion need  to be active. In the original paper  on constra ined  diffusional c reep  [12],

2 tt ( 1 -  v 2) h f cr(]
E c „ A - , ( l - e x p ( - A „ / / T ) ) / ; ^ / ^ )  (15)

E

««■ i copper-rig id  

hom ogeneous 
-  - i  a lum inum -epoxy

■ ■ ■ I

m  wm

o 0 .5 1 .5 2
Tim e tix

F ig u r e  4 . D e v e l o p m e n t  o f  s t r e s s  i n t e n s i t y  f a c to r  o v e r  t im e  t o r  th e  e a s e s  o f  a n  e l a s t i c a l l y  h o m o g e n e o u s  film  o n  

s u b s t r a t e ,  a  r ig id  s u b s t r a t e ,  a n d  a  s o f t  s u b s t r a t e .  T h e  c o n v e r g e n c e  to  t h e  s t r e s s  i n t e n s i t y  f a c t o r  o f  a  c r a c k  is  f a s te s t  

f o r  a  r ig id  s u b s t r a t e  a n d  s lo w e s t  f o r  a  s o f t  s u b s t r a t e .
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-0 .2  0 0.2 0.4 0.6 0.8 1 1.2

displacement ux/b

Figure 5. D ev elo p m en t o f  g ra in  b o u n d ary  o p e n in g  u x n o rm a liz ed  by a  B urg ers  v ec to r  over tim e, in th e  case o f  a 
co p p e r  film on  a rigid su b s tra te . T h e  load ing  cru is ch o sen  such th a t th e  o p en in g  d isp lac em en t a t th e  film surface  
( f  =  0 )  at / —► oc is o n e  B urgers vecto r.

surface diffusion was assum ed to be infinitely fast relative to grain boundary  diffusion. This 
implies that grain boundary  diffusion is the  rate-limiting factor. To account for cases w hen 
surface diffusion is slower than grain bou n d ary  diffusion, o r  for cases when surface and 
grain boundary  diffusion occur on co m p arab le  timescales, the  m odel was ex tended  in a later 
publication to also include the effect o f  surface diffusion [18]. We now briefly review this 
model.

T h e  a tom ic flux on a free surface may be expressed as

(16)
k / ds

H e re  dji j d s  refers to  the gradient in chem ical poten tia l  a long the f ree  surface, and 8 vDs 
is the  tem p e ra tu re -d e p e n d e n t  coefficient o f  surface diffusion. The  chemical po ten tia l  o f  an

traction oxx(Q /a0

Figure  6. D ev e lo p m en t o f  g ra in  b o u n d ary  tra c tio n  (7vl/<xn o v e r tim e fo r the  case o f  a co p p e r  film on  a  rigid 
su b s tra te . T h e  g ra in  b o u n d a ry  tra c tio n  a p p ro a c h e s  <r(l w hen  t —► 0. and  th e  g ra in  b o u n d a ry  trac tio n  re laxes to  zero  
w hen  t —> csj .
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T able 1. M a te ria l p a ra m e te rs  fo r c a lc u la tio n  o f  stress 
in tensity  fa c to r  o v e r th e  re d u c e d  tim e .

f̂ijin *'suhs M film/ M subs

C u/rig id 0.32 --- 0
A l/epoxy 0.3 0.35 23.08
iso trop ic — — 1

atom  at surface is

M» =  Mu ^ y sK(s, t ) (17)

where the contribu tion  from elastic energy is neglected , following Rice an d  C h u an g  [23].
Flere, y s is the surface energy and  k ( s , /)  is the  local surface curvature. A ssum ing tha t  the
surface slope is small, the governing equa tion  for the  surface evolution can be expressed by 
Mullins’ equa tion  [24]:

y ( x , t )  = - ^ - ^ j r — y'"'(x,  t) (18)
k /

w here  y  m easures  the  deviation o f  the surface relative to  the flat surface and  y  is the  t im e 
derivative o f  y. T he  boundary  and  initial conditions fo r  the p resent problem  are  given as

/ ( ( ) ,  0  =  eos(M') y  (d /2 ,  /) =  y '"(d/2 ,  / )  =  0 and y( x ,  0) =  0 (19)

w here d  is the  grain size in the ^-d irec tion , with d / 2  re fe rr ing  to the m idpoin t o f  the grain, 
as shown in Fig. 3. T he  p a ram e te r

'1' cos : ( > - )  (20)

is the angle o f  grain boundary  groove to be ca lcu la ted  from ys and the grain boundary  
energy ygb.

Solving the fully coupled  grain boundary  and  surface diffusion problem  is ra th e r  difficult. 
In [18] it was proposed  tha t the  two problem s be solved separa te ly  by assum ing tha t  the
surface re ta ins a small slope such tha t the  kernel func tion  S ( z , £ )  rem ains  invariant during
surface diffusion. T h e  link betw een  the two governing Eqs. (9) and (18) is the  continuity  o f  
chemical po ten tia l  at the intersection o f  the grain b o u n d a ry  and the  free surface

o-gb(0, t) = ysK{0, t) =  y v.y"(0, t) (21)

and that o f  a tom ic flux

8,hD„b<rgb(0, /)  -  —2S.,Dvy v/ " ( 0 ,  /) (22)

For the case of  infinitely fast grain boundary  diffusion, a characteristic  time for stress decay 
can be defined as

_  k Th] (1 -  v2)
E8. D M

(23)

Note  that r v is defined 47T larger than tha t  adop ted  in Ref. [18].
In Ref. [18], solutions are rep o r ted  for d ifferent ra tios  o f  the rate o f  surface diffusion 

relative to grain boundary  diffusion and vice versa. T h e  ratio A =  Tab/ r v de te rm in es  the 
relative im portance  o f  grain boundary  to surface diffusion, w here  is equa l  to  r  defined 
in Eq. (14), For ail values o f  A. constra ined  grain b o u n d a ry  diffusion leads to  exponential 
re laxation of  grain boundary  traction, and the relaxation results in a singular stress field at 
the roo t  o f  the grain boundary . A n o th e r  im portan t  finding w as that in all cases (even if grain 
boundary  diffusion is com parab le  in rate to surface diffusion), the characteristic  timescales
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with the cube o f  the film thickness r — /jj\ T he  main result rep o r ted  in Ref. [18] is tha t an 
effective diffusivity could be defined according to an empirical mixing rule

47rk77;i' ( l  -  v2)
Se(tD ^ S l E  (“ }

w here

Sender, =  ^ D , h~  (25)
5 - A +  a

and a  is a constan t to be d e te rm in e d  by m atching the relaxation behav io r  for different values 
o f  A. In Ref. [18], a  was d e te rm in ed  to  be a ro u n d  1/3.

2.2. Average Stress and Thermal Cycling Experiments
Weiss and cow orkers [25] ex tended  the con tinuum  m odel based on  a convolution p rocedure  
to m odel the ir  therm al cycling experim ents. T he  average stress in the film is calculated and 
c o m p ared  to d irect m easu rem en t  in the laboratory.

B ecause the averaged grain boundary  trac tion  follows an exponentia l  time decay [12], the 
average stress in the grain  boundary  can  be approx im ated  as

<r^(t) : -- tr.t exp ( ••A,1? / r )  (26)

with a geom etry -dependen t constan t

A0 =  8.10 +  30.65 / / , /d  (27)

H ere ,  d  is the  grain size, and <r() is the refe rence  stress in the  absence  o f  diffusion, as 
discussed in Section 2.1. E q u a t io n  (27) is an em pirical form ula  an d  is valid for 0.2 <  h {/ d  < 
10. T h e  loading rate  of  applied  stress with respect to tem p era tu re  is given by

^  =  - A a M f (28)
d T

T h en ,  with T  as the time derivative o f  the tem p era tu re  (heating  o r  cooling rate),

o’ | ( / )  =  cr0 exp ["-A f 7 1 -  M f A T  f  exp [ - 4 -  (  f  (29)
g L /  T ( c ) . J  ' T \ h  T ( t ) ) \ T  v

w here  T  is the  te m p e ra tu re  at time /, and  r start is the  s tarting  tem p era tu re .  T he  average
stress (7 in the film is re la ted  to (x{) and  <jgb as

a  — cr{) — (cr„ — rjgb) 0  (30)

w here

® =  (31)
d \ 4  ht .

E q ua tion  (30) was o b ta ined  from  an analysis o f  a periodic  array  o f  cracks in a thin elastic
film analyzed by Xia and  H utch inson  [26]. For a given experim entally  m easured  stress a,
the average stress in the grain boundary  <r„b is given by

Q  ( o -  -  c r „ l  +  (T,, (32)

T h e  average film stress dep en d s  on the ra tio  o f  grain size to film thickness.
With full grain boundary  relaxation and no fu r th e r  diffusion, the  average stress follows a 

therm oelas t ic  line with a reduced  slope of

~  =  - A a M r ( l - B )  (33)
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2.3. Single Edge Dislocations in Nanoscale Thin Films
M ass transport from  the film surface into the grain boundary  was m o d e led  as a climb o f  
infinitesimal edge dislocations [1'2, 18]. However, diffusion into the  grain boundary  m us t  
p ro ceed  with a t  least one  atom ic  column. A t the nanoscale , dislocation climb in the grain  
boundary  becom es m ore  of  a discrete process. G rain  bou n d ary  diffusion requ ires  insertion 
o f  discrete climb dislocations into the grain boundary , a fact tha t has no t b een  accoun ted  
for by the con tinuum  m odel so far.

To investigate this effect, we consider a single edge d is location clim bing along a grain  
boundary  in an elastic film o f  thickness h { on a rigid substra te . T h e  elastic solution o f  ed g e  
dislocations in such a film can be  ob ta ined  using the m eth o d s  described  in Refs. [15, 27].

T h e  geom etry  is shown in Fig. 3. A  dislocation p laced  inside the  film is sub jec ted  to 
image forces arising from the surface and  the film -substra te  interface. T h e  image stress o n  a 
dislocation for different film thicknesses is shown in Fig. 7. B etw een  th e  film surface and  the  
f i lm -substra te  interface, the image force is found  to a tta in  a m in im um  value at £EQ % 0.4/if .

F rom  the energetic  point of  view, a minimum critical stress is req u ired  to  allow a single 
climb edge dislocation to exist in the grain boundary. T h e  th icker the film, the smaller this 
critical stress. This analysis suggests that consideration  o f  single, discrete  dislocations could 
b ecom e very im portan t  for nanoscale  thin films. For films a ro u n d  5 nm  in thickness, the  
m in im um  critical stress for one  stable dislocation in the grain b o u n d a ry  app ro ach es  1 G Pa. 
T h e  requ irem en t that an edge dislocation in the film be in a stable configuration  could be 
rega rded  as a necessary condition for the initiation o f  co n s tra ined  grain bou n d ary  diffusion.

2.4. Initiation Condition for Diffusion
C onsidera t ions  similar to those in the previous section w ere  em ployed  to  d e te rm in e  co n d i
tions under  which diffusion could initiate. In Ref. [28], a cri te r ion  fo r  the initiation o f  grain 
b oundary  diffusion is proposed , following the spirit o f  the  R ic e -T h o m so n  m odel [14]. It is 
p os tu la ted  that the  condition for initiation of  diffusion is a local c rite r ion , in d ependen t o f  
the  film thickness.

T h e  main assum ption is that grain boundary  diffusion is in itia ted  w hen  a test climb dislo
ca tion  near  the surface is spontaneously  inserted into the  grain boundary . C onsidering  the 
force balance  on the critical configuration o f  an edge dislocation located  o n e  Burgers vector 
away from the free surface, as shown in Fig. 3, a critical la teral  stress

E (34)
87t(1 — v2)

x  109 Pa
0

0.8 0.6 0.4 0.2 0

F ig u re  7. Im age stress on  a single edge d islo ca tio n  in a th in  film fo r  d if fe re n t film th ick n esses  ran g in g  fro m  5 to  
i l l )  nm .
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can be  defined for spon taneous  insertion of  the test dislocation into the grain boundary . 
Note  tha t  E  should  be in te rp re ted  here  as the local m odulus o f  the grain boundary  near 
the surface, which could be much smaller than the bulk modulus. This result implies that a 
critical stress in d ependen t o f  the film thickness is required  for the onset of  grain boundary  
diffusion.

2.5. Nucleation Criterion for Parallel Glide Dislocations
A criterion  based  on a critical stress intensity factor K PG was p roposed  for the nucleation  
of  paralle l glide dislocations at grain boundary  diffusion wedges [28].

T h e  stress intensity factor at the root of  a crack or diffusion wedge is defined as

K =  lim { [ 2 7 r ( £ - / i f) ] V vv( ( U ) }  (35)
t  — /if

w here $ refers to  the stress singularity exponen t tha t can be d e te rm ined  from  Ref. [29].

co s(s7r) — 2 —— 77O — s )2 +  —— ^ r = 0  (36)v ; 1-/3 1 -  f32 v 9

T he p a ra m e te rs  a and (3 are D u n d u r’s param eters ,  which m easure  the elastic m ism atch  of  
film an d  substra te  material.

It is assum ed  that the diffusion wedge is located close to a rigid substrate , and the co r re 
spond ing  D u n d u r ’s p a ram ete rs  for this case are  a  =  - 1  and f3 =  -0 .2 6 4 7 .  T he  singularity 
ex ponen t is found to be s ~  0.31 for the m ateria l com bination  considered  in o u r  studies
(com pared  to s = 0.5 in the case of  a hom o g en eo u s  material). Close to the b im ateria l in te r
face, we calculate the stress intensity factor

K = A x lim
1

( ^ P ( l - m ) 2) v) ( ^ f)'' (37)

w here

A =  (38)
1 -  v -  4sin(7rs)  V I  +  0  1 - / 3

T he  stress intensity factor provides a link be tw een  the a tomistic  results and co n tinuum  
mechanics. To calculate the  stress intensity factor from atomistic  da ta ,  the a tom ic d isplace
m ents  o f  the lattice close to the diffusion wedge are  calculated and the stress intensity factor 
is then  d e te rm in e d  using Eq. (37).

A co m m o n  app roach  to study the nucleation  of  dislocations from defects is to ba lance  the 
forces on  a test em erg en t  dislocation [14]. T he  force on a dislocation e lem ent is refe rred  
to as P ea c h -K o e h le r  force, which can be written as d ¥ d =  (cr • b) x d 1, where d I is the 
c lem en t  length vector and  a  is the local stress [16]. A  dislocation is assum ed to  be  in an 
equilib rium  position when Fd — 0. Following the  Rice-Thom son model [14], we consider the 
force balance  on  a probing  dislocation in the vicinity of  a dislocation source to define the 
nuclea tion  criterion. T he  probing dislocation is usually subject to an image force a ttrac ting  
it tow ard  the source, as well as a force resulting from  applied stress driving it away from 
the source. T h e  image force dom inates  at small distances, and the driving force caused by 
app lied  stress d om ina tes  at large distances. T h e re  is thus a critical distance be tw een  the 
dislocation and  the source at which the dislocation attains unstable equilibrium. S p o n taneous  
nuc lea tion  o f  a dislocation can be assum ed to occur when the unstable  equilibrium position 
is within one Burgers vec to r of  the source.

N uclea tion  o f  parallel glide dislocations from  a crack in com parison  to that from  a dif
fusion wedge is shown in Fig. 8. The crack case is t rea ted  similarly as in Ref. [14], and the 
forces involved are  Fc because of  the crack tip stress field, F]nVd̂  f rom  the crack surface 
( im age dislocation), and  Fst because o f  the  crea tion  o f  a surface step, which is assum ed to 
be negligible in com parison  of Fimi[i,c.

Close to a diffusion wedge, Fstcp =  0 because no surface step is involved, and a dipole 
must be c rea ted  to nucleate a parallel glide dislocation from the wedge. This leads to a
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(b)

F ig u re  8. F orce b a lan ce  on  a d is lo ca tio n  n e a r  (a ) a c rack  ( lo p )  and (b ) a d iffu s io n  w edge (b o tto m ).

dipole interaction force ^dipole- T h e  dipole consists o f  a pair  o f  d islocations o f  opposite  signs, 
one p inned at the  source and the o th e r  trying to em erge  and escape from  the source. T he 
pinned  end o f  the dipole has the  opposite  sign o f  the climb dislocations in the diffusion 
wedge and can be annihila ted  via climb within the grain boundary . Such annihila tion breaks 
the dipole free and  e lim inates the  dipole interaction force so tha t  the  em ergen t end  of 
the dipole moves away to  com ple te  the nucleation process. T here fo re ,  it seem s tha t  there  
could be two possible scenarios fo r  dislocation nucleation at a diffusion wedge. In the  first 
scenario, the  nucleation  cond ition  is contro lled  by a critical stress required  to overcom e 
the dipole in teraction  force. In the second scenario, the  nuclea tion  criterion is controlled 
by the kinetics o f  climb annihila tion  within the grain boundary , which breaks the dipole 
interaction by removing its p inned  end and setting the o th e r  end  free. T he  force balance  on 
the dislocation is illustrated in Fig. 8 for two different, su b sequen t  instants in time.

We assume that dislocation nuclea tion  at a diffusion wedge is stress controlled  ( ra ther  
than  kinetics controlled), and the first scenario  o f  dislocation nucleation described above is 
adop ted . This assum ption has b een  verified by recent m olecular  dynamics simulations [28]. 
With this assum ption, it is possible to define a nucleation criterion  in te rm s o f  a critical 
stress intensity factor. We illustrate the critical condition for dislocation nuclea tion  in Fig. 9. 
A  force balance on a dislocation nea r  a crack tip at a rigid b im ateria l interface leads to the 
critical stress intensity factor fo r  dislocation nucleation from  a crack

PG E(2iTby  
k »  - 8 „ ( I -  o  ( 3 9 )

F ig u re  9. N u c lea tio n  o f  p ara lle l g lide d is lo ca tio n s  from  (a )  a crack  an d  (b ) a d iffusion  w edge.
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In com parison , a balance of  critical stress required  to break  the dipole interaction in front 
of  a diffusion wedge yields a similar nucleation  criterion

■ P C . £ ( 2 ?rby
t,w 4tt(1 -  v 2 )

For co p p e r  with b = 2.56 A, E  ^  150 G Pa, and  v =  0.33, typical values are  K^rG % 12.5 MPa x 
m v and  ^  25 M Pa x m s. We note  a factor o f  2 difference in the critical K -values, 
K Uw' / =  2, for dislocation nucleation at a diffusion wedge and at a crack tip.

2.6. Constrained Grain Boundary Diffusion with Threshold Stress
In recent m olecular  dynamics and discrete dislocation simulations [28, 30, 31] o f  constrained 
diffusional creep in thin films, it has been  shown that the stress does no t relax to zero  in the 
film. Also, a critical stress o Jnl is found to be necessary to  initiate diffusion. In addition to 
the theoretical considera tions (sec Section 2.4), experim ental results of  s tre ss - tem p era tu re  
plots during therm al cycling also indicate a threshold  stress for diffusion [8]. In the following, 
we extend the con tinuum  m odel to include a th reshold  stress.

E q u a tion  (9) is the  governing equa tion  for the problem  of constra ined  diffusional creep. 
A ssum ing a threshold  stress a,  for grain boundary  diffusion, the boundary  conditions are 
now modified as

=  0 , 1)  =  a ,  (41)

and

^ r r ( £  =  0  = =  Af . 0  =  0 (42)

T h e  initial cond ition  rem ains the sam e

t =  ° )  =  <h) (43)

We consider the possibility that a, may be d ifferent un d er  tension and compression. T ha t  is, 
no grain boundary  diffusion can occur when

a ;  < (Txx(0, t) < cr+ (44)

w here  crvv(0, /)  is the  stress at the  site o f  initiating climb edge dislocations nea r  the en trance
to  the grain boundary .

U sing superposition ,

0  =  <r, +  <x(£, l) (45)

we obtain  the governing equation  for <x(£, /) as

d c r „ ( f , 0  E D b8gbn  f h‘ , r „ d 3d-XJC(i;, t)
dt 4 t t (  1 -  v2) k T  Jo ^  d€

T h e  boundary  conditions are

~ % T  /  (46)— v - ) k T  Jo o t*

a IX(£ = 0 , 0  =  0 (47)

^ U  =  h (, t )  = ^ U  =  h (, l ) =  0 (48)

an d  the initial condition  is

a xx(£, t =  0) =  a„ -  a, (49)
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These  equations are identical to those of  Ref. [12], except that the  initial condition is effec
tively reduced. T here fo re ,  we can simply use the previous solution [see Eq. (26)] to obta in  
the average stress along the grain boundary  as

<>,h(0 =  (o-0 -  <*<) exp ( - A 0f / r )  +  a, (50)

Figure 10(a) shows a num erica l example of  the decay o f  the average stress in the film as 
given by Eq. (30) both  with and  w ithout threshold  stress. T he  p a ram e te r  oyf is assum ed to 
be 65 MPa. For com parison , experim enta l stress relaxation curves for 200- and  800-nm Cu 
films are presen ted  in Fig. 10(b). T he experim ental results show that the film stress does not 
decay to  zero but, instead, approaches  a p la teau  value.

We can now generalize the convolution p rocedure  described by Weiss et al. [25]

do-p
d T

=  —A aM , (51)

Then,

< 7 g h ( 0  =  (T ,  +  « a r ‘  - 0 - , ) C X P
c's t i l l

-  M f A T

d l

tr(C)
A L
t (£) 7

(52)

The average stress in the film as m easured  in experim ent is calculated from <xMb(f) by using 
Eq. (30).

2.7. Discussion and Summary of Continuum Modeling
We sum m arize the m ain  results o f  the  con tinuum  modeling; first, the continuum  model 
predicts an exponentia l decay o f  stress in the thin film with a characteristic  time r  ~  h], 
similar to the classical C ob le  c reep  [19]. A  new defect refe rred  to as a “diffusion w edge” 
is built up by the pileup o f  edge dislocations in the grain boundary  [12] on the o rd e r  of 
the characteristic time r .  Second, the con tinuum  m odel predicts that the  deform ation  field 
nea r  a diffusion wedge becom es cracklike on the o rd e r  of  the characteristic  time r  [12, 
18]. Third, for nanoscale thin films, the effect of  discrete dislocations becom es im portan t  as 
the image stress on a single dislocation reaches several hu n d red  megapascal [32]. Fourth , 
t rea tm en t  o f  atomic diffusion from  a free surface into the grain boundary  by the climb of 
discrete edge dislocations suggests a threshold  stress for diffusion initiation independen t of 
film thickness [28, 30, 32]. Finally, a condition for the nucleation  of  parallel glide dislocations

t / t0 time t (sec) x io 4

(a) (b)

Figure 10. (a )  P red ic tion  o f  s tre s s  decay by th e  c o n tin u u m  m odel w ith  an d  w ith o u t th re sh o ld  stress, h) E xperi
m en ta l resu lts  o f  stress decay at 250 C  lo r  /?, =  200 nm  an d  /?, ~  K00 nm.
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from  a grain boundary  diffusion wedge has been  derived based on  th e  force balance on a 
probing  dislocation, in the spirit o f  the R ic e -T h o m so n  model [32].

T h e  con tinuum  modeling provided key input toward the unders tan d in g  o f  the plasticity of  
ultra th in  films. However, som e o f  the a tom ic  aspects o f  diffusion could  not be understood  
from  the s tandpo in t  o f  con tinuum  m odeling  alone. This lack o f  un d e rs tan d in g  m otivated  the 
deve lopm en t of  atomistic models.

3 .  A T O M I S T I C  M O D E L I N G

U n d e r  the guidance o f  the con tinuum  m odel [12, 18, 27], atomistic  s im ulations have proven 
to be capable  of  providing a de ta iled  description of  how parallel glide dislocations are  nucle
a ted  n ea r  a diffusion wedge. In the following sections we sum m arize  the main results o f  
recen t m olecu la r  dynamics sim ulations o f  constra ined  grain b o u n d a ry  diffusion [28, 30, 32].

L arge-scale  atomistic m odeling provides a helpful tool for investigating m aterial p h e n o m 
ena from  a fundam enta l perspective. T h e  m ethodology  of a tom istic  simulations together  
with their s trengths  and shortcom ings are  discussed in an o th e r  c h a p te r  o f  this book [33].

3.1. Large-Scale Atomistic Simulations of Plasticity in 
Polycrystalline Thin Films

It w as p roposed  that traction relaxation a long grain boundaries  in thin films significantly 
a lte rs  the m echanism  o f  dislocation nuclea tion  and  m otion  [7, 12). In a recent paper  [30], 
the effect o f  grain boundary  trac tion  relaxation on the plasticity o f  polycrystalline thin films 
was investigated, with the focus being the  dynamics of  defect evolu tion  in films both with 
and without traction  relaxation.

T h e  m olecu la r  dynamics sim ula tions showed tha t the  re laxation o f  grain boundary  
tractions changes the dislocation m icrostruc tu re  and triggers d ifferen t stress relaxation 
m echan ism s in thin films. T h read in g  dislocations d om ina te  w hen trac tions  along the grain 
bou n d ar ie s  are not relaxed, as shown in Fig. 11(a). If  the grain  boundary  tractions are 
relaxed, parallel glide dislocations dom ina te ,  as in Fig. 11(b). T h re a d in g  dislocations were 
found to be mostly com plete  dislocations, w hereas  a strong  tendency  to nucleate partial 
d islocations is seen in the case o f  parallel glide dislocations in th e  nanom eter-s ized  grains. 
This is qualitatively consistent with the results o f  a tomistic  m ode ling  the defo rm ation  of 
nanocrystalline materials [34, 35]. Twinning along parallel p lanes  becom es  an active de fo r
m ation  m echan ism  at high strain rates. F igure 12 shows that th read ing  dislocations dom inate

(a) (b)

F ig u re  11. P lasticity  in a polycrystal line th in  film  (a )  w ith o u t a n d  (b ) w ith  g ra in  b o u n d a ry  trac tio n  re laxation . W hen  
g ra in  b o u n d a ry  trac tio n s  a re  no t re laxed , th re a d in g  d is lo ca tio n s  d o m in a te  p lasticity . In co n tra s t, w hen  the  trac tio n s 
a re  re lax ed , p ara lle l g lide d is lo ca tio n s d o m in a te . T h e  p lo t show s d islo ca tio n s as c u rv e d  lines, and  stack ing  fau lts as 
d a rk  areas .
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F ig u re  12. P lasticity  in a po lycrystalline thin film w ith o u t g ra in  b o u n d ary  tra c tio n  re laxation . T h e  th re a d in g  d is lo 
ca tions d o m in a te . T h e  p lo t show s a view on  th e  su rface , show ing  c re a tio n  o f  su rface  s te p s  as d a rk  lines.

plasticity when grain boundary  relaxation is shut down. T h read in g  dislocations leave surface 
steps as they glide through the crystal.

Further studies in Ref. [30] focused on the influence o f  grain boundary  s truc tu re  on  the 
nucleation o f  parallel glide dislocations.

A tricrystal model was considered with different types of  grain boundaries ,  as shown in 
Fig. 13(a), to investigate the difference betw een low-energy (symbol A in the p lo t)  and  high- 
energy grain boundaries  (symbol B in the plot). Low-energy grain boundaries  a re  com posed  
o f  an array of  misfit grain boundary  dislocations that serve as multiple nuclea tion  sites for 
dislocations. It was observed that low-energy grain bou n d ar ie s  provide m ore  fertile  sources 
for th read ing  dislocation nucleation. At such a boundary , dislocations are  o ften  observed  to 
nucleate close to the misfit dislocations. This could be refe rred  to  as an intrinsic condition, 
as the struc ture  of  the grain boundary  leads to local stress magnification at the  misfit dislo
cations that serve as the source of  parallel glide dislocations. Because  it is possible tha t  the 
incipient dislocations are  nuc lea ted  on different glide planes, dislocation reac tions may take 
place when several o f  them com bine to form  a single dislocation. T h e  fo rm ation  o f  jogs was 
observed in the dislocation line, genera ting  trails o f  po in t defects tha t  significantly h inder 
the motion o f  dislocations.

In the m ore  hom ogeneous  high-energy grain boundaries ,  th e re  is inherently  no  p re fe r red  
nucleation site, in which case triple junctions o f  grain boundaries  serve as the  nucleation

F ig u re  13. A te m p o ra l se q u en ce  o f  nuclea tio n  o f  p ara lle l g lide  d is lo ca tio n s from  g ra in  b o u n d a r ie s  in  a tr ip le  ju n c 
tion  m odel. G ra in  b o u n d ary  type A refe rs  to  low -energy g ra in  b o u n d a rie s , a n d  B co rre sp o n d s to  h ig h -en erg y  grain  
b o u n d aries.

grain

partial dislocation 

stacking fault
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site. A  tem pora l  sequence  o f  dislocation nucleation  from a grain boundary  triple junctions 
is shown in Fig. 13(a)-(c).

3.2. Atomistic Modeling of Diffusional Creep
Atomistic  modeling o f  thin-film m echanics may becom e routine  with the advent o f  massively 
paralle l com pu te rs  on time- and length-scales com parab le  with those usually a tta ined  in exper
imental investigations. Because o f  the  tim e limitation o f  the classical m olecular dynamics 
m e th o d  (time intervals typically < 1 0 “8 seconds), s imulations o f  diffusional creep  were p e r 
fo rm e d  a t e levated tem p era tu res  to accelera te  the  dynamics o f  grain boundary  diffusion [33].

T h e  p h e n o m en o n  o f  grain boundary  diffusion wedge and the associated dislocation m ech
anism s persist at very high tem pera tu res ,  m aking it possible to simulate this p h enom enon  
using classical m olecular  dynamics [36, 37]. A t e levated  tem pera tu res ,  grain boundary  dif
fusion in a bulk m ateria l  was recently  successfully m odeled  [36], w here  grain sizes up to 
15 n m  were considered  in a m odel system o f  palladium. Recent work [36, 38, 39] suggests 
that a t  e levated tem p era tu res ,  the  grain boundary  s truc tu re  of  m etals  may transform  into a 
liquid-like structure  with a width up  to several nanom eters ,  which was referred  to as a “glassy 
p h a se .” Glassy phases in grain b o u n d a r ie s  w ere  found in copper  at hom ologous tem p era 
tu res  as low as Th ^  0.4 [39, 40]. E xperim enta l evidence for glassy in tergranular  phases was 
discussed in Ref. [41]. Such phase  transfo rm atio n  at the grain boundary  plays a significant 
role in the plastic p roper t ie s  at e levated  te m p e ra tu re s  because each different grain boundary  
s truc tu re  has significant influence on the  diffusion [38, 39].

To investigate c reep  behavior, the  sam ple  was loaded  according to a prescribed strain 
field. An im portan t result o f  the  sim ulations was tha t diffusion canno t relax stresses in such 
thin films completely. T hese  observations are  qualitatively consistent with the predictions of  
Eq. (34) and  are  in ag reem en t  with experim enta l results.

T h e  snapshots  in Fig. 14 show how the d isp lacem ent changes as material diffuses into 
the grain boundary . T h e  horizontal coo rd ina tes  have been  s tre tched  by a factor o f  10 in 
^ -d irec tion  to m ake  the crystal lines clearly visible; tha t  is,

[ x ,  y , z ] ncw =  [1 0 jr ,  y ,  2 ]orig (5 3 )

T his  technique helps to highlight the  additional half-planes o f  a tom s  close to the grain 
boundary .

To illustrate diffusional m otion o f  a tom s in the grain boundary , we color each atom  with 
diffusive d isp lacem ent 8z  la rger than  a few Burgers  vectors. Figure 15 plots these a tom s for 
several instants in time. Diffusion leads to significant surface grooving, with groove depths 
o f  u p  to several nanom eters .  O n e  can  clearly identify the wedge shape of  the diffused 
a tom s. T he  atomistic  s imulations show that a tom s inserted  into the grain boundary  instan ta
neously  crystallize, rendering  the s truc tu re  o f  the grain boundary  invariant (this was observed 
for te m p e ra tu re s  below 1150 K; at h igher tem pera tu res ,  the width o f  the grain boundary  
increases slightly). T h e  a tom s t ran sp o r ted  along  the grain boundary  may add to e i ther  one 
o f  the  two grains, illustrating tha t the  con tinuum  mechanics assum ptions [12, 18, 27] are  also 
valid on the atomistic  level. A  frequently  observed p h e n o m en o n  is the  emission o f  disloca
tions from the grain boundary  o n  inclined (111) glide p lanes [6, 34], co rresponding  to the 
“classical” th read ing  dislocations th a t  becom e opera tive  when stresses in the film are  high 
e n o u g h  to allow nuclea tion  o f  dislocations [34, 36].

F ig u re  14. L a ttic e  d is to r tio n  n e a r  a d iffusion  w edge. T h e  field b eco m es crack like  as th e  d iffusion  w edge bu ild s up. 
T h e  b lack  lines co rre sp o n d  to  the  c o n tin u u m  so lu tio n  o f  co n s tra in e d  g ra in  b o u n d ary  d iffusion  [12, 18] fo r / —► oo.
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F ig u re  15. F o rm a tio n  o f  a  g ra in  b o u n d a ry  d iffu sion  w edge. A to m s w ith  significant d iffusive d isp lac em en t 8z  ov er 
tim e a re  h igh ligh ted . T h e  p lo t show s tha t a d iffusion  w edge is fo rm ed  by in se rtio n  o f  m a te ria l in to  the g ra in  
b o u n d ary . T h e  d iffusion  w edge d ev e lo p s al a relatively  sh o rt tim esea le .

3.3. Atomistic Modeling of Nucleation of
Parallel Glide Dislocations from Diffusion Wedges

H ere  we sum m arize the m ain  results of  the atomistic  s im ulations tha t  focused on the  nuc le 
ation o f  parallel glide d islocations from diffusion wedges.

It was confirm ed that th in n e r  films require  a higher critical stress fo r  th read ing  disloca
tion nucleation from the grain boundary , in qualitative ag reem en t with  the notion tha t the 
s trength  o f  thin films increases inversely to the film thickness [6]. In films th inner than  10 nm, 
extremely high stresses are  required  to  nucleate  inclined dislocations, which renders  this 
mechanism  almost impossible. This was also verified in a recent p a p e r  by Shen [42], in which 
the  scaling o f  the s treng th  o f  thin films with respect to the film thickness was investigated.

C ontinuum  theory assum es that parallel glide dislocations are  nuc lea ted  when the  stress 
field a round  the diffusion wedge becom es cracklike. Critical stress intensity factors (SIFs) 
fo r  dislocation nucleation  m easured  from  the atomistic  s im ulations are  shown in Table 2 
for different simulations. E q u a t io n  (37) was used to d e te rm in e  the S IF  from the atomistic  
simulation results o f  the  d isp lacem ent field n ea r  the diffusion wedge. T h e  critical S IF  for 
the nucleation of  parallel glide dislocations appears  to be in d ep en d en t  o f  film thickness and 
had  similar values at Th =  0.8 and 7), =  0.9.

For films th inner than 20 nm, parallel glide dislocations are  not observed in o u r  bicrys
tal model, as the cohesive strength o f  the  film materia l is reach ed  before  the nucleation  
condition  is met.

As repo rted  in Refs. [28, 32], dislocation nucleation at a diffusion wedge can be divided 
into different stages, as show'n in Fig. 16(a). A fter  the critical SIF  is achieved, a dislocation

T able 2. C ritica l s tre s s  in tensity  fac to rs  K lHi fo r n u c lea tio n  o f  p a ra lle l g lide  d isloca tio n s 
n e a r  a d iffusion  w ed g e  a n d  a crack.

T e m p e ra tu re  7  (K j F ilm  th ick n ess /?, (nm ) K PG (M P a x  m 'j

C rack

300 27.2 4.95

D iffusion  w edge

1150 27.2 11.91
1250 27.2 11.35
1250 34.2 11.23

Source: The data arc la*ten from Ref. J2Hj.
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F ig u re  16. A tom istic  d e ta ils  o f  th e  n u c lea tio n  p ro cess  o f  p ara lle l g lide d is lo ca tio n s from  (a ) a d iffusion  w edge 
and  (h )  a crack . T h e  b lack  line in the  first sn a p sh o t o f  co lu m n  (a )  gives the  so lu tio n  o f  the  c o n tin u u m  theo ry  o f 
c o n s tra in e d  g ra in  b o u n d ary  d iffusion  [12, 1<S) fo r  I —* oc.

dipole is form ed. O n e  end of  the dipole  is p inned  in the grain boundary , w hereas  the dislo
cation at the o th e r  end  of the dipole  slides away from  the grain boundary . Subsequently, the 
p inned  dislocation is annih ila ted  o r  “dissolves in to” the  grain boundary , and the dislocation 
at the  right end o f  the dipole begins to move away from the nuc lea tion  site. T he  parallel 
glide dislocation glides on a slip p lane  parallel to the  p lane  of  the film at a d istance of  a few 
Burgers vectors above the f i lm -substra te  in terface (and is th e re fo re  com pletely  inside the 
film material). The  dislocation moves a small d istance away from the  grain boundary  to its 
equilibrium position. W hen  stresses in the  film becom e larger, the  film responds by moving 
fa r th e r  away from the grain boundary . T h e  nuclea tion  process is highly repeatab le .  It was 
found  that every time a parallel glide dislocation is nucleated , one  climb edge dislocation is 
annih ila ted , leading to a decay in stress intensity. A fte r  a nucleation event, the  time required  
to nucleate  the next parallel glide dislocation is de te rm in ed  by the t im e  required  for diffu
sion to recover the critical stress intensity. This time increm ent is m uch  less than the initial 
tim e required  to form  the diffusion wedge. A f te r  the  first dislocation is nucleated , m ore and 
m o re  parallel glide dislocations are  observed. In o u r  confined, finite simulation geometry, 
the em itted  parallel glide dislocations form  a “secondary  p ileup” close to the boundary  of 
the simulation cell.

T h e  nucleation o f  parallel glide d islocations from  a crack in a s im ilar geom etry  is shown in 
Fig. 16(b). T he  chosen loading ra te  was h igher than  in the previous case, and  the tem pera tu re  
in the simulations was abou t 300 K. A f te r  an incipient dislocation is fo rm ed, a dislocation 
nuclea tes  and moves away from the crack tip. T he  crack tip is b lun ted ,  and  each time a 
paralle l glide dislocation is nuc lea ted , one  surface s tep  is form ed. T h is  process is also highly 
repeatab le .  The  nucleation o f  parallel glide dislocations from  a crack tip was observed at a 
loading rate a few orders  o f  m agn itude  h igher than  in the case o f  a diffusion wedge, and 
th e re  seem ed  to be no ra te  limitation in the case o f  a crack. As in the case o f  a diffusion
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wedge, the dislocation glides on a parallel glide plane a few Burgers vectors above the  f i lm -  
substra te  interface. The  critical stress intensity factor for parallel glide dislocation nuclea tion  
from a diffusion wedge is abou t 2.3 times larger than that for a crack. This value was in 
good agreem ent with the  es t im a ted  fac tor  of  two based on the R ice -T h o m so n  model.

3.4. Discussion of Atomistic Simulation Results
W hen classical m echanism s of plastic  de fo rm ation  based  on creation and m otion  o f  disloca
tions are  severely h indered  in thin  films on substrates, constra ined  diffusional creep  provides 
an im portan t m echanism  for stress relaxation, leading to the form ation o f  a new type o f  
defects called the grain boundary  diffusion wedges. We have perfo rm ed  a set o f  large-scalc 
atomistic  simulations to investigate the p roperties  o f  such diffusion wedges. A tom istic  s im u
lations show tha t m aterial is indeed  transported  from the  surface into grain bou n d ar ies  and 
that such transport leads to  a crack-like  stress field causing the nucleation of  parallel glide 
dislocations nea r  the f i lm -substra te  interface. T he  atomistic s imulations of parallel glide dis
locations em itted  near th e  root o f  the grain boundary  have fu r th e r  clarified the m echanism  
of  constrained grain boundary  diffusion in thin films.

C o m p u te r  simulations provide evidence that diffusion initiation occurs at a critical applied  
stress cr,™1 ^  1.6 G Pa  in copper ,  independen t of  the film thickness. C on tinuum  analysis in 
Eq. (34) at 7  =  0 K f o r  initiation o f  diffusion supports  this finding and predicts a critical stress 
cr{) ^  6 GPa, also in d ependen t o f  the film thickness. T he  fact tha t the continuum  analysis indi
cates a higher value could be explained by the higher tem p era tu re  used in the simulations, 
in contrast to the con tinuum  m echanics analysis at 0 K. It was found in Ref. [43] th a t  the 
critical stresses for dislocation nucleation  are  about five times smaller at room  te m p e ra tu re  
than at 0 K, thus m atching the value m easu red  in the atomistic simulations. It has recently 
been  shown that stress d is tr ibu tion  in thin films over d ifferen t grains is highly inhom ogeneous  
[44]. In some grains, extremely high stresses o f  several gigapascal are  observed. This p ro 
vides sufficiently large stresses to  initiate diffusion and  a possible explanation o f  why parallel 
glide dislocation nuclea tion  only occurs at specific grain boundaries  in the experim ents .

In films th inner  than 5 nm , image stresses on  climb dislocations can be as large as 1 G Pa  
(see Section 2.3). This can severely h inder  c lim b-m edia ted  diffusional creep  and  indicates 
tha t the behavior of  discrete  dislocations needs to be considered  in nanoscale thin metal 
films. This is supported  by the a tomistic  results showing that stress canno t be completely  
relaxed in extremely thin films. T hese  results are  in qualitative agreem ent with  experim enta l 
results that o ften  shown relatively large residual stresses in extremely thin films [2].

T he  diffusion wedge has p ropert ie s  similar to  a crack, bu t it requires a larger S IF  to 
nucleate a dislocation. T h e  reason  for this is that in the case o f  a diffusion wedge, a dis
location dipole needs to  be form ed, and the dipole interaction force is twice as strong  as 
the image force on an e m e rg e n t  dislocation nea r  a crack tip. We have s tudied  com m on  and 
distinct properties  observed  in atomistic  s im ulations of  the  two kinds of defec ts  (crack ver
sus diffusion wedge) a long  the grain boundary  at e levated tem peratures .  For a crack, the 
following was observed: as the applied  stress is increased, the normal stress crxx along 
the grain boundary  rem ains zero  th roughou t the film thickness, consistent with the traction- 
free condition along the crack faces; the  loading rate can be much higher than in the case 
o f  diffusional c reep  ( there  is no  rate-limiting factor on dislocation nucleation); dislocation 
nucleation  occurs at a relatively small stress intensity factor; and dislocation nucleation starts 
with an incipient dislocation close to the crack tip.

In contrast, for a diffusion wedge the following can be sum m arized: the loading rate  must 
be slow enough for diffusion to rem ain  as the dom in an t  relaxation m echanism — at high load
ing rates, dislocation activities on  inclined planes are  observed instead of grain boundary  dif
fusion: to nucleate  a parallel glide dislocation, dislocation climb in the grain boundary  must 
occur to annihilate part o f  an incipient dipole (on atomistic  timescales, this is an extremely 
slow process— (for a crack, dislocation nucleation is fast); dislocation nucleation starts when 
the stress intensity factor reaches  a critical value requ ired  to crea te  a dislocation dipole near 
the diffusion wedge; and th e re  exists a minimal thickness for parallel glide dislocation nucle- 
ation: If the film is very thin, the  applied  stress reaches the  cohesive s trength  of  the material 
before  the critical stress intensity factor K ?(' for dislocation nucleation is reached.
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T h e  two types of  defects have significantly d ifferent timcscales associated  with dislocation 
nucleation. A  crack is a ready source for dislocations, w hereas  a diffusion wedge has an 
intrinsic characteristic  time associated  with the dislocation climb. N o  essential difference 
in the  mechanism o f  parallel glide dislocation nucleation from a diffusion wedge has been 
observed in the tem p era tu re  range  0.8 <  Th < 0.9.

4. EXPERIMENTAL STUDIES
Since its proposal in 1999, the m odel for constra ined  diffusional c reep  [12] has been  fu rther 
developed  in light of  experim enta l results  [7, 35]. Weiss et al. [25] invoked the constrained 
diffusional c reep  model to explain the o ccu rrence  o f  a stress d ro p  observed  during the first 
hea ting  cycle of thin co p p er  films. T hey  also used constra ined  diffusional creep  to  model the 
s t re s s - tem p era tu re  curves m easu red  during  the rm al cycling of  several films and  found good 
ag reem en t  for a 500 nm copper  film, albeit by assuming a very large grain size. Later, the dis
covery o f  parallel glide dislocations [45] provided experim enta l su p p o r t  for the constrained 
diffusional creep  model. In turn , constra ined  diffusional creep  fu rn ished  the basis for the 
in te rp re ta t ion  of certa in  experim en ta l results, especially in regard  to the m echanism s for the 
crea tion  and emission o f  parallel glide dislocations. In the following sections, we presen t  key 
experim ental results and  their  connec tion  to the m odel of  co n s tra ined  diffusional creep.

4.1. Thermomechanical Behavior of Thin Copper Films
A series of  thin co p p er  films, ranging in thickness from  2 /xm dow n to 35 nm, was p ro 
d uced  by m agnetron  spu tte ring  u n d e r  u ltrahigh vacuum. All films w ere  annea led  immediately 
th e rea f te r  in the deposition  cham ber ,  w ithout break ing  vacuum , yielding oxide-free unpas
sivated copper  films. T he substra tes  used for the films were (OOl)-oriented single crystalline 
silicon that had been  coated  with 50 nm  am o rp h o u s  silicon oxide and  50 nm am orphous  
silicon nitride before copper  deposition . Thus, the interface b e tw een  film and substrate  is 
c rystalline/amorphous. T he  average grain size, as de te rm in ed  from  focused ion beam  (FIB) 
and  transmission e lectron microscopy (T E M )  m easu rem en ts ,  ranged  from  1.5 times the film 
thickness (for the 2-/xm film) to 2.5 times the film thickness ( for  th e  100-nm film). X-ray 
diffraction m easu rem en ts  revealed  that all films had a strong [111] fiber texture, albeit with 
a small population  o f  [ 100J-oriented grains for films thicker than  200 nm. Thus, the vast 
majority  of grains within each film, including the grains im aged using T E M  and  presen ted  
below, are o r ien ted  with a (111) p lane  parallel to the substrate .

T h e  therm om echanical behav io r o f  each  film w'as d e te rm in ed  by subjecting it to a thermal 
cycle betw een  room  te m p e ra tu re  an d  500°C. Because co p p er  possesses a higher coefficient 
o f  the rm al expansion than silicon, an equibiaxial compressive stress evolves in the film during 
heating, and a tensile stress evolves during  cooling. This coupling o f  stress and te m p e ra 
ture  in the film/substrate system enab les  the the rm om echan ica l  loading  of thin films, and a 
variety of  therm al paths can  be em ployed  to g enera te  com pressive an d  tensile stresses of 
varying magnitude. In the exam ples p resen ted  below, simple th e rm a l  cycles starting at room 
tem p era tu re ,  progressing up to 500°C and  then  re tu rn ing  to 50°C w ere  perfo rm ed . H eating  
and  cooling rates were 6 K/min, except for final cooling below 100°C, which p roceeded  at 
4 K/min because of  the limited cooling capacity  of  the oven.

A n  example of the the rm om echan ica l  behav io r  o f  an u ltra th in  c o p p e r  film is p resen ted  
in Fig. 17. The stress within this 100-nm film was initially 360 M Pa. D uring  heating, the  
tensile stress decreased  and  a com pressive stress was achieved by 210°C. T he compressive 
stress rose in m agnitude  with fu r th e r  heating  but then  d ro p p ed  a f te r  reaching a maximum 
at 260°C. T he stress level d ecreased  slightly during  heating to 320°C and then becam e m ore  
compressive during heating to 500°C. From  this po in t on, the stress evolution was m onotonic  
with tem pera tu re :  cooling p roduced  a tensile stress and su b sequen t  heating in the second 
cycle produced  a compressive stress again. No stress d rops  were observed  in the second cycle 
o r  later.

T h e  stress d rop  tha t occurs above 250°C in the 100-nm film, as well as in all thicker films 
m easu red  in this study, appea rs  to  be the result o f  constra ined  diffusional creep, as previously
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T e m p e ra tu re  (°C)

F ig u re  17. T h e  first tw o th e rm a l cycles o f  a  l()0-nm  co p p e r film. D u rin g  the  first h ea tin g  se g m en t, a  stress d ro p  
is o b se rv ed  a t 260°C, w hich  is a ttr ib u te d  to  c o n s tra in e d  d iffu sional c reep . S ubsequen t th e rm a l cycles are  highly 
rep ea tab le , w ith n o  stress d ro p .

explained by Weiss et al. [25]. T he  tem p era tu re  o f  250°C, which rep resen ts  a homologous 
tem pera tu re  of  0.4, is apparently  sufficient to activate surface and grain bou n d ary  diffusion 
and lead to the fo rm ation  of diffusion wedges during heating. Only w hen  the relaxation 
of  stress at the grain boundaries  is sa tu ra ted , in this case at a te m p e ra tu re  well above 
300°C, does stress increase  again. T he  lack o f  the stress d rop  during the  second and later 
therm al cycles is expla ined  by the stress level: at 250°C in the second cycle, film stress is 
only - 2 6  MPa, which may be insufficient to cause ou tw ard  diffusion o f  c o p p e r  a tom s from 
the grain boundaries, and  therefore  no stress re laxation occurs.

The  second cycle in Fig. 17 deviates from the first cycle during the final stages o f  cooling 
(below —200°C), p e rh ap s  because of  the therm al drift o f  the  sample. This, however, is an 
inheren t e rro r  in the experim ental technique  and gives a good m easure  o f  the e rro r  one 
should assign to the abso lu te  stress values that are  repo rted . T he  film s treng th  is typically 
taken to be the flow stress m easured  at the  end of a therm al cycle. T hus , in this case, 
the strength o f  the 100-nm film would simply be given by the average o f  the two stresses 
m easured  at 50°C at the  e n d  of  cooling: 676 ±  39 MPa.

Although film strength  generally increases with decreasing film thickness [2, 25, 46], unpas- 
sivatcd copper  films deviate  from this t rend  below 400 nm  [7]. Instead of  rising continuously, 
the film strength exhibits a p lateau betw een 650 and 700 M Pa for films 400 nm and  thinner. 
This is apparen t  in Fig. 18, which shows the second therm al cycle for a 200-nm copper film, 
a long with the second cycle for the 100-nm film from Fig. 17. The  two films exhibit virtu
ally identical therm om echan ica l  behavior, with the film strengths at 50°C (695 ± 9  MPa for 
the 200-nm film) and the flow stresses at 500°C m atching  very closely. A lthough  the 500°C 
flow stress does becom e slightly m ore  compressive in th in n e r  films, the p la teau  in 50°C film 
strength persists down to a thickness of  35 nm.

To explore w hether  the  s t re s s - tem p era tu re  cycles, such as those shown in Figs. 17 and 18, 
represent steady-state behavior, a 50-nm copper  film was thermally cycled at two different 
rates. In addition to the s tandard  6 K/min rate, a com ple te  cycle was p e rfo rm ed  at 1 K/min; 
bo th  are  portrayed in Fig. 19. Because o f  the extremely small film thickness, this comparison 
allows us to investigate w hether  grain boundary  diffusion and constra ined  diffusional creep 
are able to proceed  to com pletion  within the time fram e o f  these experim ents . T he  hea t
ing segm ents of  each cycle are  som ewhat different, but they yield roughly the same 500°C
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F ig u re  18. T h e  seco n d  th e rm a l cycle o f  a 200-nm  c o p p e r  film , a lo n g  w ith  th e  se c o n d  cycle o f  th e  100-nm film from  
Fig. 17. B o th  films exhib it the  sam e th e rm o m e c h a n ic a l b eh av io r, w ith  th e  sam e s tre s s  levels a t 500° an d  50°C.

flow stress; namely, 322 ±  14 MPa. However, the re  is a large d isc repancy  in stress evolu
tion during cooling, especially be tw een  350° and  200°C. W ithin this te m p e ra tu re  range, the 
lower cooling rate perm its  significantly m ore  stress relaxation. This indicates tha t the  s tan 
da rd  6 K/min used th roughou t this study is too  fast to allow co n s tra in ed  diffusional creep  
to reach steady s ta te  and  tha t  g rain  bou n d ary  diffusion may be the  ra te-lim iting  step in this

T e m p e ra tu r e  (°C)

F ig u re  19. Two th e rm a l cycles o f  a  50 ran c o p p e r  film , co n d u c te d  at d iffe re n t h e a tin g  a n d  co o lin g  ra tes . A lthough  
th e  sa m e  500°C  flow s tress  is re a c h e d  in b o th  cases, th e  s tress  ev o lu tio n  d u rin g  co o lin g  is se e n  to  d e p e n d  strongly  
o n  co o lin g  ra te , ind ica ting  th a t th e  s ta n d a rd  ra le  o f  6 K /m in is to o  fast to  allow  c o n s tra in e d  d iffusional c re e p  to  
p ro c e e d  to  co m pletion .



2 3 8 C o ns tra ined  G ra in  B oundary  Diffusion in T h in  C o p p e r  Films

tem p e ra tu re  regime. T he final cooling curves below 200°C app ea r  to be offset by app rox 
imately 200 MPa, but they exhibit the sam e slope, indicating tha t constra ined  diffusional 
c reep  is equally slow in both  cases, o r  tha t  constra ined  diffusional creep  is no  longer able to 
provide stress relaxation below 200°C.

4.2. Transmission Electron Microscopy Observations of 
Dislocation Behavior

T h erm al  cycling experim ents were also conducted  in-situ in the T E M  to e luc ida te  the  d e fo r 
mation  m echanism s underlying the  therm om echan ica l behavior  illustrated in Figs. 17-19. 
T hese  figures clearly showed that films in this thickness range (< 2 0 0  nm) exhibit a p la teau  
in strength, which indicates that th e  M athew s-F reu n d -N ix  m echanism  involving th read ing  
dislocations is sa tu ra ted  o r  has been  replaced. As discussed below, in-situ observations of  
dislocation m otion  revealed that a new, a lternative defo rm ation  m echan ism  does indeed 
d om ina te  in u ltra th in , unpassivated co p p er  films.

Figure 20 shows an  example of  parallel glide dislocations in a small grain within a 200-nm 
copper  film. T h e re  are  four  dislocations orien ted  roughly pe rpend icu la r  to  the  diffraction 
vector g in the T E M  micrograph. D uring  subsequent heating, these dislocations m oved in 
the direction o f  g and  underw ent glide across the en tire  width of  the  grain. In this image of 
the [111 ]-oriented grain, the projected  width o f  all inclined {111} p lanes is 70 nm. O n  the 
basis of  their length and the extent of the ir  m otion (up to 300 nm ), the dislocations must 
there fo re  have m oved on the (111) plane parallel to the film/substrate interface. Because of  
this, the  observed m otion was te rm ed  “parallel glide” [7].

An im portan t consequence  of  glide occurring parallel to  the film/substrate interface is that 
the  Burgers vector o f  the dislocations, which m ust lie within the  (111) glide plane, is parallel 
to the plane o f  the film. However, the biaxial film stress that evolves in the film during 
therm al cycling does not p roduce  a resolved shear  stress on  this plane, and  it there fo re  
canno t be directly responsible for the m otion  of  parallel glide dislocations. Both  o f  these 
points, however, a re  addressed  by the constra ined  diffusional c reep  model [12], which aids 
the in te rp re ta t ion  o f  these experim ental results. As p red ic ted  by the  theoretical simulations 
and discussed fu r the r  below, parallel glide is a consequence  o f  constra ined  diffusional creep.

A dditional experim enta l observations have clarified several details  o f  this de fo rm ation  
mechanism. F igure 21 shows an o th e r  exam ple o f  parallel glide dislocations, extending  from

F ig u re  20. T ransm ission  e le c tro n  m icro g rap h  o f  p ara lle l g lide d is lo ca tio n s in a 200-nm  c o p p e r  film. T h e se  edge- 
o r ie n te d  d isloca tio n s u n d e rw en t g lide in th e  d irec tio n  o f  th e  d iffrac tio n  v ec to r  g. O n  th e  basis o f  th e  ex ten t o f  th e ir  
m o tio n , th e  only possib le  g lide p lane  is th e  ( I I I )  p lan e  p ara lle l to  ih e  f ilm -su b s tra te  in te rface .
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(a) (b)

F ig u re  21. (a )  T h re e  p ara lle l g lide d is lo ca tio n s  a re  visible in th is tran sm iss io n  e le c tro n  (T E M ) m ic ro g rap h  o f  a 
200-nm  co p p e r  film. T h e ir  (111) g lide  p lan e , w hich  is a lso  th e  p lan e  o f  th is im age, co n ta in s  the  B urgers vec to r 
b. (b )  T E M  o f  th e  sam e loca tio n , bu t w ith  a  d if fe re n t d iffrac tio n  v ecto r. T h e  th ree  p ara lle l glide d islo ca tio n s are  
invisible h e re , in d ica tin g  th a t b is p e rp e n d ic u la r  to  [J 11]. O n  th e  basis o f  th ese  im ages, b  m ust be p ara lle l to  [220], 
a n d  th e  d islo ca tio n s th u s have p re d o m in a n tly  ed g e  c h a ra c te r .

the twin in the middle of  the m icrographs  to  the grain boundary  at the  right. In Fig. 21(a), 
th ree  dislocations a re  visible, b u t  in Fig. 21(b), they are  invisible, indicating tha t the  Burg
ers vector is perpend icu la r  to  the [111] direction. M oreover, the  Burgers vector lies within 
the (111) p lane and  m ust the re fo re  be  parallel to  the  [220] diffraction vector in Fig. 21(a). 
T h e  dislocations thus have p redom inan tly  edge  charactcr ,  as they are  o r ien ted  roughly p e r 
pend icu la r  to b and  g in Fig. 21(a). This is a genera l fea tu re  o f  parallel glide dislocations, 
which are  always em itted  with edge  character .  D uring  subsequen t  glide, which can involve 
in teraction  with o th e r  dislocations and  with obstacles such as twins and grain boundaries, 
the parallel glide dislocations may bow in to  a curved shape  and  atta in  mixed character.

In-situ T E M  observations [7] have revealed  tha t  parallel glide dislocations are em itted  
from  sources at tr ip le  junc tions  and  grain boundaries .  Typically, these  grain boundaries  (or 
on e  of  the grain boundarie s  leading to  the  triple junc tion)  are  o r ien ted  roughly perpend icu la r  
to the  Burgers vector. This indicates tha t the diffusion wedge added  to the grain boundary  
is indeed  essentially an array  o f  edge dislocations, which are  eventually  em itted  and undergo 
parallel glide.

In all cases in which it was m easu red  [7, 45], the  tilt angle betw een  grains bound ing  a p a r 
allel glide source was found to  lie be tw een  6° and 6.5°. Tilting and diffraction experim ents 
n e a r  a (112) zone axis revealed  tha t the  tilt angle is 6°, not 66° (i.e., the  60° ambiguity inher
en t to  the com parison  o f  [111] e lec tron  diffraction p a tte rns  was e lim inated). This provided 
a key piece o f  in form ation  for input into the atomistic  s imulations [28, 30, 32] and allowed 
the in troduction o f  grain bou n d ar ie s  tha t w ere  suitable  for constra ined  diffusional creep  and 
the emission of  parallel glide dislocations in the sim ula ted  cooling experiments.

By tilting the specim en, o n e  can image the inclined grain boundaries  and observe the 
position o f  parallel glide dislocations by d e te rm in ing  exactly w here  they te rm inate .  T E M  
m icrographs [7] reveal that th e  d islocations m eet the grain bou n d ar ie s  at the f i lm -substrate  
interface. Thus, the  parallel glide p lane  is located at the  b o ttom  o f  the grain, albeit som e 
small distance above the  silicon nitride. From  high-resolution T E M  micrographs [47], it was 
observed  tha t the silicon n itride layer is n o t  atomically flat but, instead, contains hills and  val
leys, with a peak-to-valley height o f  approxim ate ly  2 nm. Given the observation that parallel 
glide occurs over large distances, w ithou t  cross-slip events, the  glide p lane  cannot lie directly 
a t the  f i lm -substra te  interface, but instead m ust be s itua ted  several n an o m e te rs  above it.
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Multiple families o f  parallel glide dislocations are  som etim es  also observed , as shown 
in Fig. 22. T h ree  families, each orien ted  roughly p e rpend icu la r  to one o f  the th re e  ( 1 10) 
directions within the (111) film plane, are  located at the bo ttom , right, and  top-left co rne rs  
o f  the grain. In contrast  to  o th e r  examples o f  parallel glide (e.g., Fig. 19), the  d is locations in 
Fig. 22 accom m odate  strain symmetrically within the film plane. This ap p ea rs  to  be  a result 
o f  the grain size, as smaller grains rarely exhibit multiple families of  dislocations.

Finally, co p p er  films passivated with an a lum inum  oxide layer were also investigated for 
com parison with the observations o f  the unpassivated films p resen ted  above. A lthough  their  
thickness and grain size are  identical to the unpassivated films, passivated films d o  n o t  exhibit 
parallel glide. Instead, th reading  dislocations are  genera ted . A s they glide th ro u g h  the film 
on  inclined {111} planes, they deposit s traight segm ents  a long (110) d irections at the f i lm - 
substrate  interface, as shown in Fig. 23. Passivation of  the film surface com plete ly  shuts  down 
parallel glide, providing s trong evidence that surface diffusion is an essential c o m p o n e n t  o f  
this defo rm ation  mechanism.

4.3. Interpretation of Experimental  O bserva t ions

T h e  observations o f  parallel glide can be explained with the help o f  the cons tra ined  diffu
sional creep  model. T he  finding that an unpassivated film surface is requ ired  for parallel 
glide supports  the  claim that constrained diffusional c reep  is the  m echanism  responsible  for 
stress relaxation and plastic defo rm ation  in ultra th in  co p p er  films. T he stress d ro p  observed 
during the first heating cycle of  a copper  film (e.g., in Fig. 17) is explained nicely by the c o n 
s tra ined diffusional c reep  model. Finally, o th e r  models o f  thin film d e fo rm ation  are  unable 
to explain parallel glide, as the biaxial film stress that evolves during  the rm al cycling does not 
g enera te  a resolved shear  stress on the (111) p lane  parallel to the substra te  an d  therefore  
canno t directly drive the dislocation motion p resen ted  here.

Because parallel glide is the  dom inan t  m ode  o f  dislocation m otion in co p p e r  films 200 nm 
and  th inner, and  as parallel glide appears  to be a co n sequence  of  constra ined  diffusional 
creep, we can check w hether  constra ined  diffusional c reep  m edia tes  the en tire  a m o u n t  of  
plasticity during a therm al cycle. According to the constra ined  diffusional c reep  m odel, a tom s 
diffuse from the surface into the grain boundaries  o f  a film un d e r  tension, assum ing that 
tem p era tu re  and  stress are  sufficiently high. For an appropria te ly  o r ien ted  grain, this is

F ig u re  22. T ransm ission  e lec tro n  m icro g rap h  o f a g ra in  exh ib iting  m u ltip le  fam ilies  o f  p ara lle l g lide  d isloca tions, 
o n e  each  at th e  b o tto m , righ t, and  to p  left c o rn e rs  o f  th e  g ra in . T h e  fam ilies a re  each  o r ie n te d  rough ly  p e rp e n d ic u la r  
to  o ne  o f  the  th re e  ( 110) d irec tio n s w ith in  the  {i 11) film  p lane .
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Figure 23. W hen  p assivated  w ith an  a lu m in u m  oxide layer, 200-nm  c o p p e r  film s no  lon g er exhibit para lle l glide. 
In s te a d , th re a d in g  d islo ca tio n s a re  ac tiv a ted , w hich  g lide  th ro u g h  the  film an d  g e n e ra te  s tra ig h t slip  traces al the 
liIm -su b s tra te  in te rfa c e .

equivalen t to  adding edge dislocations at the  grain boundary. For each edge dislocation, 
the addition  of  the extra half-planes increases the grain length by /?, the m agnitude of  the 
Burgers vector. We can therefore  calculate  how many parallel glide dislocations should exist 
within a given grain:

^ g r a i n  Aplastic ^ d ^  ( ^ 4 )

w here  c/grajn is the grain length parallel to b, £piastic is the plastic strain m easured  from  the 
s t re s s - te m p e ra tu re  plot for a therm al cycle, and  N(t is the n um ber o f  parallel glide disloca
tions.

A pplication  of  Eq. (54) to T E M  observations yields excellent agreem ent. In Fig. 24, a 
schem atic  of  the grain and parallel glide dislocations from Fig. 20, tilted back to simulate a 
th ree-d im ensiona l  view, has been drawn. T h e  paralle l glide plane, shaded  gray in the figure, 
is loca ted  at the bo ttom  of the grain, n ea r  the f i lm -substra te  interface. T he  dislocations are 
roughly perpend icu la r  to b and are  d is tr ibu ted  over the length of  the grain. T he  relevant 
values  for Eq. (54) are  c/grain =  400 nm and  £piastic =  0.30% for a 200-nm copper  film. The 
req u ired  n u m b er  of  dislocations is thus N (l =  4.7. Four dislocations were observed in the 
grain. T he  rem ainder, 0.7, is insufficient to necessitate the emission o f  a fifth dislocation.

Figure  24. S ch em atic  o f  th e  g ra in  and  p a ra lle l g lide  d is lo ca tio n s  from  Fig. 20. T h e  glide p lane  is a t the  bo tto m  
o f  th e  g ra in , n e a r  th e  film -su b s tra te  in te rfa c e , a n d  th e  d is lo ca tio n s  a re  d is tr ib u ted  across th e  w id th  o f  th e  g rain . 
T h e  n u m b e r  o f  p ara lle l g lide  d islo ca tio n s c o r re sp o n d s  to  th e  averag e  am o u n t o f  p lastic  s tra in  exh ib ited  by th e  film 
d u r in g  th e rm a l cycling.
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M ore  specifically, however, this “ missing” partial dislocation should simply rem ain  in the 
grain boundary , as the re  is no driving force for its emission.

In o th e r  w ords, a c r i te r ion  for the  occurrence  of  parallel glide is the presence o f  m ulti
ple d islocations in a grain  boundary. O nce  an additional dislocation, o r  perhaps  a partial 
d islocation, is fo rm e d  in the grain boundary , the repulsive force between them  causes the 
emission of  the first dislocation into the grain. Based on com parisons between Eq. (54) and 
T E M  observations,  the  presence  of  a partial dislocation appears  to be the m ore  likely case. 
This leads to  a slightly modified equa tion  that accounts for the emission criterion:

F or  larger grains, w here  m any dislocations should undergo  glide, the difference be tw een  
Eqs. (54) and  (55) may be insignificant. However, as grain size decreases tow ard the 
nano reg im e , the exact fo rm  of Eq. (55) becom es im portan t. T he  additional 1/2 may need  
to be rep laced  by a d ifferen t quantity, but this possibility requires further investigation.

A  co nsequence  o f  Eqs. (54) and (55) is that there  is a critical length scale for the fo rm ation  
of  a parallel glide dislocation; namely, roughly b / e p|.,stic. In grains smaller than this quantity, 
less than a single d is location  is required  to m ed ia te  the en tire  am ount of  plasticity. In this 
case, the partia l d is location  rem ains in the grain boundary . Indeed, almost no dislocation 
m otion  is observed  in 50-nm  co p p er  films, which undergo  a plastic strain of  0 .25% during 
a therm al cycle and the re fo re  have /^/ep|UStic =  102 nm. T he  m edian grain size in a 50-nm 
c o p p e r  film is only 99 nm  (i.e., m ore  than  half of the grains require  less than a single parallel 
glide d islocation, an d  only a small minority of the grains are sufficiently large [>150 nm] for 
paralle l glide to  occur a t all). In 50-nm films, parallel glide was observed in relatively large 
grains (i.e., > 2 0 0  nm ), support ing  the concept o f  a critical length scalc.

T h e  m ultip le  families o f  parallel gljdc dislocations in Fig. 22 indicate that plastic strain 
is a cc o m m o d a ted  along  all possible (110) directions within the (111) film plane, as should 
be the case fo r  an  equibiaxial stress state. In many cases, especially in smaller grains, parallel 
glide occurs in only o n e  o r  two directions. This is likely a result of the charac ter  o f  the 
rem ain ing  grain  b oundar ie s ,  which may allow som e degree of  diffusion but still be unsuitable  
for the em ission o f  parallel glide dislocations. In addition, in small grains, the emission of 
parallel glide d islocations from a grain boundary  may a lter the  stress state sufficiently to 
h inder  the  insertion  o f  diffusion wedges into the rem ain ing  grain  boundaries.

C o p p e r  films with 200 nm  thickness have been  p resen ted  h e re  to illustrate parallel glide. 
A lthough  these  films, which yielded the T E M  observations p resen ted  above, a re  th icker than 
those tha t  w ere  s im ula ted , it has been  experimentally  confirm ed [7] that parallel glide is 
the d o m in a n t  m o d e  o f  dislocation m otion  in films be tw een  50 and 200 nm thick. N ote  that 
50-nm films exhibit little dislocation activity, but that which does occur always takes place 
via parallel glide.

Parallel glide is a conseq u en ce  o f  constra ined  diffusional c reep  (i.e., the actual d e fo rm a 
tion m echan ism  is con s tra in ed  diffusional creep). The  m otion  o f  parallel glide dislocations 
does  not m ed ia te  plasticity. R a the r ,  it redistributes, across the width of the grain, the strain 
fields o f  the  edge  dislocations con ta ined  within the diffusion wedges. By the time parallel 
glide occurs, co ns tra ined  diffusional c reep  has already provided  plastic strain by increasing 
the gra in  d im ension . T hus ,  in te rm s of strain accom m odation , it does not m a tte r  where the 
paralle l glide dislocations are  situated within the grain. This is fundamentally  different from 
conven tiona l d islocation slip and  thread ing  dislocation m otion , which progressively m edia te  
plastic s tra in  as glide occurs.

In addition  to a iding the  in te rp re ta t ion  o f  the T E M  observations of  parallel glide, the  con
stra ined  diffusional c reep  m odel  can be used to genera te  the s tre ss - tem pera tu re  curve for a 
the rm al cycle. This was d o n e  by Weiss el al. [25] for co p p er  films, although certain d iscrep
ancies be tw een  s im u la ted  and  experim ental curves could no t be overcome. The m odel has

(55)

5. MODELING THE EXPERIMENTAL RESULTS WITH 
CONTINUUM THEORY
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since been modified to  include a th resho ld  stress for constra ined  diffusional creep , which 
has led to  b e t te r  ag reem ent in the h igh -tem pera tu re  regime, as p re se n te d  below.

5.1. Experimental Estimate of the Threshold Stress
Experim enta l results provided an es tim ate  o f  the threshold  stress in thin c o p p e r  films. 
C o n s tan t- tem p era tu re  stress relaxation experim ents  w ere  p e r fo rm e d  with films ranging  in 
thickness from  100 nm to 2 fim. D uring  cooling from 500° C, the sam ple  was held  a t  250°C 
for 16 h, and the  am oun t of  stress reduction  was m onitored . T h e  final stress m ea su re d  in 
each film is listed in Table 3. For film thicknesses betw een  100 nm and  1 /xm, the relaxed 
stress level is very consistent, with an average value o f  81 M Pa [see also Fig. 10(b)], T h is  is 
surprising, given the large variation in stress as a function o f  film thickness, as d e te rm in e d  
from  standard  therm al cycles. Only the  2-/xm film exhibits a lower stress.

T h e  da ta  in Table 3 indicate tha t the concept o f  a threshold  s tress for con s tra in ed  dif
fusional c reep  is valid for all co p p e r  films below m icrom eter  size. It is also in a g reem en t  
with the no tion  o f  an a therm al stress co m p o n en t  in thin films, as discussed by Kobrinsky 
et al. [2, 48, 49]. T h e  a therm al stress can n o t  be relaxed by therm ally  activated  m echan ism s 
such as constra ined  diffusional creep . K obrinsky’s results [2, 48] a lso indicate  a thickness- 
ind ep en d en t  th resho ld  stress for silver films betw een  250 and  860 nm.

5.2. Fit of the Continuum Theory to Experimental Results
In this section we discuss some fits o f  the  ex tended  con tinuum  m echan ics  m odel with th re sh 
old stress to  the  experim ental results.

5.2.1. Modeling of Thermal Cycling Experiments
As rep o r ted  in Refs. [25, 50], the grain boundary  diffusivity for c o p p e r  is given by

V V r )  = 5  X  1 0 - 1 5 e x p ( “ H ) m " s ~ 1 ( 5 6 )

with activation energy Qh =  104 kJ/mole. We consider two film th icknesses  o f  100 and 
600 nm. T h e  th resho ld  stresses for the grain boundary  average s tress  a re  e s t im a ted  from 
the experim entally  m easured  average stress in the film by Eq. (32) an d  are  app ro x im ated  
to b e  <r,+ =  65 M Pa and c t ~  =  —65 M Pa. In the following text w e assum e  tha t  E  =  124 
G P a ,  v =  0.34 and  A a  =  1.3 x  10"5 K 1. In Figs. 25 and 26 we show  a  com parison  be tw een  
experim ent and  the continuum  m odel with th reshold  stress for s teady -s ta te  th e rm a l  cycling 
o f  thin  films o f  thickness /if ^  100 nm  (Fig. 25) and  600 nm (Fig. 26).

In both cases, som e qualitative a g reem en t  is found, especially at e leva ted  tem p era tu res .  
For the  600-nm  film, the ag reem en t  at low tem p era tu res  during th e  cooling  cycle (u p p e r  
curve) is not as good  as for high tem p era tu res .  This could partly be  exp la ined  by th e  fact that,  
because  o f  the ra th e r  large film thickness, no t only parallel glide d is locations are  p resen t ,  bu t 
th read ing  dislocations are  also n u c lea ted  and  relieve stresses, as observed  in the  ex per im en t 
in Ref. [7]. D ur ing  cooling of  the film, diffusional c reep  dom ina tes  at high te m p e ra tu re s ,  bu t 
th read ing  dislocations may d om ina te  at low tem pera tu res .  Because  the  co n t in u u m  m odel 
does  no t accoun t for th reading dislocations, the  stresses at low te m p e ra tu re s  (u p p e r  left 
c o rn e r  in the p lo t)  a re  overestim ated. A t high tem p era tu res  d u r in g  th e  hea ting  cycle, the  
stress at the  grain  boundary  relaxes to the  value associated with the  th resh o ld  stress cr~, and

T ab le  3. A verage  film stre sses  m e a su re d  a f te r  iso th e rm a l re lax a tio n  a t 250°C  fo r 16 h.

/i, (n m ) 100 200 800 1000 2000

f r : 5( FC\  tc taxed 80 73 85 85 43

N ote:  A ll film s b e tw e en  100 nm  a n d  1 /xm  e x h ib it n ea rly  th e  sam e s tress , w ith  a n  a v e ra g e  v a lu e  o f  
SI M P a . O n  th e  basis  o f  the  e x p e rim e n ta l d a ta . 65 M P a w as ta k e n  to  be  th e  th re s h o ld  s tre s s  a t  th e  
g ra in  b o u n d a ry ; th a t is, th e  h ig h - te m p e ra tu re  flow  s tre ss  o f  th in  c o p p e r  film s fo llo w in g  m a x im u m  
re la x a tio n  by c o n s tra in e d  d iffu s io n a l c re e p .
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300 400 500 600 700 800

T e m p e ra tu re  T  (K)

F ig u re  25. Fit o f  c o n tin u u m  m odel w ith  th re sh o ld  s tress  to  th e  ex p e rim en ta l d a ta  fro m  Fig. 17. T h e  film th ick n ess 
is /?, =  100 nm  a n d  g ra in  b o u n d a ry  d iffusiv ities a re  as in Ref. [50].

the  experim ental m easu rem en ts  and con tinuum  modeling of  the average stress in the film 
agree  quite reasonably.

T he  fits show that the  in troduction  o f  a threshold  stress based  on  experimental d a ta  r e p 
resents  an im provem ent o f  the  previous model. Unlike in Ref. [25], where the grain size had 
to be adjusted to  improve ag reem en t,  the p a ram e te rs  used here  are  identical to  those used 
in the experim ents  (sam e grain size, sam e ratio  of  grain size to  grain  d iam eter, same cooling 
and  heating rates, etc.). T he  most im portan t  difference is tha t w ithout the th reshold  stress, 
the  numerically es tim ated  curves are  very “ th in” in con tras t  to th e  experim enta l results. T he  
therm al slope, which is ap p a ren t  at high tem p era tu res  during the  cooling cycle, can only be 
rep roduced  with the genera lized  model, including a threshold  stress.

x108
10 r  ' '

o
V)
CD
to
|
^  0 -

- 5  — 
200

F ig u re  26. Fit o f  c o n tin u u m  m o d el w ith  th resh o ld  s tress  to  ex p e rim en ta l d a ta . T h e  film th ickness is //, =  600 nm  
a n d  grain  b o u n d ary  d iffusiv iiies a re  as in Ref. [50].

300 400 500 600 700 800

T e m p e ra tu r e  T  (K)
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5.2.2. Estimation of Diffusivities from Experimental Data
A n o th e r  interesting aspect is the es tim ation  o f  diffusivities from  the  experim ental data. It 
can he observed in Fig. 26 that the  stress decrease  in the first hea ting  cycle is larger in the 
experim ent than in the simulation. W hen  the diffusivities rep o r ted  in the l iterature  are  used, 
the maximum compressive stress is overes t im ated  by a factor o f  two (a similar observation 
was also m ade in the p ap e r  by Weiss et al. [25], Fig. 10). This could be because the diffusivi
ties used in the continuum  m echanics m odel are  smaller than the actual experim ental value. 
Figure 27 shows a fit of  the  con tinuum  m echanics m odel to the  experim enta l data , with a 
threshold  stress a,  =  - 6 5  M Pa fo r  a 600-nm film, as ob ta ined  from  experim ent (see discus
sion above). Fitting the m aximum com pressive stress to  the experim enta l  results by adjusting 
the diffusivity yields a diffusivity 80 times h igher than  in the l i te ra ture .  Possible reasons for 
this could be the fact that the grain boundary  s truc tu re  strongly influences the diffusivities. 
In the literature, a depen d en ce  o f  the diffusivities on  grain boundary  structure  has been 
p roposed  (for fu r ther  discussion, see, for instance, Refs. [28, 35]). Such considerations have 
not been taken into account in m odeling  diffusion in thin films so far, bu t they may explain 
the observations discussed above.

T h e  fitted grain boundary  diffusivity is given by

SgbD gb( 7 )  =  4 x 10- I3c x p ( — n r V 1 (57)

T h e  characteristic time for a film with /?, =  20 nm at a te m p e ra tu re  of  abou t 90%  o f  the 
melting point is then on the o rd e r  o f  10"8 s. This supports  the idea that constrained grain 
boundary  diffusion can be m odeled  with classical m olecular  dynamics, as such simulations 
are  typically limited to a timescale o f  a ro u n d  1 x 10~8 s [28, 33].

Finally, we com pare  calculations with the new es tim ate  for diffusivities to the experimental 
results. In Fig. 28 we show a com parison  o f  experim en t and  the  con tinuum  model with 
th reshold  stress for steady-state th e rm a l  cycling o f  thin films with film thickness /?, ^  100 nm. 
In Fig. 29 we show a com parison  o f  experim en t and  the co n tinuum  model with threshold 
stress for film thickness //, ^  600 nm.

6 .  M A P  O F  P L A S T I C  D E F O R M A T I O N  M E C H A N I S M S

T h e  results from the num erical m odeling  to g e th e r  with the experim enta l findings [7] 
w ere  used to qualitatively describe different de fo rm ation  m echanism s tha t occur in sub
micron thin films. It was p roposed  in Ref. [30] tha t there  exist fo u r  different defo rm ation  
regimes: (A) defo rm ation  with th read ing  dislocations, (B) co n s tra ined  diffusional c reep  with

T e m p e ra tu r e  T  (K)

F ig u re  27. Fit o f  difl'usivities to the  exp e r im en ta l  d a t a  b a s e d  on  the  first h ea l ing  c u rv e  o f  the  600-nm film.
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o  1s t  c y c le  e x p e r im e n t 

□ 2nd  cy c le  e x p e r im e n t 

■ — ■ 1s t  cy c le  c o n tin u u m  m o d el 

2nd c y c le  c o n tin u u m  m o d el

300 400 500 600

T e m p e ra tu re  T  (K)

700 800

F ig u re  28. Fit o f  co n tin u u m  m o d e l w ith th re sh o ld  s tress to  ex p e rim en ta l d a ta . T h e  Him th ickness is /i, =  100 nm , 
a n d  g ra in  b o u n d a ry  d iffusiv ities a re  fitted  to  ex p e rim en ta l d a ta .

subsequen t parallel glide, (C ) constra ined  diffusional c reep  w ithout parallel glide, and  finally, 
for the thinnest films, an d  (D ) no stress relaxation m echanism  (no  diffusion and no dis
location m otion possible). A  schem atic  “defo rm ation  m a p ” is p lo tted  in Fig. 30. This plot 
shows the critical applied stress to  initiate different m echanism s of d e fo rm ation  as a function 
o f  the film thickness. N ote  that it is assum ed that loading is applied  very slowly and that 
tem p era tu re  is sufficiently high fo r  diffusive processes to  occur.

T he  critical applied stress  to nuclea te  th read ing  dislocations scales with 1 //?,• [4-6]. T he
1 / / i f scaling has also been  found  in two-dimensional m olecu la r  dynamics s im ulations [34]. 
For films thicker than a m a te r ia l-d ep en d en t  value, regime (A ) is the  dom in an t  d e fo rm a 
tion mechanism. For th in n e r  films, the stress necessary to nuc lea te  th read ing  dislocations is 
larger than that required  to initiate grain boundary  diffusion. In this regime (B), diffusion 
dom ina tes  stress relaxation and causes a p la teau  in the flow' stress, as shown by experim enta l

o  1s t  c y c le  e x p e r im e n t 

□ 2nd  c y c le  e x p e r im e n t

— . 1 s t  cy c le  co n tin u u m  m o d e l

—  2nd  cy c le  co n tin u u m  m o d el

200 300 400 500 600

T e m p e ra tu re  T  (K)

700 800

F ig u re  29. Fit o f  co n tin u u m  m o d el w ith  th re sh o ld  stress to  ex p e rim en ta l d a ta . T h e  film th ickness is /?, — 600 nm , 
a n d  grain  b o u n d ary  d iffusiv ities a re  f itted  to  ex p e rim en ta l d a ta .
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F ig u re  30. D efo rm a tio n  m ap  o f  th in  films as a fun c tio n  o f  film th ickness, su m m a riz in g  d iffe ren t stress re lax a tio n  
m ech an ism s in u ltra th in  films o n  su b s tra te s  [30].

results [7, 8] and  la ter  by discrete  dislocation m odeling [31]. Parallel glide helps to sustain 
grain boundary  diffusion until the overall stress level is below the  diffusion threshold, which 
is ind ep en d en t  o f  the film thickness. F or  yet th inner  films, ou r  M D  sim ulations revealed that 
grain boundary  diffusion stops before  a sufficient stress concen tra t io n  for triggering parallel 
glide is ob tained. T he  onset o f  regime (C) can be described by th e  scaling of  the critical 
nucleation  stress for parallel glide with 1 f h \  (s =  0.5 for the h o m o g en eo u s  film/substrate 
case). In this regime, the flow stress again increases for smaller films due  to the back stress 
of  the  climb dislocations in the grain  boundary , effectively s topp ing  fu r ther  grain b o u n d 
ary diffusion. If the  applied  stress is lower than the critical stress fo r  diffusion, no stress 
re laxation is possible. This is re fe rred  to as regime (D).

T h e  yield stress of  thin films resulting from these considera tions is sum m arized  in Fig. 31 
for d ifferent film thicknesses. For th icker films, the  s trength  increase is inversely p roportional 
to the film thickness, as has been  shown in several theoretical an d  experimental studies 
[I, 5, 7, 9]. If the film thickness is small enough  such that grain bou n d ary  diffusion and 
paralle l glide are the prevailing d e fo rm ation  mechanism s, the film strength  is essentially 
in d ep en d en t  o f  /zf, as seen in experim en t [7] an d  as la ter shown by the  discrete dislocation 
model [31]. However, for films th inner  than  h { ^  30 nm, discrete  dislocation modeling [31] 
pred ic ts  a fu r the r  increase in s treng th  with decreasing  film thickness.

F ig u re  31 . S tre n g th  o f  th in  film s as a fu n c tio n  o f  film th ickness. T h e  film th ick n ess o f  hf ^  400 nm , as well as the  
p la te a u  y ield  s tress  o f  0 .64  G P a, a re  tak en  from  e x p e r im e n ta l resu lts  [7, 8j. F u r th e r  d e ta ils  a re  given in Ref. [30].
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The existing unders tand ing  is mostly qualitative. A  few da ta  points from experim ent,  sim
ulation, or  theory were taken to draw  the defo rm ation  map. Future studies could focus on a 
m ore  quantita tive study of the d ifferent defo rm ation  m echanism s and  provide a systematic 
study o f  transition from one regime to the o ther. M esoscopic s im ulations [31], as applied 
to constrained diffusional c reep  and nucleation o f  parallel glide dislocations, could play an 
im portan t role in these studies.

7. SUMMARY AND CONCLUSIONS
In this chap te r  we have reviewed recent theoretical,  numerical, and  experim enta l activities 
investigating the mechanical p ropert ies  o f  submicron thin films on substrates.

Theoretical modeling p red ic ted  the existence of  so-called grain boundary  diffusion wedges. 
This model was la ter successfully used to explain experim enta l observations of  parallel glide 
dislocations, which verified the  prediction  that dislocations with Burgers vec to r parallel to 
the film plane could be em itted  from the tip o f  a diffusion wedge. T h e  experim enta l results, 
together with the theoretical p redictions, guided m olecular  dynamics studies that confirm ed 
this conccpt at the a tom ic scale.

A new and significant result rep o r ted  in this chap te r  is the m odeling of  therm al cycling 
of  ultrathin films using con tinuum  theories. With the new concept o f  a threshold  stress, we 
qualitatively reproduced  experim enta l results. Additional discussion was devoted to estim ates 
of  the grain boundary  diffusivity from experim ental da ta . It w'as found that diffusivities 
are  higher than rep o r ted  in the classical l iterature  [50], which may be a t tr ibu ted  to the 
dependence  o f  diffusivities on  the grain boundary  s tructure . A d e fo rm ation  m ap  describing 
num erous  novel de fo rm ation  m echanism s in thin metal films was deve loped  to sum m arize 
the main findings.

The examples rep o r ted  in this ch ap te r  exemplify the richness of p h e n o m e n a  tha t can occur 
as the dimensions o f  m ateria ls  shrink to n an o m e te r  scale.
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1. INTRODUCTION
The developm ent of  processes to produce fullcrcncs and carbon  nanotubes has largely been  
empirical. Fullerenes were first discovered in the soot p roduced  by laser ab lation  o f  graphite  
[1] and then in the soot of  electric arc evaporated  carbon  [2]. Techniques an d  conditions 
for producing larger and larger quantities  o f  fullerenes d ep en d ed  mainly on tr ia l-and-erro r  
empirical variations of  these processes, with a ttem pts  to  scale them up by using larger e lec
trodes and targets and higher power. Various concepts o f  how fullerenes and carbon  nano- 
tubcs were form ed were put forth, but very little was done  based  on chemical kinetics of  the 
reactions. This was mainly due  to the complex mixture o f  species and complex na tu re  o f  co n 
ditions in the reactors. T em pera tu res  in the reac tors  varied from several th o usand  degrees 
Kelvin down to near  room  tem pera tu re .  T h e re  a re  h undreds  of  species possible, ranging 
from atomic carbon to large clusters o f  carbonaceous  soot, metallic catalyst a tom s  to metal 
clusters, to complexes of  metals and carbon. Most of  the chemical kinetics o f  the reactions 
and the therm odynam ic  p roperties  o f  clusters and com plexes have only been  approxim ated . 
In addition, flow conditions in the reactors are  transient or  unsteady and three-dim ensional, 
with s teep spatial gradients  o f  tem p era tu re  and species concentrations. All these factors 
m ake com puta tional simulations o f  reactors very com plex and  challenging.

This article addresses the developm ent o f  the chemical reactions involved in fullerene 
production and extends this to production  of  carbon nan o tu b cs  by the laser ablation/oven 
process and by the electric arc evaporation  process. In addition , the h igh-pressure  ca r 
bon monoxide (H iPco) process is discussed. T he  article is in several parts. T h e  first one 
addresses the therm ochem ical aspects o f  modeling and considers  the deve lopm ent o f  chem i
cal ra te  equations, estim ates o f  reaction rates, and the rm odynam ic  properties  w here  they are 
available. T he second part addresses modeling of  the arc  process  for fullerene and carbon 
nano tube  production using 0D, ID, and 2D, fluid flow models. T h e  third part addresses sim
ulations o f  the pulsed laser ablation process using t im e-d ep en d en t  techniques in 2D, and a 
steady-state 2D simulation o f  a con tinuous laser ab lation  process. The fourth part  addresses 
steady-state modeling in 0D  and 2D of the H iPco  process. In each o f  the simulations, there 
is a variety o f  simplifications that are m ade  that enable  one  to  concen tra te  on one aspect o r  
ano the r  of the process. T here  are simplifications tha t can be m ad e  to the chemical reaction 
models (e.g., reduction in n um ber  of  species by lum ping som e of them toge ther  in a rep re 
sentative species). O th e r  simulations are  carried ou t by elim inating  the chemistry altogether 
in o rd e r  to concentra te  on the fluid dynamics. W hen solving problem s with a large n u m 
ber of  species in m ore  than one  spatial dimension, it is a lm ost imperative that the problem 
be decoupled  by solving for the fluid dynamics to find the fluid motion and  tem pera tu re  
history of  “particles '’ o f  fluid moving through a reactor. T hen , one can solve the chemical 
rate equations with complex chemistry following the te m p e ra tu re  and pressure  history. O ne 
difficulty is that often, mixing with an am bien t gas is involved. T here fo re ,  one  needs to take 
dilution and mixing into account. This changes the ra tio  o f  ca rbon  species to background 
gas. Commercially available codes may have no provision for including dilution as part of  
the  input. O ne  must write special solvers for including dilu tion  in decoupled problems.



Chem ical R eaction  and  Flow M odeling  in Fu llerene  and N an o tu b e  P roduction 2 5 3

T h e  articlc addresses  both fu llerene production  and single-wall carbon nanotube 
(S W C N T ) production . T h e re  are at least two schem es or  concepts o f  S W C N T  growth. This 
article will only address  growth in the gas phase by carbon  and catalyst cluster growth and 
SW C N T  form ation  by the addition  o f  carbon. T here  are  o th e r  models that conceive of  
SW C N T  growth as a phase separa tion  process from clusters m ade up of  carbon and  metal 
catalyst, with the carbon  precipita ting  from  the c luster as it cools. We will not deal with that 
concept in this article. Further research  is needed  to de te rm ine  the rates at which these 
com posite  clusters form , evaporate ,  and segregate.

2. REACTION SCHEMES AND 
THERMODYNAMIC PROPERTIES

This section deals with the fo rm ation  o f  fu llerenes  and SW CN Ts via p recursor species, clus
ters o f  carbon , and metal catalysts. Two basic processes are  considered: one being processes 
tha t involve carbon  vaporized at high tem p era tu res  such as the arc process and the laser ab la 
tion process; the o th e r  a gas phase process in which carbon  is supplied  by carbon  monoxide 
at high pressure  (the H iPco process).

2.1. Carbon and Fullerene Kinetics
Various w orkers  have s tudied  the kinetics o f  the form ation  o f  carbon  clusters. Bernholc  and 
Phillips [3] solved the  Smoluchowski equa tions  for carbon  clusters C„ up to n =  25 using a 
reaction probability, o r  kernel, based  on a scaled derivative o f  the G ibbs free energy. T he ir  
work included bo th  negative and  positive ions, in addition to  neutral clusters. Using this 
technique, they pred ic ted  the distribution o f  clusters, including the presence o f  magic n u m 
bers. Creasy and  B ren n a  [4, 5] used a simple m odel in which clusters grew by a t tachm ent 
o f  only the small clusters C, C 2, and  C 3. T h e  reaction ra tes  were es tim ated  from gas kinetic 
rates. Subsequently, Creasy [6] developed  m ore  complex reaction m odels  that allowed for 
multiple steps, in an a t tem p t  to account for “magic n u m b e r” clusters. His analysis p roduced  
cluster  and fullerene distributions up  to  abou t n =  450 that d ep ended  on the initial concen
tra tion  o f  small carbon  molecules. T h e  h igher the initial density, the g rea te r  was the average 
size cluster, and  the m ore the d is tribution shifted tow ard larger clusters at steady state. The  
reaction rates in the ir  model did no t dep en d  on tem pera tu re .

2.1. 1. Model of Krestinin and Moravsky
Krestinin e t  al. [7] developed a reaction schem e for fullerene form ation. Krestinin and 
M oravsky [8] applied  the model to  an  arc  process, w here  they achieved reasonable  ag reem ent 
with m easu red  fu l lerene  production , considering  the approxim ations m ade in the arc flow 
field. They were able to  explain the  relatively constan t  ra tio  o f  Q )0 to C 70 seen in arc exper
iments. T h e  objective o f  the ir  m odel was to depict carbon  vapor condensa tion  in an arc 
reactor . Because o f  the  lack o f  th e rm odynam ic  d a ta  for the various clusters, the  model was 
fo rm ula ted , to  the ex ten t necessary, no t to rely on that data . Many reactions are  written as 
s ep a ra te  forward and  backward reactions, o r  only in te rm s o f  condensa tion  and not decom 
position o f  clusters. They rejected fo rm ula t ing  a schem e tha t includes all carbon  clusters, 
as well as their  ions, due to the complexity o f  experim ental verification. As experimental 
d a ta  becom es available and simulations are  m ade, the  model can be validated and rate  coef
ficients and  reac tions can be refined. T he ir  ra tes are  based on m easu rem en ts  using ionic 
gas ch rom atog raphy  published in the l i te ra tu re  [9-12]. C arbon  clusters up to n = 3 1  are 
a ssum ed  to  be highly reactive chains, cycles, and  polycycles. Clusters  with n =  32 to 79 are 
closed shells, w here  the m ain growth o r  decom posit ion  is from C ? a t tachm ent o r  de tachm ent,  
respectively. T h a t  o d d -n clusters are  less stable than  even clusters is a ttr ibu ted  to a lack of  
resonance  stabilization. T he ir  model reflects a 251-kJ/mol lower enthalpy o f  form ation  of  
even-/? n u m b e re d  clusters as com p ared  with odd-// nu m b ered  clusters. U pon decom position, 
od d  clusters tend to eject C, ra th e r  than C 2 [13]. Clusters  with n — 80 o r  g rea te r  are  assumed 
to be soot (d en o ted  Z  in the tables). In the  calculations o f  Krestinin et al. [7], they assum ed 
tha t  soot takes on a size distribution and  tha t soot reactions are  heterogeneous.  T he reaction
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rate then depends  on the surface a rea  o f  the soot particle. (In later applications [14] o f  this 
model to n ano tube  production  discussed in this article, the model is modified so that soot is 
t rea ted  as a single gas phase  species.)

Reaction equations and rate coefficients from [7] are  given in A rrhen ius  form  in Table 1 
for the fullerene model.

* =  -4=XP ( ^ f )  (1)

T he  therm odynam ic  p ropert ie s  for these clusters were d e te rm ined  from existing d a ta  for 
C, [15], C 2, [16], C 3- C 10, [17], and  C f,()F and C 7()F, [18]. T he  enthalpy of  form ation  for clusters

T able 1. G as  p h ase  chem istry  fo r F u lle ren e  m o d e l.;i

A
R eaction  ( c m 's  1 m ol 1) P

E /R
(K )

1. C h em istry  o f  sm all c lu s te rs  (C ,—C |(>)
C +  C  <-► C2 2.00 X 1014 0 0
C +  C> -  C \ 2.00 x  10M 0 0
C : +  C , ~  C \ +  C 2.00 x  10'5 0 9040
C : +  C: ~  C 4 2,00 x  10N 0 0
c ,  +  c \  -  c 4 2.00 x  I0 |J 0 0
C , +  Q  ~ C 5 2.00 x  It)14 0 0
C , +  c ,  -  c< 2.00 x I0 14 0 0
Q i m +  Qw +* Qr 2.00 x  l ()14 0 0
n =  6, 10 and  m  =  1, n /2

2. C h em istry  o f  cycles an d  polycycles (C n _ Q i i )
c  +  c  Cii ni ' in n 2.00 X 1014 0 0
n — 11 .31  an d  m  — 1. 15

3. F o rm a tio n  o f  fu lle ren es

Q i m +  Qw *+ Q i 2.00 x  1014 0 0
n — 32, 46 an d  n  — 31 < m  < 15

4. G ro w th  o f  fu lle ren e  shells
Q i +  c  +* 2.00 x  10N 0 0
n — 32, 78 exclud ing  n — 59. 69
Q , +• Q  -  q ,+3 ~ 4 .00  x  10os 0 0
Q , , : -  Q  +  C : 3.20 x  101- 0 61900
n =  32, 5C) exclud ing  n =  58
Q» -f C 2 -  Q , 1 4.00 x  10(W 0 0
Q i+2 ~ Q i  +  C \ 3 .20  x  10" 0 61900
n — 60, 77 exclud ing  n =  68
Q< +  Q  <-> C ,I+2 +  c 1.00 X 1015 0 0
n  =  32, 77

5. F o rm a tio n  an d  decay o f  fu lle ren e  m o lecu les

Qjii Cm- 5.00 x  10'3 0 37745
C-59 C * Q,|)p 2.00 x  1()IJ 0 0
Q»K "1" C 2 —>■ C h(|f 4.00 x  u r 0 -3 0 1 9 6

^ 111 IF * Q'H Q 8.00 x 1012 0 61900

Q s  +  Q  —* Q«n- + ( 8.00 x  1014 0 0

( hi ip “I" ^  —v c (vl 2.00 x 1011 0 10065

C■ ft»F +  Q  Q .: 2.00 x  101’ 0 10065

C tiitp +  Q t -* C <*:- 2.00 x  1()15 0 10065
C ?i) —> C. 1.20 x 10" 0 37745
C w +  C  -  c 7!), 2.00 x 1014 0 0
Q,x +  C : c 7nl 4 .00  x l()l,s 0 -3 0 6 0 0

7di- ~* v (,s +  'C: 2.50 x  1014 0 0
C ,s +  C t -  C 7(1| +  c 1.40 x 101’ 0 49925

Qop +  C 71 2.00 x 10i3 0 10065
c 7rlF +  c ,  —> c 7. 2.00 x K)| ; 0 10065
C-|,| -f C —* C -j +  c 2.00 x I0 1' 0 10065

■' F o rw a rd  ra te  c o n s t a n t  k arc c a lcu la ted  assu m in g  A r rh e n iu s  te m p e ra tu re  
d e p e n d e n c e  k — .-1 / ’,J exp ( -  j^r ) w h ere  I is the  p re -e x p o n e n tia l  1 ac to r. £  is 
th e  te m p e ra tu re  ex p o n e n t, an d  /•.' is th e  ac tiv a tio n  en e rg y . C o n s ta n ts  . I , /J. and  

a re  fro n t K resjin in  et a!. [7j.
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with // — 11 to  59, 61 to 69, and 71 to 79 were est im ated  by in terpola ting  the values between 
n =  10 and  60. T h e  en tropy  of fo rm ation  was est im ated  by in terpola tion  betw een n =  5 and 
60. T h e  specific heats  were set a t  values co rrespond ing  to T > 2000 K w here  fully excited 
v ibration and ro ta tion  is achieved. T h en ,  C p / R  =  3/7 — 2 for n > 6. T he  com ple te  set of 
the rm odynam ic  coefficients for the fu llerene  m odel is listed in Table 2. T hese  coefficients 
are  in the old NASA fo rm at w here  the various therm odynam ic  functions are  calculated by 
the formulas:

w here  R  is the  universal gas constant,  h , is the specific enthalpy o f  the / th species, and s { is 
the specific entropy. For the clusters for which therm odynam ic  p roper t ie s  were in terpolated , 
it can be seen from the values in Table 2, that Cpi and sf a re  constan t with respect to 
tem p era tu re .  Thus, they are ra the r  approxim ate . In most simulations, this does  not pose a 
p rob lem  because o f  dilution. T he  fully excited approxim ation  for Cp is not very significant 
due  to  dilution and  the  high tem p era tu res  used in production  o f  fu llerenes and nanotubes. 
In such case, the energy equation  for the flow does not depend  significantly on the energetics 
o f  the  carbon  reactions.

2.1.2. Reduced Carbon Cluster Scheme
Because o f  the significant c o m p u te r  tim e required  for m odels con ta in ing  large num bers  of 
species used in com pu ta tiona l  fluid dynam ic (C F D )  simulations, large m odels are  impractical 
for s im ulating  complex t im e-dependen t flows, such as pulsed laser ablation . To overcom e this 
limitation o f  C F D  codes, it is a lm ost im perative that the n u m b er  o f  species in the chemical 
reac tion  models be reduced  to a m anageab le  num ber.  An effort to  do this was accomplished 
for s im ulating the H iPco  process and  likewise for the carbon  fullerene and carbon/m etal-  
v a p o r  S W C N T  processes. G okgen et al. [19] showed that in sim ulations of  the flow in the 
H iP co  reactor, the  n u m b e r  o f  catalyst particles Fe„ for n > 2 could  be lum ped into a single 
rep resen ta tive  iron c luster Fet., and  the 200 SW C N Ts in their  m o d e l  could be reduced  to 
a single rep resenta tive  nano tube , CNT. T hey  c o m p ared  the produc tion  o f  C 0 2 using both  
m ode ls  and showed tha t they p ro d u ced  similar results for a constan t  te m p e ra tu re  case. This 
e n ab led  Gokgen e t al. to  use the m odel in the ir  s im ulations o f  the  H iPco  reac tor , thus saving 
m uch c o m p u te r  time. T h e ir  full and  reduced  m odels will be discussed in m ore  detail later.

In a similar way, we have reduced  the fu llerene m odel o f  Krestinin et al. [7]. In the 
red u ced  fu llerene m odel, we have lum ped  all carbon  c luster C„ with n >  3 into a single 
rep resen ta t ive  species CC. For ca rbon  ba lance  in the reaction equations,  we specify the 
n u m b e r  o f  carbons in C C  to be 40. T h e  feedstock for growth o f  C C  and  the fu llerene C 60 are 
the small ca rbon  m olecules C, C2, and  C 3. T hese  small m olecules coalesce to  form  CC, which 
then  form s C fl(). A  soot Z  is also fo rm ed  from  CC. This soo t is considered  a single species 
o f  co n s tan t  n — 80. T he  reduced fu llerene  m odel is given in Table 3, and the  corresponding  
the rm o d y n am ic  coefficients are given in Table 4. T h e  therm odynam ic  coefficients for CC 
and  Z  co rrespond  to  C 4U and CHU in the full fu llerene m odel. T hese  coefficients w ere  derived 
from  in terpola tions o f  properties  as indicated above.

2 .2 . M eta l C a ta ly s t S ch em es

W h en  pure  carbon is used as the feedstock for reactions in h igh -tem pera tu re  processes, the 
p ro d u c t  is usually am o rp h o u s  carbon  chains and  rings, fullerenes, graphitic  particles, and 
soot. A t some conditions multiwall ca rb o n  nano tubes  (M W N T ) arc  form ed. However, if 
so m e  m etal catalysts are  added, th e re  is a p re fe rence  to form  single-wall carbon  nanotubes. 
SW C N T s have many interesting and  un ique  properties . They may range from metallic to

^  =  A u + A 2,T + A mT 2 +  A „ r  + A SIT*

A .  = A „ + A 2iT/2  + A y T 2/3 +  A 4iT 3/4 + A 5iT4/5 + A J T  

|  =  A„ In(D + A 2,T + AMT 2/2  +  A4lT }/3 +  ASiT*/4 +  A 7i

( 2 )

(3)

(4)
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s >=: 01 S 01 3 01 S

u
; —

+ + 1 + 1 + 1 + + +
LU LU LU LU LU LU LU LU UJ LU
vC r~- re re •sC o vC o X refC, !—1 r- — •—■•—I X O'
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T able 3. R educed  fu llc ren e  m odel reac tio n  schem e.

.4 V E /R

C lu s te r  g row th
c + c = c: 2 .0 E  +  14 0 0
C  +  C , =  C ; 2 .0 E  +  14 0 0
C 2 +  C 2 =  C , +  C 2 .0E  +  15 0 9040
C 3 +  C  =  0 .100CC 2 .0 E  +  13 0 0
C 3 +  C : =  0 .125CC 2.UE +  13 0 0.0
C 3 +  C , =  0 .150C C 2 .0 E  +  13 0 0.0
C C  +  C  =  I.025C C 2 .3 E  +  14 0 0.0
C C  +  C : => 1.05C C 2 .3 E  +  14 0 0.0
C C  => 0 .95C C  +  C : 3 .2 E  +  13 0 61900

F u lle re n e  fo rm atio n
C C  +  C , => ().70CM,p +  c: 2 .0 E  +  13 0 0
C C  +  C 2 =» 0 .70C MIF 4 .0 E  +  9 0 -3 0 1 9 6
C C  +  C=> 0.6833333C,,,,. 2 .0 E  +  13 0 0

F u lle ren e  d is in teg ra tio n
C wir =» I.45C C  +  C 2 8 .0 E  +  13 0 61900

S o o t fo rm a tio n
C C  +  C C  => z 4 .0 E  +  13 0 0
C C  4- C \ => 0 .525Z 4 .0 E  +  8 0 -3 0 6 0 0
C C  +  c\ => 0 .5375Z 6 .9 2 E  +  10 0.5 0
C MIF +  Z = >  1.75Z 1.26E +  12 0 10098
C C  +  C , => 0 .5 2 5 Z  +  C 2 .0 E  +  II 0 0
Z  +  C , => 1.0375Z 4 .0 E  4- 12 0 0
Z  +  C , => 1.025Z 4. OF. +  12 0 0
Z + €  => I.0125Z 4 .0 E  +  12 0 0

T able 4. T h e rm o d y n am ic  p ro p e rty  NA SA  co effic ien ts  fo r re d u c e d  fu llc ren e  m odel p lu s  som e o th e r  species u sed  in 
p lasm a sim u la tions.

A R IV TA N  A R  1 G 300.000 20000.000 1000.00 1
0 .2 5 199477E +  01 -0 .2 2 8 5 8 3 8 2 E -  04 0 .74655237E  - 08 -0 .9 0 2 0 8 2 5 1  E -  12 0 .36063733E - 16 ">

-0 .7 5 3 9 3 3 4 0 E  4- 03 0 .42492779E  +  01 0 .25670200E +  01 —0 .4 4 2 8 3 132E — 03 0.9849501 IE  - 06 3
-  0 .8 8 4 2 4 193E - 0 9 0 .2 7 8 7 9 189E -  12 - 0 .7 5 1 7637 IE  +  03 0 .4 0 8 0 1 0I8E  +  01 4

C G M cB  20 K 0C  I G 300.000 20000.000 1000.00 1
0 .2 3 2 0 5 176E +  01 0 .1 8 2 6 8 3 12E -  03 —0.31504542E  - 07 0 .2 5 3 7 1 1 0 9 E -  11 —0.62267852E  - 16 2
0 .8 4 8 5 1595E +  05 0 .58203836E  +  01 0 .19031864E  +  01 0.40200238E  -  02 -0 .9 0 3 9 5 3 9 IE  - 05 3

0 .8 1759092E -  08 —0.25854092E  -  11 0 .84826660E  +  05 0 .7 2 9 1 7 6 17E +  01 4
c \ G M cB  20 K 0C  2 G 300.000 20000.000 1000.00 1

0.40753780E  +  0I 0 .33239978E  -  03 —0.12344909E  - 07 —0.70714041 E -  12 0 .2 8 2 2 2 3 1 7 E - 16 2
0 .9 9 7 8 8 1 14E +  05 0 .96847543E +  00 0 .5499364 IE  +  01 0 . 1889I470E  -  02 —0.13226503E - 04 ->J
0 .16061423E -  07 -0 .5 8 2 8 6 7 7 3  E -  11 0 .99140682E  +  05 -0 .7 7 I4 6 0 7 3 E  +  01 4

C, G M cB  20 K 0C  3 G 300.000 20000.000 1000.00 1
0.49032746E  +  01 0. 11113409E -  02 —0.75331984E  - 07 —0.48099305E  -  12 0 .89121604E  - 16 2
0 .9 6 8 12289E +  05 0 .1 5 0 5 2 8 16E +  00 0 .36042014E  +  01 0.7537371 IE  -  02 - 0 . 1 1558984E - 04 3
0 .88850242E  -  08 -0 .2 5 2 8 7 2 16E -  11 0 .9 7 0 1 0 6 17E +  05 0 .6 1 103710E +  01 4

C 60 f C  60 0 0 G 0300.00 5000.00 1000.00 1
0 .1 780000E  +  03 O.OOOOOOOE +  00 O.OOOOOOOE + 00 O.OOOOOOOE +  00 O.OOOOOOOE + 00 2
0 .3 0 1 5 100E +  06 -0 .9 4 2 9 8 2 7 E  +  03 0 . 1780000E  + 03 O.OOOOOOOE +  00 OO.OOOOOOOE + 00 3
O.OOOOOOOE +  00 O.OOOOOOOE +  00 0 .3 0 1 5 100E + 06 —0.9429827E  +  03 4

C’C C  40 G 300.00 5000.000 1000.00 1
0.1 180000E +  03 O.OOOOOOOE +  00 O.OOOOOOOE + 00 O.OOOOOOOE +  00 O.OOOOOOOE + 00 2
0 .2 5 2 4 9 12E +  06 —0.6164297 E +  03 0 .1 180000E + 03 O.OOOOOOOE +  00 O.OOOOOOOE + 00 3
O.OOOOOOOE +  00 O.OOOOOOOE +  00 0 .2 5 2 4 9 12E + 06 —0.6164297E  +  03 4

Z C  80 0 0 G 0300.00 5000.00 1000.00 1
0.2380000E  +  03 O.OOOOOOOE +  00 O.OOOOOOOE + 00 O.OOOOOOOE +  00 O.OOOOOOOE + 00 2
0 .3505288E  +  06 —0 .1 269536E  +  04 0 .2380000 E + 03 O.OOOOOOOE +  00 O.OOOOOOOE + 00 3
O.OOOOOOOE +  00 O.OOOOOOOE +  00 0 .3505288E  + 06 —0.1269536E +  04 4

c o n tin u e d
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Table 4. C  'on tin ued.

Species in the  a rc  p lasm a
Ni G M cB  20 K ONi 1 G 300.000 20000.000 1000.00 1

0 .36971152E +  01 -0 .8 2 8 6 7 7 16E -  03 0 .18628604E -  06 - 0 .1 1 986930E  -  10 0 .23752778E -  15 2
0.5006005 IE  +  05 0 .7 2 0 7 5 154E +  00 0 .42140643E  +  01 - 0 . 1 0224755E  -  01 0 .25272825E - 0 4 3

—0.24064628E  -  07 0.78454681E -  11 0 .50323075E +  05 0 .5 8 8 4 1 2 15E - 0 1 4

N i+ G M cB  20 K ONi IE -1  G 300.000 20000.000 1000.00 1
0 .2 1 0 13259E +  01 0 .7 1 8 7 1 149E -  03 - 0 . 1 1060734E -  06 0.67741068E  -  11 -0 .1 3 4 2 5 7 9 9 E -  15 2
0 .14040022E +  06 0 .8 9 762594E +  01 0 . 12260499E  +  00 0 .1 4 9 5 6 3 10E - 0 1  -0 .3 0 9 5 1 0 7 8 E - 0 4 3
0.26889803E  -  07 - 0 .8 3 0 15704E -  11 0.14047983E  +  06 0.16941765E  +  02 4

Y IV 25 K 0Y  1 G 300.000 25000.000 1000.00 1
0.79437350E  +  00 0 .1 3 5 7 9 1 16E -  02 —0.12031792E  -  06 0 .31899976E  -  11 -0 .1 5 5 8 2 9 0 2 E -  16 2
0.51410499E 4- 05 0.18158732 E +  02 - 0 .6 6 9 6 5 149E +  01 0 .6 5 8 0 5 9 15E -  01 - 0 .1 4 8 5 1900E -  03 3
0.13342009E  — 06 —0.41975353E  -  10 0.51184455 E +  05 0.45676826E  +  02 4

Y + 0Y  1E - 1  G 300.000 25000.000 1000.00 1
0.30001765E  +  01 0 .19353870E  -  04 0 . 10693682E -  07 -0 .9 3 5 7 7 3 0 6 E  -  12 0 .20474488E -  16 2
0.12272102E +  06 0.46280979E  +  01 —0.10156546E  +  02 0.94627761 E  -  01 -0 .2 0 4 8 7 4 2 0 E - 0 3 3
0.1785705 IE  — 06 - 0 . 5 5 138220E -  10 0 . 12325328E +  06 0.57606297E  +  02 4

e + G M cB  20 K 0C  IE - 1  G 300.000 20000.000 1000.00 1
0.25063181E  +  01 0 . 16390834E -  05 - 0 .4 1 0 2 4 9 6 IE  -  08 0.78583063E  -  12 -0 .2 3 3 2 6 1 9 2 E -  16 2
0 .2 I5 4 7 0 2 2 E  +  06 0.43269073E  +  01 0 .2 6 0 6 9 164E +  01 —0.48079487E  -  03 0 .83960952E -  06 3

-0 .6 4 172956E -  09 0 . 1806I570E  -  12 0 .21545410E  + 0 6 0 .38615888E  +  01 4
I21286C  4E - 1  G 0300.00 5000.00 1000.00 1

0.06500180E  +  02 0.04228632F. -  01 -0 .0 1 7 9 0 7 17E -  04 0 .0 3 4 0 4 8 12E ~  08 -0 .0 2 4 0 3 9 7 8 E -  12 2
0.24662108E +  06 —0.11488894E +  02 0 .02343028E  +  02 0.1642981 IE  - 0 1  -0 .I5 2 7 9 8 5 8 E - 0 4 3
0.07343826E  -  07 —0 . 15822743E -  II 0 .24662184E +  06 0.09826204E  +  02 4

C«. 121286C 5E - 1  G 0300.00 5000.00 1000.00 1
0.08078081 E  +  02 0.05743464E -  01 —0.02436405E -  04 0 .0 4 6 3 8 9 16E -  08 -0 .0 3 2 7 8 9 0 9 E -  12 2
0.23886116E + 0 6 -0 .0 I9 5 3 0 2 3 E  +  03 0 .0 2 1 15273E +  02 0 .0 2 3 2 6 3 3 IE  +  00 -0 .0 2 1 0 9 4 9 9 E - 0 3 3
0.09072734E  -  07 -0 .1 5 4 0 0 9 2 6 E -  1 1 0 .23886181E +  06 0 .10976027E +  02 4

<4 G M cB  20 K 0 C  4 G 300.000 20000.000 1000.00 1
0.49032746E  +  01 0.11113409E -  02 - 0 .7 5 3 3 1984E -  07 —0.48099305E  -  12 0 .89121604E -  16 2
0 .11492855E  +  06 0 .1 5 0 5 2 8 16E +  00 0 .3 6 0 4 2 0 14F. +  01 0.75373711E  -  02 .0.1 1558984E - 0 4 3
0.88850242E -  08 -0 .2 5 2 8 7 2 16E -  11 0 .1 15I2688E  +  06 0 .6 1 1 0 3 7 10E + 0 1 4

C.; G M cB  20 K 0C  5 G 300.000 20000.000 1000.00 1
0 .1 1592118E +  02 0 .85 5 0 2 9 3 IE  -  03 - 0 . 12817463E -  06 0.77473555E -  11 -0 .1 6 2 6 0 6 0 3 E -  15 2
0.1 I368121E  +  06 - 0 .3 5 1 15388E +  02 0 .1 1731935E +  02 - 0 .2 5 6 8 1572E -  01 0 .78642726E - 0 4 3

—0.7 8 4 8 3 5 1 9 E - 07 0 .2 6 1 16987E -  10 0.1149521 IE  +  06 —0.29295593E  +  02 4
H E 120186H E 1 G 0300.00 5000.00 1000.00 1

0.02500000E  +  02 O.OOOOOOOOE +  00 O.OOOOOOOOE +  00 O.OOOOOOOOE +  00 O.OOOOOOOOE +  00 2
—0.07453750E  +  04 0.09153489E  +  01 0.02500000E  +  02 O.OOOOOOOOE +  00 O.OOOOOOOOE +  00 3

0.00000000E  +  00 O.OOOOOOOOE +  00 —0.07453750E  +  04 0.09153488E  + 0 1 4

semiconducting, depend ing  on their chirality and d iam eter . The  curren t understanding  of 
their form ation  does not allow us to predict from chemical kinetics their relative abundance  
in a given production  process. To the a u th o rs ’ knowledge, no one has developed a chemical 
kinetics m odel of  particu lar  types o f  nanotubes. T here fo re ,  in the following models, carbon 
nano tubes will be t rea ted  as a single species, with no considera tion  o f  types. At p resent, there 
are  several concepts o f  how SW CN Ts form, bu t we will consider  here  only those tha t  depend 
on gas phase  reactions in which metal clusters are  involved. It is assumed in this article 
that gas phase reactions govern the ra te  of  the form ation  o f  SW C N Ts and not diffusion or  
segregation of carbon  from metal catalyst particles.

Metal catalyst clusters are  fo rm ed  from m etals  vaporized  from electrodes in the arc p ro 
cess, from com posite  targets in laser ablation processes, o r  from decomposition o f  metal- 
containing precursor gases, such as iron pentacarbonyl in the H iPco  process.

Iron Cluster Formation and Evaporation
Several au tho rs  have developed the kinetics o f  iron c luster form ation  and evaporation. 
Girshick and  his coworkers published a series o f  articles on iron cluster nucleation  and 
growth [20—26]. They used modified classical aerosol c luster theory  to develop nucleation, 
growth, and  evaporation  rates. They com pared  p lasm a-genera ted  iron atom nucleation and
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cluster evolution with m easurem ents . T he ir  basic equa tions  for the ra tes of cluster growth 
are given by the collision frequency. Evapora tion  is considered  as a function of c luster size 
by accounting for its volume and surface tension. They expressed the net rate of  change of 
iron m onom ers  as

- 7 7  =  y  ~  i £ 0 u ni +  £ ( 1 +  ?>;,)R n
' ' ' ' S  j=  I )= 2

(5)

while for dimers and all larger c lusters they write

Dt + \"k + ] Rkflk (6)

In these equations, /? is the rate o f  m o n o m e r  genera tion /dep letion  by chemical processes, 
n is the num ber  o f  y-mers per unit mass of  gas, fi is the collision frequency for /-mers 
with /-m ers ,  and £ ; is the evapora tion  coefficient. A dding  the K ronecker delta  S2; accounts 
for two m onom ers  form ed from each d im er. T he  collision frequency function is taken  from 
ideal gas kinetic theory for the free m olecule  regime

8 i r kT  ( 1  1

\  7 + ~7 /  J

1/2

(7)

The evaporation coefficient is written

Ky =  e x p ( 0 [ / ^ 3 -  (y -  1)‘ /3]) (8)

where  ns is the equilibrium sa tura tion  n u m b er  density, (M) is a d imensionless surface energy

(-) =
(TA'|

k i
(9)

where a  is the surface tension, and s, is the  surface a rea  of  the m onom er.
T he  satura tion  n um ber  density n s can be calculated  using the perfect gas law and the 

vapor pressure

Ps = p;  exp l  Z~ ( 10)

where p ’’ is the coefficient of the vapo r  pressure  expression.
R a te  coefficients for gas phase kinetics can be derived in A rrhen ius  form from these 

expressions for and Ej. The  evapora tion  ra te  coefficient can be expressed as

e x p l - i t ( I I )

where

(12)

and

Aj  -  rx
L m/  V i j

(13)

T he  rate coefficients developed from this analysis w ere  published for iron clusters in [27].
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2.3. High-Pressure Carbon Monoxide Disproportionation Models
The high-pressure carbon  m onoxide (H iPco) process begins with iron pen tacarbony l diluted 
in carbon monoxide. This mixture is injected nea r  room  te m p e ra tu re  in to  a h igh - tem p era tu re  
reactor, w here it mixes rapidly with hot carbon  monoxide. As th e  te m p e ra tu re  increases 
above abou t 600°C, F e (C O )5 decom poses  into FeC O  and Fe, which then react to form  
dimers o f  iron. T hese  iron dim ers  coalesce with iron a tom s and o th e r  d im ers  to form  Fe3 
and  Fe4. Coalescence  continues and  larger and larger clusters o f  iron are  form ed.

For modeling the H iPco reactor, D a te o  et al. [28] ado p ted  the ra te  coefficients of Krestinin 
e t al. [29] for iron cluster condensa tion  and evapora tion . T hese  coefficients are based  on  
assumptions, such as, clusters up to  n =  4 are  considered  to be in the gas phase; above 
that they are  considered  to be condensed  phase with rate  coefficients fo r  reac tions with 
smaller clusters having reached the ir  asymptotic  limit. Evapora tion  is assum ed  to  be neg
ligible for clusters larger than n =  9; and condensa tion  and  growth o f  iron clusters occurs 
mainly through reactions with Fe4 and  smaller clusters. T he  ra te  coefficients that they  used 
were developed  through considera tions o f  the d e p en d en ce  of  equilib rium  constan ts  on the 
form ation energy and  s tandard  reduced  therm odynam ic  potential. T hey  accoun ted  for the 
collision frequency and its d ep endence  on size when com puting  th e  ra te  coefficients for 
cluster growth. These reactions and rates from  [29] are  given in Table 5.

A fter Krestinin e t  al. [29] published their  results for iron c lu s te r  chemistry, Vlasov 
et al. [30] developed rate coefficients for iron cluster kinetics that takes  into account n o nequ i
librium effects associated with the difference betw een th e  gas te m p e ra tu re  and  the  internal 
tem pera tu re  of  the iron clusters. They m ade  the ir  calculations o f  decom posit ion  o f  clus
ters within the fram ework o f  the statistical theory o f  un im olecu la r  reac tions, in which they 
trea ted  only the a t tachm en t and de tachm en t o f  m onom ers .  T he  nonequ ilib r ium  effects are 
manifested by deple tion  o f  in ternal energy by d e tach m en t  and gain o f  in ternal energy by 
a t tachm ent of  m onom ers .  Nonequilib rium  effects a re  seen most vividly for clusters up to  
n — 20. A fter  that, there  seem s to  be a sm ooth  varia tion  in the equilib rium  constan t and 
rate coefficients. They plo tted  the ir  equilibrium constants , decom posit ion  ra te  coefficient, 
and recom bination  coefficients as functions o f  cluster size for te m p e ra tu re s  from 1000 K to 
3000 K in Figs. 3, 4, and  5, respectively, o f  the ir  article [30]. O n e  p resen t  a u th o r  (CDS) 
curve fit these figures and ob ta ined  A rrhen ius  expressions for the ra te  coefficients. These 
coefficients for n <  51 are  given in Table 6. For n >  50 th e  constan ts  in these  expressions can 
easily be extrapolated . A com parison  o f  evapora tion  ra te  coefficients a t  T  — 1380 K  is given 
in Fig. 1; and  recom bination  coefficients at T  =  1500 K are given in Fig. 2. It is apparen t  
there  is a s trong  influence nonequilibrium  effects associa ted  with a tom  a t tach m en t  a n d  evap
oration (Vlasov), particularly  for small clusters. T he  recom bina tion  ra tes  o f  Girshick, where 
classical gas kinetics governs a ttachm ent,  are probably overes t im a ted  fo r  small clusters.

2.3.1. Decomposition of Fe(CO)5
T here  are several sources o f  reaction ra tes  for F e (C O )5 decom position . Krestinin, Smirnov, 
and Z aslonko [29] included a two-step decom position  schem e when s im ulating  the decom 
position o f  F e (C O )s and  the  condensa tion  o f  Fe. T he ir  decom posit ion  reactions are:

T he rate  coefficient for (14) was taken from 1158]. T hey  inferred the ra te  coefficient for
(15) from the shock tube da ta .  T he ir  com plete  reaction set is given in Table 7. N ote  that the 
form ation  o f  d im ers in the ir  scheme is allowed by the reac tions

F e (C O )5 -> F eC O  -I- 4 C O  

F eC O  +  M Fe +  C O  -f M

(1 4 )

(15)

FeC O  +  FeC O  Fe . +  2C O

F eC O  +  Fe — Fe, +  C O

(16)

(17)

Because F eC O  can react to form Fe : . the direct nucleation  of  Fe : from  two Fe a tom s is not 
required. D u e  to the n a tu re  of  the closed shell e lectronic  structure  o f  Fe, it is unlikely that
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T able 5. Iron  carbony l an d  iron d u s te r  m o d el o f  K restin in . Sm irnov , and  
Z aslo n k o  (29).

A f]

1. Iro n  carbonyl reac tio n s
F e (C O )5 => F eC O  +  4 C O 2.0 E  4- 15 0.0 20130.9
F eC O  => Fe +  C O 6.0 E  4  14 0.0 10317.1
Fe -1- C O  4- M => F eC O  +  M 5.0 E  4- 14 0.0 0.0

2. Fe nuclea tio n
F eC O  +  F eC O  => F e , +  C O  +  C O 6.0 E  +  14 0.0 1006.5
F eC O  4- Fe => F e : +  C O 6. (IE +  14 0.0 0.0
Fe 4- Fe 4- M F e , -f- M 6 .0 E  4- 14 0.0 0.0

3. F o rm a tio n  sm all c lu s te rs
Fe? 4- F eC O  =► F e , +  C O 6.0 E  +  14 0.0 0.0
F e , 4- F eC O  => Fe4 4- C O 6 .0 E  4- 14 0.0 0.0
F e , +  F eC O  =» Fes +  C O 6.0 E  4- 14 0.0 0.0
Fe2 4- Fe 4- M => F e , +  M 5.0 E  4- 15 0.0 0.0
F e , +  Fe => F e4 5 .0 E  +  11 0.0 0.0
Fe4 4- Fe => F e s 3 .0 E  4- 13 0.0 0.0

4. E v a p o ra tio n  o f  sm all c lu s te rs
F e : +  M => Fe +  Fe 4- M 1E 15 (1 E 16) 0.0 16104.7
F e , +  M => Fe: -f Fe 4- M 1 E l  6 (1 E 17) 0.0 22143.9
Fe4 => Fe , +  Fe IE  13 (2E 13) 0.0 27679.9
Fe5 Fe4 +  Fe 2 E 14 ( 7 E 14) 0.0 30699.5
F e (1 => Fe5 +  Fe 2E 15 (4E 15) 0.0 32712.6
F e7 => Fe6 +  Fe 5 E 15 (1 E 16) 0.0 33719.2
Fe8 => F e7 +  Fe 1E16 (2E 16) 0.0 34222.4
Fe.j => Fes +  Fe 4E 16  (4E 16) 0.0 35229.0

5. F e -a to m  exchange
F e2 +  Fe2 => F e , +  Fe 3 .0 E  +  14 0.0 0.0
F e , +  F e , => Fe,, -j- Fe 3.(IE 4- 14 0.0 0.0

6. C o a g u la tio n  o f  sm all c lu s te rs
F e2 +  F e , => F e4 5 .0 E  +  13 0.0 0.0
F e2 +  F e , ==> Fe^ 1 .0 E 4 - 14 0.0 0.0
Fe: +  Fe4 => Fe() 3 .0 E  4- 14 0.0 0.0
Fe3 +  F e , => Fe() 3 .0 E  4- 14 0.0 0.0
F e , 4- Fe4 => F e7 3 .0 E  4- 14 0.0 0.0
Fe4 4- F e4 Fes 3 .0 E  4- 14 0.0 0.0

7. H e te ro g e n e o u s  re a c tio n  in 
th e  c -phase  (n  > = 5 )

Fe +  Fen => Fe ( n +  1) 2 .3 E  +  13 0.0 0.0
F eC O  4  Fen => Fe (n  +  1) 4  C O 2 .3 E  4- 13 0.0 0.0
F e , 4- Fen =» F e (n  4- 2) 2 .3 E  4- 13 0.0 0.0
F e , -1- Fen F e (n -1- 3) 2 .3 E  +  13 0.0 0.0
Fe4 4- Fen =* F e (n  4- 4) 2 .3 E +  13 0.0 0.0
Fen +  Fem  => Fe (n  +  m ) Km 0.0 0.0
K™ =  Z n [(.n,/3+ m l/J) / 2 |2 [(n  4  m ) /2 n m ] l/2

two ground  sta te  a tom s are  likely to  form F e2, It probably requ ires  o n e  o r  both a tom s to  be 
in excited states to achieve Fe recom bina tion  [27]. T h e  rate  coefficient for the reaction

Fe +  Fe +  M Fe2 +  M (18)

given in Table 5 was inferred from shock tube data . Because fo rm ation  o f  iron clusters is 
very rapid in the shock tube experim ents, it is possible that reac tions (16) and (17) dom inate . 
This was discussed in [27].

Smirnov inferred iron pentacarbonyl decom posit ion  ra tes  from  shock tube m easu rem en ts  
[32] of  absorp tion  spec tropho tom etry  o f  Fe a tom s and  paren t  molecules. Vlasov e t  al. [33] 
included them  in a review o f  m etal c o m p o u n d  decom position . However, there  was a differ
ence in the F e (C O )5 decom posit ion  ra te  o f  o n e  o rd e r  of  m agn itude . It is not c lear  which 
rate is correct. R um m inger  e t  al. [34] com piled  a set o f  reactions for the  inhibition o f  flames 
by iron pentacarbonyl. They included recom bina tion  reactions from Seder, O uderk irk ,  and
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n

F ig u re  1. C o m p ariso n  o f  iron  c lu s te r  e v a p o ra tio n  ra te  coeffic ien ts  a t 1380 K v ersu s  n u m b e r  o f  a to m s in nickel 
d u s te rs .

Weitz [35]. Using m ore  recen t b o n d  energy m easu rem en ts  from Sunderlin  et al. [36] and 
accurate  ab initio calculations o f  Ricca [37], D a teo  e t  al. [28] ca lcu la ted  the equilibrium co n 
stants for decom posit ion /recom bina tion  reac tions o f  F e (C O )n. W ith the association rates o f  
Seder et al. [37], they calculated the  dissociation ra tes  tha t are  d e n o te d  “A m es '’ in Table 7. 
Because the H iPco  reac to r  that they m odeled  is at many a tm o sp h eres  pressure, they did 
not give ra te  coefficients for the low-pressure  fall-off regime. R ate  coefficients for the iron 
carbonyl dissociation reac tions o f  Sm irnov [32] are  also given in Table 7.

n-i

F ig u re  2. Iro n  c lu s te r  reco m b in a tio n  ra te s  a t 1500 K. Iron  a to m s a tta c h in g  to  c lu s te rs  o f  size // -  I fo rm in g  c luste rs 
o f  /7-a tom s.
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T ab le  7. Fits to  Vlasov Fig. 5 recom bination rates.

A i? E J R

F e 3 +  Fe =>• Fe4 1.28E 4- 0 0.5 0
F e4 +  Fe => Fcs 1.70E + 0 0.5 0
F e 5 +  Fe => Fe„ 2 .24E  + 0 0.5 0
F ef, 4- Fe => F c7 2 .89E  4- 0 0.5 0
F e 7 4- Fc => F es 1.73E  4- 1 0.5 0
F c s 4- Fe => F e(, 2 .5 3 E 4- 1 0.5 0
Fee, 4- Fe F e m 3 .18E  + 1 0.5 0
F e w 4  Fe = > F e M 3.90E  4- 1 0.5 0
F e n 4- Fe => F c i: 4 .7 1 E  4- 1 0.5 0
F e !2 +  Fe => F e 13 5 .60E  4- 1 0.5 0
F e 13 4- Fe => F e u 6 .5 7 E 4- 1 0.5 0
F e 14 4- Fe => F e ,5 7 .6 3 E 4- 1 0.5 0
F e ,5 -f  Fe => F e )(1 8 .77E  + 1 0.5 0
F e If, -f Fe => F e ,7 1.00E 4- 2 0.5 0
F e i7 4- Fe => F e ]S 1.13E 4- 2 0.5 0
P e ls 4" Fe F e ,y 1.27E 4- 2 0.5 0
FWp + Fe => F e2„ 1.42E 4- 0 0.5 0
F e :„ 4- Fe => F e2l 1.58E 4- 2 0.5 0
F e2| 4- Fe => Fe-,-. 1.74E + 2 0.5 0
Fc .22 4- Fe => Fe23 1.92E  4- 2 0.5 0
Fe-, ; -}- Fe => Fe >_, 2.1 IE  -h 2 0.5 0
F e24 4- Fc => Fe25 2 .30E  4- 2 0.5 0
F e 2S 4  Fe => Fe26 2 .50E  4- 2 0.5 0
F e ,ft 4- Fe => F e27 2 .7 2 E  4- 2 0.5 0
F e 27 4~ Fc => F e2iS 2 .94E  4- 0.5 0
F e ,x 4- Fe => Fe*, 3 .17E  4- 2 0.5 0
F e 2M 4- Fe => F e3() 3 .41E  + 2 0.5 0
F'c3(, 4* Fc Fe,, 3 .66E  4- 2 0.5 0
F e 31 4- Fe => Fc32 3 .92E  4- 7 0.5 0
F e  52 4- Fe F c u 4 .I9 E  4- 2 0.5 0
F e33 4- Fe => F e 34 4 .47E  f 2 0.5 0
F e 34 4- Fe => F e35 4 .76E  4- 2 0.5 0
F e35 4- Fe => Fc*, 5 .06E  4- 9 0.5 0
F e 3(, 4- Fe => F e 37 5 .3 7 E  4- 2 0.5 0
F e37 4- Fe => F e 3s 5 .69E  4- 2 0.5 0
F e  3s 4- Fc -=> F e3y 6 .0 IE  + 2 0.5 0
Fe*, 4- Fe => Fe4() 6 .3 5 E  4- 9 0.5 0
F e4f) +  Fe => F e41 6 .70E  4- 2 0.5 0
Fe41 4- Fe => Fe42 7 .06E  4- 2 0.5 0
F c42 4~ Fe Fe43 7 .43E  + 2 0.5 0
F e 43 4- Fe =» Fc44 7 .81E  + 2 0.5 0
F e44 +  Fe => Fe45 8 .19E  + 2 0.5 0
Fc/jc; 4- Fe => Fe4(l 8.5 9 E  + 2 0.5 0
F e45 4- Fe => F e47 9 .00E  4* 2 0.5 0
F e47 4- Fe Fe4s 9 .42E  + 2 0.5 0
F e 4S -{- Fe ^  Fe4lJ 9 .8 5 E  4- 0.5 0
Fe41) +  Fe Fe^j( 1.03E  + 3 0.5 0
F e 50 4- Fe ^  Fe^j 1 .07E  4- 3 0.5 0

F its  to  V lasov e v a p o ra tio n  ra tes
Fe4 —> F e3 4- Fe 4 .2 5 5 E +  13 0 24660
F c 5 => F c4 4- Fe 4 .3 2 3 E +  13 0 24720
Fe,, => Fe.- 4- Fe 4 .574E  -f 13 0 36140
F e 7 Fej, #  Fe 5 .287E  4- 13 O' 34380
F e , => F e 7 4- Fe 5 .I9 6 E  +  13 0 25020
Fe,, => F e s 4- Fe 5 .562E  4- 13 0 31990
Fe,,, => F e t) 4- Fe 5 .859E  i- 13 0 31250
F e tl F e ,tl 4- Fe 7.06E  4- 13 0 35970
Fe | : F e n 4- Fc 5 .0 9 5 E: f  13 0 38700
F e , 3 Fc 12 -i- Fe 5.S75E  -h 13 0 47940
F e , 4 ==> Fe M. 4- Fe 6.32! E  *r 13 0 32840
F e .. F c 14 H- Fe 6 .4 5 E -i- 13 0 41610

continued
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T able 7. C o n tin u ed .

267

A  77 E tl /  R

Fc,,, => Fe -F Fe 6 .1 7 K E +  13 0 37050

FC]7 => Fe,,, -F Fe 7.46SE  -F 13 0 35380

F e i* => F e |7 +  Fe 6 .98E  +  13 0 34180
Fe,„ => Fe,,, -f Fe 7 .509E  -F 13 0 40220
F e * => Fe,,, -F Fe 7 .0 7 6 E +  13 0 38380
Fe:i => F e :„ +  Fe 7 .40298E  +  13 0 38617.6229
F e:: => F e ,, +  Fe 7 .5 9 2 16E -F 13 0 38769.36455

FeN => Fe :: +  Fe 7 .7 8 J3 4 E  -F 13 0 38914.9169

FC;4 => F e ,, +  Fe 7 .9 7 Q 5 2 E +  13 0 39054 .78564
F e,, => F e24 4- Fe 8 .1 1 0 9 E +  13 0 39206

Fe]h => F e25 4  Fe 8 .34888E  +  13 0 39319.20281
F e ,7=> F e 2fl 4  Fc 8 .53806E  +  13 0 39444.49644
F e2s => F e ,7 -f Fc 8 .7 2 7 2 4 E +  13 0 39565.61064
Fcnj => F e2S +  Fc 8 .9 1 6 42E  -F 13 0 39682.82685
F e i, => F e2y +  Fe 9 . I 3 7 2 E +  13 0 39856
Fe,, => Fe „, -F Fe 9.29478E  +  13 0 39906.55531
F e32 => Fe';, +  Fe 9 .48396E  +  13 0 40013 .50488
FC.,., => F e ,: -F Fe 9 .6 7 3 14E -F  13 0 40117.43669
Fe-u =̂ > Fe -  -1- Fe 9 .86 2 3 2 E -F 13 0 40218.52357
F e * => Fe ,4 -|- Fe 1 .0 3 7 7 E +  14 0 40423

F e * => Fe ,5 +  Fe 1.02407E  -F 14 0 40412 .78232
F e ,7=> F e36 -1- Fe J .04299E  -F 14 0 40506 .23296
F e ,s => Fe n  +  Fe 1 .0 6 1 9 E +  14 0 40597.39881
Fe V) F e ,s -F Fe 1.08082 E -F 14 0 40686 .39369
Fe*, => Fe w +  Fe 1.09974E  +  14 0 40773.32304
Fe4, => F e4„ +  Fc 1,1 1866E -F 14 0 40858.28466
F e ,: => Fe., , -F Fe 1.13758E  -F 14 0 40941.36951
F e ,, => Fc.,, -j- Fe 1.15649E  -F 14 0 41022 .66227
Fe44 => F e4,  +  Fe 1.17541E -F 14 0 41102.24195
Fe4S => Fe44 -F Fe 1.19433E  +  14 0 41180.18238
Fe4h => F e45 -F Fe 1 .2 1 3 2 5 E +  14 0 41256.55265
Fe47 => Fe4f) -F Fe 1 .2 3 2 1 7 E +  14 0 41331.41751
Fe4s Fe47 'F Fc 1.25108E  +  14 0 41404 .83774
Fe4,( Fc4s "F Fe I.2529E  4- 14 0 41377
Fe5n Fc4g 4- Fe 1.28892 E -F 14 0 41547 .56942

Iron clusters are  fo rm ed  from F eC O  and  Fe com bining and agglom erating . Krestinin 
et al. [29] developed a set o f  iron cluster reac tions and the rm odynam ic  data . T he ir  reactions 
and rate  coefficients are  given in Table 5. T hey  con tend  that due  to  low pressure , FeC O  
decom position  is contro lled  by the b im olecu la r  activation step. T hus ,  the ra te  of  d eco m p o 
sition o f  F eC O  is com m ensu ra te  with the reactions

F eC O  4- F eC O  => Fe2 +  C O  +  C O  (19)

F eC O  +  Fe =* F e2 +  C O  (20)

Because o f  this, Fe2 and  larger clusters are  p roduced  in large quan tit ies  during  F eC O  d e c o m 
position. T herefo re ,  it is not necessary th a t  d irect fo rm ation  o f  F e 2 nuc lea tion  occur via 
Fe-a tom  recom bination. F u r th e r  growth o f  iron clusters is d o m in a ted  by coagulation  of 
these clusters. Evapora tion  o f  small clusters was es tim ated  based on  classical theory. H ow 
ever, T hese  rates did not lead to good  ag reem en t  with m easu rem en ts .  T h e re fo re ,  they were 
ad justed  as given in Table 5. The  original ra te  coefficients are given in paren theses .

2.3.2. CO Attachment to Iron Clusters
In the deve lopm ent o f  the m odel for the h igh-pressure  carbon  m onoxide  reactor , D a teo  
et al. [28] assum ed that C O  attaches to iron clusters beginning a t  F e ,0. T h e re  is some da ta  
[38, 39] that suggests that C O  will a ttach  to sm aller clusters and may a t tach  to larger clusters 
in g re a te r  num bers . However, multiple bond ing  o f  C O  probably does  not a l te r  significantly 
the ra te  o f  production  of  carbon  n an o tu b es  (B o u d o u a rd  reaction). To k eep  their  model
simpler, only Fe„C O  are  considered  for n >  9 and  no multiple a t tach m en ts  o f  C O  to the
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clusters. This reaction forms the first of  a th ree-s tep  model for the p roduction  o f  carbon  
nanotubes.

2.3.3. Formation of Carbon Nanotube Reactions
T he  second of the th ree  steps for the form ation  o f  carbon nano tubes  in the D a te o  model 
is de tachm en t o f  C O  from Fe„CO . The  final s tep is the conversion o f  F e„C O  to  a carbon  
nanotube.

Fe„C O  +  C O  -»  /3Fe„CNT +  l- ~ C 0 2 +  (1 -  0 ) Fe„C O  (21)

where f3 =  l / (2 /zNT — 1) and n NT is the average n u m b er  o f  carbon atoms in a carbon  n ano tube  
fo rm ed  in Fe„-CNT. In the calculations o f  D a teo  e t  al. [28], they let n m  =  3000. In the 
calculations of  Scott et al. [27], they let n m  =  999 due to a limitation in the input fo rm a t  of 
C H E M K IN  [40]. '

2.3.4. Inerting or “Death” of Clusters
D aniel Colbert, while at Rice University, suggested that carbon  nano tubes  s top growing due 
to lack o f  iron clusters or  due to carbonizing of the iron c luster to which the nan o tu b e  is 
a t tached  during growth. Iron clusters may becom e overcoa ted  with carbon  that blocks the
form ation  of  nanotubes. This results in their “d ea th "  as a useful catalyst, and nano tube
growth stops. To account for this possibility, the following two types of  reactions are  included 
in the D ateo  model

Fe , -  Fe; (22)

Fe,|CNT —> F c HC NT (23)

Fe", and Fe*CNT are  clusters and nano tubes  that have been  poisoned with carbon  to the 
extent that they canno t catalyze the reactions and  cease to grow. The H iPco  reaction model 
of  D a teo  et al. [28] is sum m arized  in Table 8.

Tabic 8. Full iron  p en taca rb o n y l an d  iron  c lu s te r  H iP co  m odel o f  D a te o  e t al. [28).

A
(cm 3 s 1 m ol ') rf

E J k
(K )

T h e rm a l d eco m p o s itio n  an d  fo rm a tio n  o f  s m a l l  iron c lu s te rs  fro m  F eC O  fragm en t reac tio n
1. A m es carbonyl ra tes

F e (C O )5 => F c (C O )4 +  C O 4 .620E  4- 20 - 1 .9 6 21028.30
F e (C O ), 4- C O  => F c (C O K 3.500E  +  10 0.00 0.00
F e (C O )4 => F e (C O ) , +  C O 6.960E  -1- 22 —2.14 14346.30
F e (C O )3 4- C O  => F e (C O )4 I..300E +  13 0.00 0.00
F e (C O )? => F e (C O ) , +  C O 8 .7 0 0 E +  19 - 1.58 14679.80
F e (C O ): -f C O  => F e (C O ) , l.tSOOE 4- 13 0.00 0.00
Fc(C O .): =* F eC O  +  C O 3.960E  4  21 -2 .2 9 18799.40
F eC O  -i- C O  => F e (C O ) , 1.500E  4  13 0.00 0.00
F eC O  4  M => Fe +  C O  4  M 4.870E  4  19 - 0 .9 0 2874.50
Fc 4- C O  +  M => F eC O  +  M l.OOOE +  15 0 0

2. F o rm a tio n  an d  g row th  o f  sm all iron  c lus te rs
K restin in

Fc 4- Fe 4- M  => F e , +  M 4 .00E  4  15 0 0
Fe2 +  F e(-f M ) F c ;( r M ) 5 .OOF. 4  15 0 0

K restin in  re co m b in a tio n  ra te s
Fe, -f Fc Fe, 5 .10E 4  1 1 0 0.00E  4  00
Fe4 -j- F e —> Fe, 3 .DOE 4- 13 0 0.00E  4- 00
Fe : 4 Fe Fe(, 1 .I0E  4  12 0 0 .00E  4- 00
FCf, +  Fe => Fe7 I.50E  4- 12 0 0.00E  4- 00
Fcn +  Fe F e , 7 .9 0 E 4  12 0 0.D0E 4- 00
FeK 4  Fe ^  Fe,t 1 .DOE 4  13 0 0 .00E  4  00
Fc,, 4- Fc F e H, I JO E  4- 13 0 0.00E  4  00

co n tin u e d
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T able 8. C o n tin u ed .

3. T h e rm a l d eco m p o s itio n  o f  sm all iron c lu s te rs
K restin in

Fe: -f M => Fe 4- Fe 4  M 1 .ODE 4- 15 0 16102.93
Fe , 4- M => F e : 4- Fe 4  M 1.00E +  16 0 22141.54
Fe , =* F e\ +  Fe 1 .0 0 E 4 - 13 0 27676.92
Fc5 => Fe4 f  Fe 2 .0 0 E  4- 14 0 30696.22
F c\ =» F e , 4  Fe 2 .0 0 E +  15 0 32709.09
F e7 => Fe„ 4- Fe 5 .0 0 E  +  15 0 33715.52
F es => F e7 4 Fe 1.00E  4  16 0 34218.74
Fe„ => Fes 4- Fe 4 .00E  4  16 0 35225.17

4. C o a g u la tio n  o f sm all iron c lu s te rs
F c 2 + Fe: => Fe4 5 .0 0 E  +  13 0 0
F e: -f- F e , => F e5 1 .0 0 E +  14 0 0
F c: 4- Fe: --=> F e , 4- Fe 3 .0 0 E  4- 14 0 0
F e: 4- F e , => Fe,4 4- Fe 3 .0 0 E +  14 0 0
F e : 4- Fc4 => Fe„ 3 .0 0 E  4- 14 0 0
F e , 4- F e , => Fe„ 3 .00E  +  14 0 0
Fe , 4- Fc4 => F e 7 3 .0 0 E  4  14 0 0
Fe4 4  Fe4 Fe^ 3 .0 0 E  4  14 0 0
F e : 4- Fes => F e7 2 .3 0 E  4- 13 0 0
F e : 4  Fe,, => Fex 2 .3 0 E  4- 13 0 0

5. C o a g u la tio n  o f  la rg er c lu s te rs
F e n 4  Fe ^  Feiv., 2 .3 0 E +  13 0 0 9 < n <  200
F e n 4- F e : F e in : 2 .3 0 E  4- 13 0 0 9 < n <  199
F en 4  F e , F cIH , 2 .3 0 E  4- 13 0 0 9 < n <  198
F en 4  Fc4 => F e n ,4 2 .3 0 E  +  13 0 0 9 < n < 197

6. A tta c h m e n t o f  C O  to iron c lu s te rs
Fe„ 4  C O  F enC O 1 .0 0 E +  13 0 0 9 < n <  201

7. D eso rp tio n  o f  C O  from  c lu s te rs
F en C O  F en 4- C O 1.00E 4  15 0 16000 9 < n < 201

8. F o rm a tio n  o f SW C N T s
F e„C O  4  C O  ^  /3F enC N, 1.00E 4  16 0 12500 9 < n <  201

+  (1 4  f3)/2C Q : 4 (1 - f S ) F e„C O

9. E nd  o f  g row th  o f  n a n o tu b e s  (o v erco a tin g )
F enC N T  => D F e MC N1 1 .0 0 E 4 -0 0 0 0 9 < n < 201

10. F.nd o f  catalyst e ffec tiveness
Fcn D F en 1.00E  4  03 0 0 9 < n <  201

{i =  l/(2 n NT -  I). nN) = 3000 in Datco cl al. 128].

2.3.5. Reduced HiPco Model
T he  full model of  Table 8 is very large, having 971 species and 1948 reactions. To simplify' 
the m odel and  m ake  it useable in a 2D  C F D  code, D a teo  et al. [28] collapsed o r  lum ped 
all the  iron clusters having n >  2 into a single rep resen ta tive  c luster  Fec . They also collapsed 
the o th e r  clusters as well, leaving the  following 14 species: iron carbonyls [F e (C O )5, F e (C O )4, 
F e (C O )3, F e (C O ): , and FeCO ], C O , C O : , Fe, Fe2, Fec , Fe( CO, Fec C NT, Fe^-, and F e^C NT. 
T h e ir  reduced  model, listed in Table 9, has only 22 reactions.

2.4. Carbon Vapor Models of Carbon Nanotube Formation
C a rb o n  vapor m odels are  requ ired  for processes tha t start from vaporized  carbon  such as in 
laser ablation processes and  the arc  vaporiza tion  process. T hese  processes, and how these 
m odels  can be applied  to  them , are  described  in m ore detail in the subchapters  of  this 
ch ap te r .  Single-wall carbon  nan o tu b es  requ ire  a feedstock o f  carbon  vapor plus vaporized 
m eta l catalysts. From  this feedstock, clusters of  carbon  and  nickel condense  to form SW CN Ts 
and  impurities, such as soot and ca rbon-coated  metal clusters. T he  genera l concepts of  
S W C N T  form ation  fall into two o r  th ree  categories. In o rd e r  to form  carbon nanotubes,  it is 
necessary for the carbon  to be catalyzed by nickel and o th e r  metals. Nucleation and growth 
o f  carbon  nano tubes  are  no t well unders tood ; and there  are m any  possible scenarios for
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T ab le  9. R e d u ced  iron  p en tacarb o n y l and  iron  c lu s te r  H iP co  m odel o f  D a te o  e t al, [28],

A E J k

1. T h e rm a l d e c o m p o s itio n  and  fo rm atio n  o f  sm all iron  c lu s te rs  fro m  F eC O  fragm en t
A m es carb o n y l ra te s
F e (C O )s => F e (C O )4 +  C O 4 .6 2 0 E  +  20 - 1 .9 6 21028.30
F e (C O )4 +  C O  => F e (C O )5 3 .500E  +  10 0.00 0.00
F e (C O )4 => F e (C O )^  +  C O 6.960E  +  22 - 2 .1 4 14346.30
F e (C O ) , +  C O  => F e (C O )4 1.300E  +  13 0.00 0.00
F e(C O )*  => F e (C O ) :  +  C O 8.700E  +  19 - 1 .5 8 14679.80
F e (C O ) , +  C O  => F c(C 'O ), 1.800E 4- 13 0.00 0.00
F e (C O ) : => F e C O  +  C O 3.960E  +  21 - 2 .2 9 18799.40
F e C O  +  C O  => F e (C O ) : 1.500E +  13 0.00 0 .00
F e C O  4- M  => Fc +  M 4- C O 4 .8 7 0 E  +  19 - 0 .9 0 2874.50
Fe 4- C O  +  M =» F eC O  4- M 1.00E +  15 0

2. G ro w th  an d  e v a p o ra tio n  o f  iron  c lu s te r s
Fe 4- Fe +  M => F e2 -4- M 4 .00E  +  15 0 0
F e: 4- F e 4- M  => 3r*Fe( 4- M 5 .00E  +  15 0 0
F e: +  M => Fe 4- Fe +  M 1.00E +  15 0 16102.93
Fe] +  F e2 => 4c*Fe( 5 .DOE 4- 13 0 0
F e: f  Fe => F e s 1.00E +  14 0 0
F c : 4  F e( = > ( ! + •  2o, )Fe< 3 .00E  +  14 0 0

3. A tta c h m e n t o f  C O  o n  iron  c lusters
F e(- +  C O  => F ec C O I.0 0 E  +  13 0 0

4. D e so rp tio n  o f  C O  from  cluste rs
F cc C O  => Fer  -f C O I.0 0 E  +  15 0 16000

5. F o rm a tio n  o f  S W C N T s
F et C O  +  C O  /3Fet C’NI +  (1 +  £ ) / 1 .00E +  l() 0 12500

2 C O . +  (1 -  P ) F e( C O

6. E n d  o f  g ro w th  o f  n a n o tu b e s
F e( C N1 +  F c( => p* D Fe, C N| 3.5 E 14 0 0

4-( 1 — /3)Fec C.N,

7. E n d  o f  ca ta ly s t e ffec tiv en ess
F e( --=> fv’ D F e c 1000 0 0

fi — l/(2nNT - I), a = I/ iic-. -  nc / ”( •
f3A =  n ( / ( n (*. -  n c ), n NT =  3000, n( =  20, n (*. =  40.

carbon  and  nickel to co n d en se  in a reac tor  and  then to grow nanotubes. A n early scheme, 
called the “sco o te r  m ech an ism '1 was envisioned by Smalley’s g ro u p  at Rice University. In it, 
ca rbon  was envisioned to form fragments of  g raphene  sheets  tha t would tend  to close into 
fu llerenes. H ow ever, nickel o r  o th e r  metal catalyst a tom s would  attach to an o pen  edge  of 
the carbon  c lus te r  and  “sco o t” o r  move a round, holding o pen  the end  o f  the tube, while small 
ca rb o n  clusters  (e.g., C 2) would attach to  the  nascent n ano tube  tha t would con tinue  to grow. 
In this schem e, ca rb o n  w ould  condense first, then nickel would  tend to agglom erate  until a 
cluster  o f  nickel at the en d  o f  the nano tubc  is so large as to becom e covered with carbon  or 
g raph ite  and  cease to  allow the nano tube  to grow; or  the m eta l cluster would detach  from 
the nan o tu b e ,  thus  end in g  its growth. This scenario  is su p p o r ted  by the observation  that 
laser ab la tion  n an o tu b es  a re  almost never seen a t tached  to m eta l clusters. It also conform s 
to the tendency  for ca rbon  to agglom erate  first, followed by nickel, due to the s tronger 
c a rb o n -c a rb o n  bond  an d  to the higher concentra tion  of  carbon  than catalysts.

A n o th e r  schem e that has much support involving vaporized  carbon  in SWC-NT production  
is o n e  in which m etal catalysts are envisioned to form  along  with carbon  clusters  at high 
te m p e ra tu re  in the  arc vaporization  process. As the mixture cools, ca rbon  prec ip ita tes  out 
o f  the  cluster,  an d  the  energetics  and geom etry  favor the fo rm ation  of  nano tubes.  This 
is essentially a phase  change  phenom enon  due to cooling of  a mixture, especially eutectic  
mixtures o f  nickel, cobalt, and  carbon. This scheme is su p p o r ted  by the observation tha t  the 
ends  o f  nan o tu b es ,  particu larly  bundles, are som etim es  seen a t tached  to metal clusters in 
arc p ro d u c e d  m ateria l.  Som e clusters are seen to have a n u m b e r  of  bundles  a t tached  in sort 
o f  a “sea u rch in ” p a t te rn :  see  Fig. 3 and Fig. 4.
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F ig u re  3. N a n o tu b e  b u n d le s  e m an a tin g  fro m  a n ickel/cobalt ca talyst partic le . C o u rtesy  A . P. M oravsky , M E R  C o rp .

2.4.1. Nickel Cluster Nucleation and Growth
Nickel is used as a catalyst in both the  laser ablation process and  the arc  vaporiza tion  process. 
O th e r  metal catalysts that are com m only  used are  cobalt and yttrium . Because  cobalt  is a 
ne ighboring  transition metal, it has similar p ropert ies  to nickel. Y ttr iu m  p ro p e r t ie s  a re  less 
well-known. For these reasons, only nickel will be  discussed here. To assess why nickel did 
not p ro d u ce  nan o tu b es  in the H iPco reactor, Scott and Smalley [42] tes ted  the effect o f  the 
d ia tom ic  bond  energy  and  the bond  energy o f  nickel a tom s with C O . T h e  bond  energy  o f  Ni 
to Ni is larger than  tha t o f  Fe to Fe, and  also, the  bond  energy be tw een  C O  and  Ni is larger 
than be tw een  C O  and Fe. To assess the effects o f  bond energies, s im ula t ions  o f  the  H iPco  
reac to r  were m ad e  using each metal as catalyst. To do the nickel catalyst s im ula tion , it was 
necessary to crea te  agglom eration and evapora tion  ra tes  for nickel. T h e  G irshick  techn ique  
described  in Eqs. (7)—(13) was used. T h e  surface tension was ad jus ted  until the  activation 
energy  for E, equa led  the Ni2 b o n d  energy. T h e  activation energy fo r  N iC O  was set equal 
to its co rrespond ing  bond  energy.

In principle, m o re  accura te  evapora tion  rate coefficients for small n can be ca lcu la ted  from 
the cross section d a ta  of  A m e n t ro u t ’s g roup  [43, 44]. They m easu red  the d issociation  o f  Ni 
a to m s  and  small clusters from  nickel clusters from n — 2 to 18 in a crossed  b eam  ap p a ra tu s  
in which they o b ta ined  collisions o f  th e  nickel clusters ions with xenon. T hey  co rrec ted  the ir  
d a ta  for in ternal energy (p ressure)  effects; and they also suggested  the following simple

F ig u re  4. N a n o tu b e  b u n d le s  e m a n a tin g  fro m  catalyst p artic les . R e p rin ted  w ith p e rm iss io n  from  [41], J. G av ille t 
c! a!.. Carbon 40, 1649 (2002). ©  2002, E lsev ier.
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e q u a t i o n  to  fit t h e i r  d a t a .

„ < £) =  (24)

w here N  and cr„ are adjustable param eters ,  E  is the relative kinetic energy, E, is the  in te r 
nal energy of the cluster, and £„ is the collision induced dissociation th resho ld  energy. 
This provided an accurate and convenient fo rm ula  for calculating ra te  coefficients from the 
expression

k
e 77 \  2k J

vV2 r  * 1 1 V 2 '

j L v exp. 2kT .
<x(u) dv  (25)

w here  k e is the evaporation rate coefficient, fx is the reduced mass, v =  J 2 E / f x  is the relative 
velocity, and cr(v) is the collision cross-section as a function of  relative velocity. The m ain  
difficulty with this m ethod  is the need  for the internal energy, which is not known for many 
clusters.

Because of  the large num ber  o f  possible nickel clusters, there seem ed  to be a need for 
reducing the model in som e way. T he  option chosen [42] was to lum p clusters  g rea ter  than 
n >  8 into sizes 16, 32, . . .  2048. We call this the “b inary" model. E vapora tion  equations for 
these clusters are written

Ni„ -*  Ni,.,2 +  ^ N i  (26)

which, in an approxim ate  fashion, accounts for the nickel clusters not included in the model. 
A gglom eration rates for all nickel clusters and evapora tion  rate  coefficients for n > 16 were 
de te rm ined  from Girshick's  m ethod, Eqs. (7)—(13). T hese  evapora tion  coefficients are given 
in Table 10a; and the agglom eration coefficients are  given in Table I Ob. T h e  ra te  coefficients 
for  n >  16 have been multiplied by n to account for the missing clusters betw een each 
n and 2/7.

2.4.2. Combined Carbon and Nickel Clusters to 
Form Carbon Nanotubes

O n e  kinetics model tha t  takes advantage of  the fullerene mode! o f  Krestin in  et al. was 
p roposed  by Scott [14]. The  nickel model o f  Scott and Smalley [42] is a d d e d  to  the set of 
reactions for carbon to produce  fullerenes and o th e r  large carbon  clusters. C a rb o n  and nickel 
clusters com bine to form the nuclei for the growth of carbon  nano tubes .  T h e  rates  of nickel 
cluster form ation  and growth are as discussed previously, the  growth o f  the  com bination 
carbon/nickel clusters can be obtained from the aerosol theory  o f  G irshick as given in Eq. (7). 
C arbon  clusters in the form  of soot Z, and fullerenes C MI and  C 7U are  a ssum ed  to be the 
precursors  that combine to form  nickel/carbon clusters, Z N ic and C F N ir . T h ese  clusters are 
the species that nucleate  and grow nano tubes  CNT. T hese  reactions are given in Table 11. 
F or  specificity, soot is assum ed to have 80 carbon  atom s, while Z N ic is assum ed  to have 80 
carbon  a tom s and  1024 nickel atoms. C N T  is assum ed to have 999 carbon  a tom s. W hereas  
this is much fewer than  in actual nanotubes, it can represen t  them; and  the n u m b er  of them 
will be correspondingly larger. The num ber  999 is purely arbitrary  and  can be selected to be 
som eth ing  greater. However, in [42] it is chosen because  the co m p u te r  code  used to solve 
the kinetic ra te  equa tions  has a three-digit limit in the input fo rm at for  n u m b e r  of  atoms in 
the  species definition.

2.4.3. Reduced Combined Carbon and Nickel Cluster Nanotube Scheme
As we saw in the reduced FiiPco model, we can a t tem pt to  reduce  the n u m b e r  o f  species and 
reactions by lumping m ost o f  the metal clusters as well as carbon clusters into  representative 
clusters. Both active and inert (dead) clusters tha t com bine the catalyst and  carbon can 
also be lumped tog e th e r  into a single represen ta tive  cluster. The  species in this reduced 
m odel are A r/H e, C, C\, C , ,  C r , Z  (soot), C w!t. Ni, Ni>. Ni?. Nir . Z N ic . D Z , and D Z N ic . 
T h e  subscript C on these symbols deno te  “cluster.'" T he  " D "  on  the symbol indicates a dead
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T abic 10. N ickel c lu s te r  e v a p o ra tio n  co effic ien ts a n d  a g g lo m era tio n  coeffic ien ts .

R eaction
A

(cm 3 s 1 m ol 1) P
E /R
(K )

(a ) E v ap o ra tio n  co effic ien ts fo r n =  32 to  2048 b ased  on  G irsh ick  s. fo rm u las , Eqs. (7 )—(13)

NiV — Ni„, +  J6Ni 9 .38  x 1017 - 0 .5 39127
Ni„4 N i,: +  32Ni 1.34 x 10IS - 0 .5 40843
N i lJK — N iM +  64Ni 1.96 x  10ts - 0 .5 42194
N i:.sh — N ii:s 4- 128Ni 2.91 x I0 IS - 0 .5 43263
N isi: — N i25„ 4- 256Ni 4 .36  x 10'* - 0 .5 44109

N i ,,,2-1 — N U i ; + 5 1 2 N i 6.61 x l(),s - 0 . 5 44780
N i:04,s -  N im24 4  1024Ni 1.01 x 10,g - 0 .5 45312

(b ) N ickel c lu s te r  ag g lo m era tio n  coeffic ien ts  b ased  on  G irsh ick ’s fo rm u las , Eqs. (7 )—(13)
Ni +  Ni N il 3 .70  x 1012 0.5 0
N i: +  Ni -*■ N i, 4 .10  x 1012 0.5 0
N i, 4 Ni — N i. 4.51 x 1(),: 0.5 0
Ni4 4 Ni -»  N i5 4 .90  x K)12 0.5 0
N i, 4  Ni — Ni„ 5 .27  x  1012 0.5 0
Ni„ 4- Ni -*■ N i7 5.61 x  I0 |: 0.5 0
N i7 4 Ni — N is 5 .94  x 1012 0.5 0
N i, 4  Ni> — Nij 4 .16  x 1012 0.5 0
N i, 4 Ni., — N i, 4 .37  x 10|: 0.5 0
N i. 4  N i4 — N ift 4 .60  x 1012 0.5 0
N i, 4  N i, ->  N i(> 4.45 x  10 '2 0.5 0
N i, 4  N i4 — N i7 4 .59  x  1012 0.5 0
N i(t 4  N i: ->  N is 5 .06  x  1012 0.5 0
N i, 4  N i, — N i7 4 .83  x 1012 0.5 0
N i, 4  Ni., -  N is 4 .75  x 1012 0.5 0
N i, 4 N i4 N is 4 .67  x  I 0 12 0.5 0
Nis 4 N is -> N i|ft 4 .19  x 1013 0.5 0
Ni,-*. 4  N ilh N i,, 9.41 x 10'-' 0.5 0
N i,: +  N i,: -  N i(l4 2.11 x  10M 0.5 0
Ni„4 4  N i(,4 * N i 12S 4 .74  x 10" 0.5 0
N i,:<s 4  N iI28 Ni,*, 1.06 x I 0 15 0.5 0
Nisr, 4  N i,5h -> N i512 2.39 x 10|s 0.5 0

N isi: + N i5l2 -+ N illl24 5 .36  x 10,s 0.5 0
N i«ea 4  N iM)24 ->  N i2n4>s 1.20 x 10"’ 0 .5 0

partic le  tha t no longer reacts. As in the  reduced  HiPco m odel an d  the reduced  fullerene 
model, the representa tive  lum ped clusters have specified n u m b ers  of  a tom s each just for the 
specificity required  to satisfy e lem en t  balance  in the reaction.

Reaction  rate coefficients may have to be ad justed  slightly to m ake  the results agree with 
those o f  the full model. This can be a t te m p te d  by solving the p rob lem  parametrically , using 
a simple tem p era tu re  and dilution profile tha t is rep resenta tive  o f  a given reactor  or  process. 
T h e  reduced  model for S W C N T  p roduc tion  based  on carbon  v a p o r  and metal catalysts is 
given in Table 12. Nickel is the  m eta l chosen because  it is m ost o ften  used.

T able 11. R e ac tio n s to  fo rm  n ick e l/ca rb o n  nucle i c lu s te rs  and  n a n o tu b e s .

A V E /R

N icke l/ca rb o n  c lu s te r  fo rm a tio n

Z  4- N il(l24 =» Z N iC I . E l 6 0.5 0
Qm- +  N illl24 =» C F N iC 1.E16 0.5 0
Ctof +  N i1(l24 => C F N iC  4  .1428571 C 7()F 1.E16 0.5 0

N a n o tu b e  fo rm a tio n  from  Z  and  Ni
Z  +  Z N iC  => 0 .08008008008C N T  4- Z N iC 1.E12 0.5 0

N a n o tu b e  fo rm a tio n  from  C W)F, C 7(„., an d  Ni
C w„. 4  Z N iC  => 0 .06006006006C N T  4- Z N iC 1.E13 0.5 0
C 7(1F 4- Z N iC  =» 0 .07007007007C N T  4  Z N iC 1 .E I3 0.5 0

Soot in c itin g
Z  => D Z  " 1.E2 0 0
Z N iC  => D Z N iC I.E 4 0 0
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T ab le  12. R e d u c e d  carbon  vapor/n ick e l ca ta ly st m odel.

A V / • ; /*

c  +  c  =  c . 2 JO E  +  14 0 0
c  +  c : =  c \ 2 .00E  +  14 0 0
c ,  +  c ,  =  c ,  +  c 2 .00E  4- 15 0 9040
C 3 4- C  =  0 . 100CC 2.E  4- 14 0.00 0.00
c 3 4 - C : =  0 .1 2 5 C C 2 . E +  14 0.00 0.00
C 3 4- c l  =  0 .1 5 0 C C 2 .E  4- 14 0.00 0.00

N in  c lu s te r  ag g lo m e ra tio n  R ao  m e th o d
Ni +  N i = > N i 2 3 .70479E  4- 12 0.5 0
N i: +  Ni => N i3 4 .09656E 4  12 0.5 0
N i3 4- Ni => 0 .0039062N iC 4 .5 1 E 4- 12 0.5 0
N ij 4- N i, => 0 .0048828N iC 4 .37E  4- 12 0.5 0
N i, 4- Ni~ => 0 .0058593N iC 4 .4 5 E 4 -  12 0.5 0
Ni 4- N iC  => 1.0009766N iC 8 .0 4 E 4- 13 0.5 0
N i2 4- N iC  => 1.0019531 N iC 5 .96E  4- 13 0.5 0
N i, 4- N iC  => 1.0029297N iC 5 .03E  4- 13 0.5 0

R a te  e s tim a te d  fro m  W eb E lcm en ts  N i — Ni bond energy  203 kJ/m ol
N i2 4- M => Ni 4- Ni 4- M I.00E  4- 15 0 24476

G irsh ick  e v a p o ra tio n  ra tes  w ith W eb E lcm en ts  energy
N i, => N i: +  Ni 3 .37E  +  17 -0 .5 28145
N iC  => 0 .5 N iC  +  512N i 6.61 E 4- 18 -0 .5 44780

C a rb o n  c lu s te r  ag g lo m e ra tio n
C C  4- C  =  1.025 C C 2.300E  4- 14 0 0
C C  4- C : => 1.05C C 2 .300E  +  14 0 0
C C  =» 0 .9 5 C C  4- c . 3 .2E 13 0 61900

F u lle re n e  fo rm a tio n
C C  4- C , => 0.70C,,,,. 4- C 2 .(JOE 13 0 0
C C  4- c ,  => 0 .7 0 C (1ll|: 4 .00E  4 09 0 -3 0 1 9 6
CC  4- C  => 0 .6 8 3 3 3 3 3 C ,ol. 2 .00E 13 0 0

F u lle re n e  d is in te g ra tio n
Q>i„ 1.45CC + C 2 8 .0E 13 0 61900
C MlF 4- C 3 => 0 .7 8 7 5 Z 2 .00F. 4- 13 0 10065

S oo l fo rm a tio n
CC' 4- C C  => Z 4 .E 13 0 0
Z  4  C 3 =  1 .0375Z 4 .E 12 0 0
Z  4  C ; =  1 .025Z 4 .E 12 0 0
Z  +  C =  1 .0125Z 4.E 12 0 0

N ick e l/ca rb o n  c lu s te r  ev ap o ra tio n
Z N iC  => 0 .9 9 9 0 2 3 4 Z N iC  +  Ni 4- 0 .0009766Z 6.61 E 4- 18 0 44780

S o o t in e rtin g
Z  => D Z 1.0E2 0 0
Z N iC  => D Z N iC 1.0E4 0 0

N ick e l/ca rb o n  c lu s te r  fo rm a tio n
Z  +  N iC  => Z N iC 1.E16 0.5 0

N a n o tu b e  fo rm a tio n  fro m  Z  and  Ni
Z  4- Z N iC  =» 0 .08008008008C N T  +  Z N iC 1.E12 0.5 0

N a n o tu b e  fo rm a tio n  fro m  C 60F  an d  Ni
C <l(lF 4- Z N iC  0 .06006006006C N T  -j- Z N iC 1 . F 13 0.5 0

C C  =  C’j,, C a rb o n  c lu s te r .
Z  -  C’su S oo t.
N iC  — N i5 i: N icke l c lu s te r .
Z N iC  =  ■Cw»N'i5 |> N iek e l-S o o t clu ster.
D Z  =  C s<( In e r t  ( d e a d )  so o t.
DZNiC -  CM|,Ni5i: Inert (dead) Nickel-soot cluster.
C W  — C w> F u lle re n e .

2.4.4. Results Comparing Full and Reduced Fullerene Models
To assure  tha t  a red u ced  m odel actually is capable o f  p red ic ting  the production o f  nano tubes,  
one can calculate  bo th  m odels  for some representa tive  simple cases such as a te m p e ra 
ture profile linear in time. A  com parison  of the com plete  Krestinin et al. [7] model with 
the red u ced  fu llerene  m ode l was presen ted  in 114]. T he  time evolution o f  a carbon/nickel



C hcm ical Reaction and Flow M odeling  in Fu llcrcne  and N an o tu b c  P rod uc t ion 2 7 5

0.1

0.01 -

o  0.001 -
o :ro :
LL ■
U) ‘C/3 0.0001 r

10"5

10'6*—
10-6

T im e (s)

F ig u re  5. C a rb o n  c lu s te r  and  S W C N T  p ro d u c tio n  fo r full m odel (w ith m o d ified  ra te s )  c o m p a re d  w ith  red u ced  
m o d el with te m p e ra tu re  ram p  from  3500 to  1500 K in 1 /as.

vapor, with a tem p era tu re  profile ram ped  from  3500 K to 1500 K, was ca lcu la ted  using 
a zero-d im ensional code ( A U R O R A  code of C H E M K IN  package [40]) for bo th  models. 
T he  calculation o f  the production  o f  carbon  nano tubes  and o th e r  c lusters  ag ree  very well. 
F igures 5 and 6 show com parisons o f  the  time evolution o f  var ious  species an d  the  p ro 
duc tion  o f  SW CNTs. W hereas  the com parison  is very good  (w ithin 50% ), th e  p roduc tion  
o f  ca rb o n  nano tubes  and o th e r  clusters m ust be com pared  with exp e r im en t  to  ca l ib ra te  the 
ra te  coefficients used in the models.

T h e  m odels  discussed in Section 2 have been  applied to  various p rob lem s associa ted  with 
the p roduc tion  of  carbon  nanotubes. T h e  application of  these m ode ls  has taken  various 
levels of  fidelity and sophistication. Assessm ents o f  the models, particu larly  com parisons  
be tw een  full and reduced models, a re  given in this section. Section 3 con ta ins  results  applied  
to the  arc process, Section 4 addresses  laser ablation process results, and Section 5 deals 
with the H iPco  process. Two approaches  are  considered  for solving the  coup led  fluid dy n am 
ics eq ua tions  and the chemical kinetics o f  the models. Because co m p le te  fluid dynam ics
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F ig u re  6. C o m p ariso n  o f  c lu s te r  evo lu tion  an d  p ro d u c tio n  o f  SW C N T s w ith full m o d e l (w ith  m o d ified  ra te s )  an d  
th e  re d u c e d  m odel w ith  te m p e ra tu re  ram p  fro m  3500 to  1500 K in 500 /jls.

So ot Full M odel
C 6 0  F u llere n e  Full M odel
D Z  D e a d  S oot Full M odel
D e a d  N icke l-S oot C luster D Z N iC  Full M odel
C N T  Full M odel_____________________________________
S o ot Z  R e d u ced  M odel
C 6 0  F u llere n e  R e d u ced  M o d el
D e ad  S oot D Z  R e d u ced  M o d el
D e ad  N icke l-S oot C luster D Z N iC  R e d u c e d  M odel
C N T  R e d u ced  M odel

10' 0.0001 0.001
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in three d im ensions plus large m odels  having hundreds  o f  species presents a form idable  
com puta tional task, we approach  the solution by simplifications o f  two types. O n e  is to 
reduce the size o f  the m odel by lumping many clusters into a single representa tive  cluster, as 
in the “ re d u c e d ” models. O n e  can then  use these reduced  m odels in highly complex g eo m e t
rical s ituations using multid im ensional fluid dynamics equations. O n  the o th e r  hand, if high 
fidelity of  chemical species and reactions is desired, then the chemistry and fluid dynam 
ics solutions can be decoupled. T he  fluid dynamics equations are  solved w ithout chemical 
reactions; and  then the complex chemical kinetics is developed along streak lines.

3. ANALYSIS AND MODELING OF CARBON ARC REACTORS
The arc discharge m ethod , developed initially for fullerene synthesis [2], can also produce 
single-wall ca rbon  nano tubes [45-48] by simply adding  catalysts to the graphite  and by chang
ing process conditions. C om pared  with o th e r  synthesis techniques, the arc leads to te m p e ra 
tures higher than  5000 K, as m easured  by optical emission spectroscopy [49-51], thus insuring 
total and fast vaporization  of  graphite  anode  containing bimetallic catalysts in a background 
gas of helium [46], argon [46, 52], or  mixtures of  them  [52, 53]. Catalysts that are  com m only 
used are nickel and yttrium at about one  to four  m olar  percen t  [46]. Optimal conditions are 
obtained with this catalyst com position  [46], for helium at a pressure  o f  660 m bar, and a cu r
rent o f  100 A. N ano tubes  are  collected in a soot, called “co llare t ,” that is close to the cooled 
cathode. T hey  seem to grow e ither  in bundles  o r  as individual tubes that coalesce readily 
into bundles. L aboratory  scale reactors can produce  up  to  1 g of this collaret pe r  10-min 
batch run. T h e  as-produced  m ateria l contains nano tubes  tha t are 1 to 1.4 nm in d iam ete r  
and a few m icrom eters  in length. D ue  to its relatively low cost, the arc discharge process is 
used to p roduce  nano tubes  commercially. A lthough  prices are still high, they are  in constant 
decrease. For example, the  M E R  C orpora tion  in the U nited  States offers a soot synthesized 
by the electric  arc m ethod  (Fig. 7) that contains 10% to  40%  by mass of  nano tubes  a t  $50 
pe r  gram, c o m p ared  with $2000 pe r  gram a few years ago! C on tra ry  to the com peting  p ro 
cess by chemical vapor deposition  C V D  in fixed [54-59] o r  fluidized beds [60, 61], nano tubes  
p roduced  by arc are  repu ted  to  have excellent s tructural p roperties. They are quite straight 
and presen t fewer topological defects, probably because o f  the fast growth conditions. H ow 
ever, the m a jo r  inconvenience of  the arc process rem ains the presence of  im purities  such 
as catalysts and  am orphous  carbon mixed with the nano tubes.  To take advantage o f  the 
good structura l quality of  nano tubes  produced  by arc, two solutions are possible. T he  first 
concerns the  deve lopm ent of  postsynthesis purification m e th o d s  to remove these im puri
ties. H ow ever, due  to the large variety o f  carbon  impurities (Fig. 8), such as am orphous  
carbon, graphitic  nanoparticles, polyhedral carbon  particles, onions, single-wall nanohorns  
(SW N H s), fullerenes, and  som e o th e r  form s o f  carbon  with m eta l catalyst enclosed, purifi
cation is a very tedious task, and  no purification technique  is universally adm itted  today. 
In addition, this large variety of  impurities renders  the quantita tive  techniques developed  to 
m easure the am oun t o f  carbon nano tubes  in the sample such as therm ogravim ctrie  analysis 
(T G A ) or n ear- in frared  (N IR )  spectroscopy [62] not very reproducible . For these reasons,

F ig u re  7. M E R 's  industria l re a c to r  o f  capac ity  ***1.00 g  S W C N T  soo t p e r  h o u r. O n  th e  left, it show s so o t con ta in in g  
up  to  2(1 wt°< o f  n a n o tu b es . C o u rtesy  A lexander M oravsky.
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a-carbon structures
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I'u 11 ere nees

b-im purities

F ig u re  8. S ch em atic  o f  (a ) ideal s tru c tu re s  a n d  (b ) im p u ritie s  in the  co llec ted  arc  m ate ria ls .

it is better to improve the process to increase nanotube yield during their formation. Hence, 
many experimental and theoretical studies have attempted to improve nanotube yield during 
arc synthesis and to provide a comprehensive understanding of the growth mechanism. For 
the future, there is an important challenge for scaling up, optimizing, and controlling the arc 
process to make it commercially viable. To perform these objectives, several experimental 
approaches were developed to study the effect of the different arc parameters on nano
tube yield and structure. These studies were also complemented by several models, either 
phenomenological, to understand how and where nanotubes are formed, or macroscopic, to 
understand such processes as mass and heat transfer in the arc and their interconnection. 
When implemented into computational fluid dynamics (CFD) numerical codes, these models 
can predict temperature, species distribution, and fullerene yield or nanotube growth rate. In 
this section, we will summarize first the experimental approaches used to enhance fullerene 
or nanotube yield in the arc. Then, by a comparative survey of all synthesis processes, we will 
point out the specificity of the arc. Phenomenological models, as well as macroscopic mul
tidimensional models at OD, ID, and 2D will be presented. These models were developed 
to predict the temperature and chemical species distributions, fullerene yield or nanotube 
growth rate.

3 .1 . R ev iew  of th e  A rc P ro cess

Several laboratory-scale methods have been proposed to produce SWCNTs. Examples 
include condensation of laser [63, 64] vaporized carbon in the presence of catalysts, decom
position of hydrocarbons on supported [54-56], entrained [65-68] or fluidized bed catalysts, 
[59, 60], decomposition of carbon monoxide on supported catalysts [59], and a high-pressure 
technique called HiPco. This technique involving decomposition of carbon monoxide on gas 
phase metallo-organic carbon pentacarbonyl Fe(CO ) 5 was developed more recently by Smal
ley's group at Rice University [69, 70]. Compared with these processes, the unique aspects 
of arc synthesis are the presence of the ions in the discharge and the formation of catalysts 
atoms and small carbon clusters C and C2 at relatively high temperature. After giving a brief 
history of the arc, we will present in this section the uses of arc technique to produce carbon 
materials as fullerenes, multiwalled or single-wall carbon nanotubes. We will discuss in more 
detail the specific conditions of single-wall carbon nanotube formation.



3.1.1. History
Sir Humphry Davy of London, England, discovered the electric arc between two carbon elec
trodes in 1813. In 1844, the French physicist Leon Foucault studied physical phenomenon in 
the arc lamp. The first industrial use of the arc was achieved in 1862 to produce acetylene by 
a process developed by Marcellin Berthelot. In 1880, Louis Clerc replaced the oxygen flame 
for welding applications by the plasma of an electric arc. At the end of the nineteenth century, 
carbon arc welding (CAW) was intensively used for locomotive maintenance because the weld 
joints were hard and brittle due to the carbon flaking off into the weld puddle [71]. Since 
1944, these discoveries opened the way to the thermal plasma synthesis of carbon materials.

The German physicist Otto Hahn obtained carbon chains when trying to create some 
heavy atoms by fixing neutrons during the evaporation of metals in a carbon arc. Harold 
Kroto and Dave Walton also observed these chains in 1970 during experiments simulating 
conditions of combustion in the formation of red giant stars. In 1990, fullerene synthesis 
was performed by Kratschmer et al. [2] (Fig. 9) of the Max Planck Institute in Heidelberg, 
Germany, under a helium atmosphere. One year later, in 1991, nanotubes were observed for 
the first time by S. Iijima [72-75] of the Japanese company NEC and by Bethune et al. [76], 
Due to their unique combination of properties, nanotubes generated a lot of interest in the 
scientific community, and opened new fields of studies in science and technology. Since 1991, 
nanotube synthesis in the arc has been extensively developed and studied by several research 
teams around the world.

3.1.2. Experimental Approaches
Before presenting the different modeling approaches, we will briefly discuss the experimental 
approaches used to improve fullerene and nanotube arc processes.

3.1.3. Fullerenes versus Multiwalled Carbon Nanotubes
When the electric current is changed from direct (DC) to alternating (AC) current, nano
tubes instead of fullerenes are formed in a deposit on the cathode. Hence, the arc discharge 
technique, first used to produce fullerenes [2], was then extended to producing multiwalled 
carbon nanotube [2, 77] synthesis by changing the conditions of the discharge in the same 
apparatus. Figure 8 illustrates ideal structures obtained in the soot. Multiwalled carbon 
nanotubes are formed inside a hard deposit that grows on the cathode at a speed of about
l mm/min. They are organized in bundles with diameters between 2 and 30 nm [72, 77, 78]. 
Ebbesen et al. [45] and Ajayan and Iijima [77] proposed improvements in the classic pro
cess of Kratschmer and Huffmen. These studies showed that optimal growth conditions are 
different from of those of fullerenes. For example, the total pressure of helium is 660 mbars 
for nanotubes and only 200 mbars for fullerenes. The physical reason of this difference 
remains not very elucidated. Among the limited number of publications on this topic, we 
notice the work of Zhang et al. [79] on the effect of the helium pressure on the MWCNT
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yield. They indicated that the increase in pressure enhances nanotube yield and decreases 
fullerene formation. Cadek et al. [80] reported a pressure of 660 mbar and a current density 
of 195 A/cm2 as optimal conditions for MWC'NT synthesis. Nanotube synthesis under an 
argon atmosphere was studied by Borisenko et al. [81] who showed that argon can improve 
MWCNT yield by a factor of 5-10 compared to helium in similar arc discharge conditions. 
A hydrogen discharge was also tested by Ando et al. [82] and Zhao et al. [83] to grow 
nanotubes with smaller diameters. Double-walled carbon nanotubes were produced using a 
mixture of argon and hydrogen by Hutchison et al. [84]. Finally, Jung et al. [85] studied the 
morphology and the structure of MWCNT produced in a mixed atmosphere of helium and 
acetylene in the arc. They noticed that the quantity of carbon nanoparticles, formed inside 
the cathodic deposit, increases when acetylene is added to the ambient gas. An important 
modification of the arc method was achieved using liquid nitrogen [85, 86] with the advan
tage of an easier recuperation of the products and a possible continuous synthesis. Another 
less efficient, but also less expensive method uses water instead liquid nitrogen [87].

3.1 A. Single-Wall Carbon Nanotubes
Single-wall carbon nanotubes were discovered by Iijima [72] in 1991 when adding iron to a 
graphite anode in the arc. Later, all the process parameters such as catalysts and inert 
gas composition, current density, pressure, gravity (orientation), and so forth, were varied 
to enhance nanotube yield. Several metallic particles were used as catalysts including 
cobalt [76], nickel [88], yttrium [89], manganese [90], scandium [91], lanthanum [92, 92], 
vanadium [93], cerium [94], gadolinium [95], and zirconium [92]. The presence of these cat
alysts leads to a large variety of metallic particles and carbides in the plasma and in the 
collected material. Currently, the most efficient catalyst is obtained by mixing two elements 
such as nickel-yttrium [46, 96], nickel-cobalt [97, 98], iron-nickel, [99, 100], or rhubidium- 
platinium [101]. According to Saito et al. [102], the efficiency of the Rh-Pt couple is compa
rable to Ni-Y. It is also noticed that these catalysts can change the diameter distributions in 
the interval 0.7-3 nm. On the other hand, Sugai et al. [102] used a pulsed discharge to syn
thesize fullerenes and SWCNTs using nickel and cobalt catalysts under an inert atmosphere 
of helium, argon, or krypton. Argon was found to be the best gas for fullerene production 
and krypton the most efficient for nanotubes. According to the authors, increasing the pulse 
duration increases nanotube and decreases fullerene yields, making a competition between 
these two kinetic pathways. The conventional electric arc is an unsteady process because of 
instabilities of cathodic spot. This leads to a nonhomogeneous distribution of the electric 
field in the plasma. The cathode spot instability results in random and erratic motion of a 
luminous spot along the cathode surface. Hence, Lee et al. [103] used a technique of rotation 
of the anode to create uniform plasma. This rotation generated a turbulence that accelerates 
carbon species perpendicularly to the anode. In this situation, carbon is not condensed on 
the surface of the cathode but collected on a graphite collector placed in the periphery of the 
plasma. According to the authors, increasing the speed of rotation increases nanotube yield 
and decreases nanotube diameter. This result was confirmed by Bae et al. [104]. Effects of 
gravity have been studied by Kanai et al. [105] who found that the absence of gravity forces 
can reduce convective fluxes of the inert gas increasing plasma volume. Consequently, the 
authors found an increase of the yield of nanotubes and an increase of their diameter. A key 
parameter for the arc is the erosion rate of the anode. This parameter depends on the input 
power, the chemical composition of the anode, the length of the arc, and the nature of the 
inert gas, the pressure, the cooling of electrodes as well as the geometry of the reactor. Not 
all these parameters are independent, increasing the complexity of the problem. Therefore, 
Zhang et al. [106] studied the dependence of the speed of erosion of the anode with the 
pressure and the nature of the inert gas (argon or helium). The authors found that, for low 
pressures between 100 and 300 mbar, the erosion rate of a pure graphite anode is lower in 
argon than in helium. This tendency is reversed for pressures between 300 and 900 mbar. 
Takizawa et al. [107] measured the quantity of soot formed in the reactor while varying the 
percentage of nickel and yttrium in the composition of the anode. They demonstrated that 
the addition of yttrium traces (0 .1% at.) with the nickel increases soot yield by a factor of 
2-3. This yield was not important when only nickel or yttrium was used as catalyst.
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3.2 . A n a ly s is  o f th e  A rc  D isch arg e

3.2.1. Description of the Experiment
The carbon arc apparatus consists of a static water-cooled reaction chamber with two cooled 
graphite rods. For the anode, a graphite rod filled with catalysts (Co, Fe, Ni, Y) is generally 
used. The cathode is made of pure graphite or copper. It was reported that copper does 
not improve the results and leads to a less-stable arc [108]. The distance between the anode 
and the cathode can be adjusted by moving the anode toward the cathode manually [46, 52] 
or automatically [49] using an optoelectronic system. A direct current (DC) for nanotube 
synthesis or alternating current (AC) for fullerene production passes through the electrodes., 
and plasma is created in the interelectrode region. Efficient operation is assumed to exist 
when the discharge is stable and the anode erosion rate is constant. This can be achieved 
by maintaining a constant voltage between the electrodes, which is closely related to the 
stability of the electrode spacing. The plasma is first ignited by contact between the anode 
and the cathode, which elevates the temperature of the contact point until evaporation of 
the anode material. Then, the anode is moved back to maintain a desired gap between the 
growing deposit on the cathode and the burning anode. An active plasma zone bounded by 
the deposit and the anode is created. This hot plasma zone produces carbon and catalyst 
vapors, which then diffuse to the cooled reactor regions. Carbon species and catalysts build 
up on the end of the cathode (called cathode deposit), and deposit forms a collaret around 
the cathode deposit. Soot is deposited on the reactor walls by free convection. The high 
temperature near the anode and the high energy density in the plasma insure vaporization of 
most of the anode material. The water-cooled cathode leads to high quench rates and high 
levels of super cooled or supersaturated vapor with nanotube formation. The quench process 
is uncontrolled, but arc products usually are soot on the reactor walls, web-like structures 
between the cathode and the chamber walls, a hard gray deposit at the cathode’s end, 
and a rubber-like collaret rich in nanotubes around this deposit. Figure 10 shows scanning 
electron microscopy (SEM) and high-resolution transmission electron microscopy (HRTEM) 
micrographs of as-produced nanotubes.

3.2.2. Comparison with the High-Temperature Processes
The nanotubes produced by arc discharge are similar to those obtained in high-temperature 
processes such as laser or solar vaporization, and it is interesting to compare all these pro
cesses to point out the specificity of the arc. In high-temperature processes, the temperature 
is higher than 3500 K, permitting the total vaporization of the target or anode formed by 
graphite and catalyst. To achieve such high temperatures, high-energy densities are needed 
to atomize totally the solid and to form atoms of carbon C and catalyst M. When the tem
perature decreases in the cold region of the reactor, carbon reacts to form molecules of 
superior size and clusters composed only of carbon, such as C2, C3 . . .  C60 . . .  C N T .. . ,  soot 
or composed of only metal as M: , M3, . . . ,  Mcklster or, finally, a mixture of them, C„Mm. 
To understand these processes, it is necessary to quantify mass and energy fluxes at different 
conditions. In Table 13, a comparison of fluxes of mass and energy for the most important

Figure 10. M ic ro g rap h  o f  th e  a s -p ro d u ced  co lla re t in th e  a rc  ch a m b e r: (a )  an d  (b ) a re  SE M  m ic ro g ra p h s  at two 
m ag n ifica tio n s [109] sh o w in g  b u n d le s  o f  SW C N T s an d  im p u ritie s  o b ta in e d  w ith ca ta ly st co m p o s itio n  N i : Y 4 .2 : I 
a to m ic  p e rc e n t; (c ) is a  h ig h -re so lu tio n  H R T E M  o f  the  co lla re t p ro d u c e d  in helium  show ing  b u n d le  o f  a b o u t 60  
n a n o tu b e s . R e p rin te d  w ith  p e rm iss io n  from  [53], H inkov e t al. ./. A p p i  Phys. 95, 2029 (2004). ©  2004. A m e ric a n  
In s titu te  o f  Physics.
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high-temperature processes is given. In this table, / and V  are, respectively, the current and 
potential drop between electrodes, r A is anode radius, d  AC is the distance between anode 
and cathode, P  the pressure, A is the laser wavelength, v  the frequency of the laser, E puhc 

is the pulse energy, rpulse is the duration between two pulses, and is the laser or solar 
spot diameter. We notice that the arc process is by far the most efficient process in terms of 
erosion rate and produces 4.2 g/h of soot containing nanotubes. Nevertheless, for industrial 
applications, arc processes have at least two disadvantages: (1) This process is discontinuous 
and requires cycles of production/cleaning, (2) the nanotube concentration in the soot is 
relatively poor.

3.3. Specificity of the Arc
3.3.1. Specific Conditions for SWCNT Growth
Typical experimental conditions [109] for SWCNT synthesis in the arc are the following:

(i) The inert gas is helium.
(ii) The potential drop between the electrodes is V  =  40 V.

(iii) The anode diameter r A  =  3 mm and the cathode diameter rc =  16 mm.
(iv) The current density j  =  100 to 350 A/cm2.
(v) The interelectrode distance d AC =  1 to 3 mm

(vi) The plasma =  temperature —6500 K.
(vii) The erosion rate =  70 g/h.

(viii) The pressure =  660 mbar.
(ix) The velocity of material leaving the anode as calculated by Farhat et al. [107] wanode =

78 m/s and as estimated by Krestinin and Moravskii [7, 110], //anotlc =  2 to 80 m/s
for fullerene conditions.

(x) The dilution factor r  is the ratio of helium to carbon material leaving the interelec
trode space: r  =  20 to 30% [7, 110].

(xi) Mixing time rmix is a parameter introduced by Krestinin and Moravskii [7, 111] to 
measure the time that carbon material needs to be totally mixed with helium when 
leaving the interelectrode space: rmix =  2 to 8 ms [7, 110].

Other parameters such as water flow-rate used to cool the cathode and loss by radiation from 
the plasma are reported in the literature [111, 112]. Gamaly and Ebbesen [113] proposed 
to estimate gas radiation simply from Stephan-Maxwell equation <2rad =  c r T A —  5.67 x 10“ 12 
T4 J/cm2 s with r - 4 0 0 0  K. However, arcs are not usually optically thick. Therefore, this is 
not a good assumption.

3.3.2. Space Charge, Potential, and Electric Field Distributions
Space charge, potential, and electric field distributions have been described by Gamaly and 
Ebbesen [113] for multiwalled carbon nanotube conditions. According to them, the space 
distribution of the potential has a steep drop near the cathode in a region of positive space 
charge where practically the entire potential drop occurs, as shown in Fig. 11. They calculated 
this sheath length at A =  12 /xm for typical multiwalled carbon nanotube conditions with
V  =  20 V and j  =  150 A/cm2. This is also the distance of the main potential drop in the 
interelectrode region. Gamaly and Ebbesen [113] also estimated the average electric field in 
this region at E  =  2  x 104 V/cm and consider that the electric field in the outer region is 
several orders of magnitude lower.

3.3.3. Ionization State and Density of the Plasma
The interelcctrode region is composed of a mixture of inert gas, carbon and catalyst atoms, 
and molecules. Figure 12 shows qualitatively 15 pictures of the development of the arc in the 
argon as the distance between the electrodes is changed. Light is emitted from atom and ion 
lines, as well as from C 2 and. possibly, CN molecules. The first ionization potential of some 
elements present in the plasma are summarized in Table 14, For a helium/carbon discharge 
without catalysts used for MWCNT synthesis, Gamaly and Ebbesen [113] estimated that the
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. .. anodic
catnodic . .. . transition
transition

/o n e

F igu re  11. S pace  ch arg e  p o te n tia l a  d ie lec tr ic  field  d is tr ib u tio n  in the  arc.

carbon ion C+ is the major ion, with the density in the plasma of n c +  =  5 x  1015 cm -3 and near 
the cathode of /zc+ =  6.9 x 1013 cm-3. The ion velocity was estimated at v lon =  1.8 x 10*'’ cm/s. 
At these conditions, the flux of carbon to the cathode is 6.25 x 10li; carbon/s, and the number 
density of the plasma is dominated by helium with /?He =  6.4 x 10ls cm -3. Nevertheless, Scott 
et al. found that yttrium and nickel ions are the major ions in the discharge when catalyst 
is added to the anode for SWCNT optimal conditions. Figures 13 and 14 show measured 
optical emission spectra and that calculated with the atomic emission spectroscopy Fortran 
program named AES and developed by J. Hornkohl of the Tennessee Space Institute.

3.4. Modeling Arc Process
After presenting the main results obtained by the analysis of the experimental arc process, 
we need to develop a systematic approach in order to establish a relation between nanotubes 
or fullerene yield and arc parameters. Before establishing such relations, it is legitimate to 
ask some questions.

• Where and how are nanotubes formed in the reactor and how can this perfect linear 
and symmetric structure be formed in such an anisotropic plasma?

• Why in the same reactor but with different conditions we obtain fullercncs C6(l and C7U, 
MWCNT or SWCNT?

F ig u re  12. D ev e lo p m e n t o f  the  p lasm a in th e  in te re le c tro d e  zo n e  b etw een  th e  c a th o d e  on  th e  left a n d  th e  an o d e  
o f  6-m m  d ia m e te r  o n  th e  right. R e p rin ted  w ith  p e rm iss io n  from  [1 15], I. H inkov, P h .D . T h esis , U n iv ersity  Paris 13, 
F rance , 2004. €> 2004.
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T able 14. First ionization potential and energy of elements used in models.

Y Ni C  A r H e

First ion iza tion  p o ten ita l (ev) 6.38 7.63 11.26 15.76 24.87
Ion iza tion  energy  (k J/m o l) 600 737 1.086 1520 2372

W avelength (nm)

F igu re  13. M e asu red  o p tica l em ission  sp e c tra  show ing  th e  p re d o m in a n c e  o f  y ttriu m  ions.
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• What arc the growth precursors, and by which kinetic mechanisms are they formed and 
transported in the plasma? What is the role of the ions in the growth of nanotubes?

• What process parameters control this growth and how do they influence nanotube diam
eter and chirality?

Due to the complexity of time and space phenomena in the arc and the interconnection of 
several individual processes such as electric, mass, and energy transfer, answering all these 
questions is a difficult task without the help of modeling. Very few works are reported in the 
literature to determine arc characteristics in the specific conditions of fullerene or nanotube 
growth. We selected some approaches, developed mainly by Garnaly and Ebbesen [113] for 
multiwalled carbon nanotubes, Bilodeau et al. [114] and Kristinin and Moravskii [7, 110] for 
fullerenes, and by Hinkov [115], Scott [116], and Farhat et al. [109] for single-wall carbon 
nanotubes.

3.4.1. Phenomenological Growth Models
A quantitative description of nanotubes was first described by Gamaly and Ebbesen [113] 
based on the approximation of the distribution of density, velocity, and temperature of 
carbon vapors, electric charge, potential, and electric field in the arc. On this basis, the 
authors presented a scenario for the nanotube formation, growth, and termination in time 
and space scales. It is doubtful that some of the details of this model are correct. However, it 
points out some useful facts. Typical multiwalled nanotube conditions reported are obtained 
with the vaporization of pure graphite anode in a helium discharge chamber with P  =  

500 Torr, anode to cathode distance d AC  < 1 mm, a potential drop of V  =  20 V, and a current 
density of j  =  150 A/cm2. At these conditions, average plasma temperature was assumed 
to be constant and ~4000 K. The deposit of area 0.5 cm2 containing MWCNT grows at 
the cathode with a measured rate of 1 mm/min =  16 j x m/s. Assuming the average material 
density of 1.5 g/cm3, this corresponds to a flux of carbon of 1.3 x 1020 atoms cm -2 s~‘ 
or a flow rate of 6.25 x 1019 atoms/s. At plasma temperature of 4000 K, calculated C+ 
density in the plasma is nc+ =  5 x 1015 cm"3, and near the cathode n c +  =  6.9 x 1013 cm-3. 
The ion velocity was estimated at =  1.8 x 105 cm/s, and the plasma is dominated by 
helium with n lic =  6.4 x 1018 cm-3. Because the temperature of the plasma is close to the 
melting (4100 K) and boiling (4470 K) temperatures of graphite, carbon begins to evaporate, 
producing a thin layer of saturated carbon vapor near the cathode surface. By a kinetic 
theory calculation of the evaporation, the authors determine that the carbon vapor sheath 
density is /7vap—' 1.35 x 10,s cm-3, which is very close to the density of surrounding gas. 
The carbon vapor initially expands from the gas and forms a thin shield over the cathode 
surface. There the gas is cooled in a region very close to the cathode of only 2 to 3 f i m in 
thickness having a temperature gradient of 26 K/cm. The saturated carbon is in fact diluted 
with helium in such way that the density after mixing is /ivap~4.8 x 1017 cm-3. According 
to the authors, the growth is due to the competitive input of two groups of carbon having 
different velocity distributions. The first group comes from the anode and has a Maxwellian 
velocity distribution. The second group is composed of ions accelerated in the gap between 
the positive space charge and the cathode. Due to the large difference in the first ionization 
potential between carbon (11.26 eV) and helium (24.87 eV), the major ion in the plasma is 
C +. At a potential drop of V  =  20 V, the ion velocity, calculated from the kinetic energy, 
equals 2 x 10A cm/s, which is 10 times higher than thermal velocity. The presented scenario 
of deposit growth consists of cycles of four events.

(1) Seed structure formation during the establishment of a steady ion current by collisions 
between C* 4- C* leading to C2, which is the feedstock for the seed structure growth. 
The small characteristic time of C 2 formation (10“7-10_s s) permits forming about 
I07 seeds in a micrometer-thick layer.

(2) Mutishell tube growth during the stable stage of the discharge. Because the mean free 
path of carbon-carbon collisions (15 /tim) is larger than the sheath thickness (2-3 /im), 
ions maintain perpendicular direction when moving to the cathode.

(3) Termination of tube growth is due to current instabilities caused by spot instability or 
spontaneous interruption and restriking of the discharge without significant changes in
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external voltage or current. Another cause of the instability reported by the authors is 
due to the splitting of the current into thinner filaments threads that move randomly 
to the cathode.

(4) The tube ends are capped by a process involving the rearrangement of carbon having 
Maxwellian distribution in the absence of current.

Based on this model, and the assumption that the characteristic reaction time for carbon- 
carbon attachment is proportional to the carbon-carbon collision time, the authors estimated 
the time of creating a l-/xm-length tube with a diameter of 5 nm at —0.02 s. Their conclu
sion is based on the qualitative agreement between the predicted time of these two groups 
with the experimental time —0.07 s. Gamaly and Ebbesen pointed out the importance of 
cooling the cathode in reducing the velocity of carbons with Maxwellian distribution, thus 
reducing the perturbation amplitude and improving yield and quality of nanotubes. They 
finally concluded that the extremely high local field of — 10s V/cm as suggested by Smalley 
[117] to explain open-end nanotube growth is four orders of magnitude higher than their 
calculated average electric field of 20 V/10 mm —2 x  ID4 V/cm.

3.4.2. Plasma Models
The majority of the work of modeling electric arc discharge in the presence of carbon and 
inert gas assumed local thermodynamic equilibrium (LTE) [7, 109, 110, 113, 114, 118]. This 
assumption consists of considering a unique temperature to represent the plasma. Thus, the 
temperature of electrons T („  ions T r  and atoms and neutral molecules of the gas are equal. 
This assumption has been justified by the work of Bilodeau et al. [114] concerning fullerene 
modeling in the arc. According to them, pure helium plasmas show departures from LTE at 
pressures of 104 Pa. However, their calculations demonstrate that carbon species dominate 
in the arc region, resulting in an increase of the electric conductivity in comparison to pure 
helium. As a result, the electric field is limited to values of 10 V/cm, thus limiting deviations 
from LTE. In order to verify this assumption, Hinkov [ 1151 calculated features of a plasma 
used at specific conditions of SWCNT growth using the AURORA plasma software in the 
CHEMKIN collection [119]. This software predicts the steady state or time averaged prop
erties of a well mixed or perfectly stirred plasma reactor. By modeling nonthermal plasmas, 
Aurora determines the ion, electron, and the neutral radical species concentrations and the 
electron temperature. Well-stirred reactors are characterized by a reactor volume, residence 
time or mass flow rate, heat loss or gas temperature, surface area, surface temperature, the 
incoming temperature and mixture composition, as well as the power deposited into the 
plasma for nonthermal systems. Figure 15 is a schematic representation of the well-mixed 
plasma reactor [119] and its adaptation to predict plasma compositions [115]. The reactor 
of volume V  =  0.6 cm3 and containing a reactive cathode surface area of A m =  2 cm2 is 
continuously fed by a mass flow of 1800 seem coming from the anode erosion. The composi
tion of the inlet flow is calculated at 4000 K using Ivtanthermo [120] equilibrium computer

SURFACE BULK
T sur{ growth/etch rate

Site fraction. Z k co^ oŝ ° n 
Site density. pn

F ig u re  15. Schem atic  re p re se n ta tio n  o f  a w ell-m ixed p lasm a re a c to r  ( I ! 1)] a n d  its ad a p ta tio n  to  p red ic t p lasm a 
c o m p o s itio n s Y, for given T  and  T  . R e p rin ted  w ith perm iss io n  from  [ 115 1, I. H inkov. P h .D . T hesis. U niversity  
Paris 13. F rance . 2004. €> 2004.



Chem ical R eac tion  and  Flow M odeling  in Fullerene  and  N an o tu h e  P roduction 2 8 7

code with the initial composition of the anode C : N i : Y 94.8:4.2: 1 at.%, diluted by a factor 
of 20 in the helium, as suggested by Krestinin and Moravskii [110]. The model takes into 
account 92 species including carbon radicals C, C: , C3, . . . C7l), fullerenes C6()F and C7()K, inert 
gas He, and ions Ni \  Y+, He+, C+, C4 , and Cj,. All these species involve 562 electron 
and neutral reactions listed respectively in Tables 1 and 15. In addition to the homogeneous 
gas chemistry, the surface reactions listed in Table 16 were added to account for the growth 
and etching of carbon nanotubes assumed to grow at the cathode surface from small carbon 
atoms. The sticking coefficient of unity for the deposition and 0.1 for etching was arbitrarily 
chosen. Finally, ions recombine in the sheath by the application of the Bohm condition for 
ion fluxes to surfaces. Indeed, as suggested by Meeks et al. [119], it is reasonable to con
strain the ion flux to a surface according to the Bohm criterion. This condition results in the 
maximum net flux of a particular ion to a surface equal to the product of the ion density 
and the Bohm velocity. No data are available for recombination of nickel and yttrium ions 
in the sheath, hence an arbitrary Bohm criterion of BOHM =  0.4 was chosen by Hinkov 
[116]. The calculations were performed with the following conditions, inert gas =  helium, 
measured erosion rate Gerosion =  17.2 mg/s at 100 A, assumed dilution factor rdi|Ution =  20, 
and a total pressure P  =  660 mbar, with and without the LTE assumption. In the first calcu
lation, the LTE assumption with Tj, =  7]on =  T e =  6500 K was assumed. The output results 
from AURORA are summarized in Table 17 and reveal a residence time of about 28 f i s  

and a weak electronic density of 6.4 x 1014 c m '3. The predicted total ion current density of 
10.4 A/cm2 corresponds to a total current of the order 20 A, based on a cathode surface 
area of 2.01 cm2. This is much lower than 100 A, making the LTE assumption questionable. 
The second calculation was performed in the same conditions by maintaining gas temper
ature at T  =  6500 K and varying electron temperature from 0.56 eV (6500 K) to 5.17 eV 
(60000 K) corresponding to varying the current from 20 to 200 A. The estimated ion mass 
fractions, plotted in Fig. 16, reveal that the major ion is Y+ for the current intensity I  <  50 A 
and Ni+ for the current intensity /  > 50. This result is explained by the low quantity of 
yttrium (1 at.%) added to the anode material, and to the weak energy of ionization of the 
yttrium. Increasing the current intensity, one forms more and more Ni+ ions from nickel 
atoms. Figure 17 gives the evolution of calculated current density and electron temperature 
with electron density. In the optimal domain of current (80-120 A) for nanotube synthesis, 
the calculated electron density is between 1.25 x 1015 and 1.5 x 10l> cm -3, and the elec
tron temperature is 1.7-2.4 eV. Table 18 summarizes the plasma composition calculated for 
/ =  100 A where the electron density of n c =  1.4 x lO13 cm-3 is in good agreement with the 
measurements of Akita et al. [51] in the interval 10l5-10 16 cm" 3 for T  =  6000 K as measured 
by optical emission spectroscopy in the following nanotube conditions: inert gas =  helium, 
pressure P  =  300 Torr, Gerosion =  50 mg/s, and the flow rate of carbon without catalysts is 
5500 seem. The calculations indicate that when the catalyst is present the major ion is NiH 
with a molar fraction of 1.3 x 10-3 followed by Y+ with a molar fraction of 4.7 x 10~4 and 
C f with a molar fraction of 1.3 x 10 4. From these results, even if the LTE condition is not 
satisfied, the weak rate of ionization of the carbon (<0.3%) indicates clearly that C+ ions 
cannot explain the fast nanotube growth rates, as was implied by the model of Gamaly and 
Ebbesen, described in Section 3.4.1.

T able 15. E le c tro n ic  gas p h a se  re a c tio n s  c o n s id e re d  in H inkov  [1 13].

N u m b e r R eac tio n ( e n r 3 s
A
- i m ol 1) p

E
(K ) Ref.

Ion 1 C  + c  o  C ’ + e  ' +  e 3.3 X 10:o 0 214420 |82]
Ion 2 C -  +  C \ ->  C j 9 .0 X 10M 0 0 [82]
Ion 3 C - +  c, -> c ; 6.0 X 1014 0 0 [82|
Ion 4 C " + e -  ~ C 3.6 X 10,ft - 4 .5 0 [S3)
Ion 5 idn- C w! t. 1.33 X to15 0 65900 [84[
Ion 6 N i ' +  e~ <-*• Ni 2 .2 X 1040 - 4 .5 0 [85]
Ion 7 Y 4 + e  <-*■ Y 2.2 X 104n - 4 .5 0 [851
Ion 8 H e* 4- e *-*• H e ”) 9 X I04" - 4 .5 0 [851
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T able 16. S u rface  reac tio n s co n s id e red  in H inkov [113].

A E
N u m b er R eaction (cm  3 s^ 1 m o l-1) P (K )

D eposition

S, Ni 4- W L (S ) ->  W L N i(S ) (S tick) 1.0 0 0
s , Y +  W L (S ) W LY (S) (S tick) 1.0 0 0
s ; C  +  W L (S ) -*  W L C (S ) (S tick) 1.0 0 0

s 4 C 2 +  W L (S ) ->  W L C : (S) (S tick) 1.0 0 0
s . C* +  W L (S ) W L C j(S ) (S tick) 1.0 0 0
S„ C 4 +  W L (S ) -> W L C 4(S) (S tick) 1.0 0 0

S7 C 5 +  W L (S ) W L Q (S )  (S tick) 1.0 0 0

E tch ing

S„ C  +  W L C (S ) — W L (S ) +  C 2 (S tick) 0.1 0 0

R eco m b in a tio n  o f  ions
s., N i ’ +  e  ->  N i(B O H M ) 0 .4 0 0

s,„ Y* +  e" -► Y (B O H M ) 0 .4 0 0

T able 17. P lasm a ch a rac te ris tics  ca lcu la ted  by A U R O R A  assum ing  LTE  a n d  T g =  T lon =  
T e =  6500 K.

O u tle t C on d itio n s

Specified in let m ass flow ra te  =  0 .116 g/s 
O u tle t m ass flow  ra te  =  0.116 g/s 

(w hich is b ased  o n  a reac to r  density  =  0.551 x 10 1,5 g/cm 3 
a n d  on  a re a c to r  vo lum e =  0 .6  c m 1 
p ro d u ces a re s id e n c e  tim e) =  0 .284 x 10 04 s 
T o ta l ion c u rre n t density  =  10.4067 A /cm 2 

O u tle t an d  re a c to r  te m p e ra tu re  =  6500 K 
O u tle t an d  re a c to r  p re ssu re  =  0.651 atm  
O u tle t and  re a c to r  density  =  0.55074 x  10 05 g /cm 3 
O u tle t and  re a c to r  m ean  m o lecu la r w eight =  4.5101 g/m ol 
O u tle t m o lar flow ra te  =  0.25773 x  10 01 m ol/s 
O u tle t v o lu m etric  flow' ra te  =  21106 cnrVs 

(b ased  on re a c to r  p ressu re  and  te m p e ra tu re )
=  37833 S C C M  
=  37.833 SLPM  

O u tle t and  re a c to r  e lec tro n  te m p e ra tu re : Te =  6502.7 K
Te =  0 .56036 eV

O u tle t co n d itio n s  fo r  gas p hase  m o lecu la r  species

N u m b er
S pecies M ole frac tio n  density  (cm  3) m ol/s g/s c m ’/s

e 8 .7 X 10 (14 6.4 X u r M 2.2 X 10--(15 1.2 X 10 -OS 1.8 X 1 0 1(II

c 4.5 X 10 U2 3.3 X 10 Ih 1.2 X 10- -03 1.4 X 10 -o: 9.5 X 10'o :

c : 2.0 X 10 ■W 1.5 X 10 ' i ' 5.2 X 10 i r 1.2 X 10 CI5 4.2 X 10 -«n

c \ 2.7 X 10 IIS 2.0 X io - II) 7.0 X 10 in inri X 10 (IS 5.8 X 10 (14

C 4 6.5 X 10 4.7 X 10*02 1.7 X 10-■17 8.0 X 10 If. 1.4 X 10 11

c . 2.0 X !() 15 1.5 X 10 l)X 5.2 X 10- 17 ^ ? X 10 15 4.3 X 10 11

H e 1 5.4 X 10 IV 4.0 X 10 i)5 1.4 X 10 14 5.6 X 10 - !4 LI X 10 US

N r 2.7 X 10 IU 2.0 X l o  14 7.1 X 10 0(v 4.2 X 10 04 5.8 X 10 -IMI

Y 4.7 X 10 •114 3.5 X u r 14 1.2 X 10 05 1.1 X 10 -03 9.9 X 101(Ml

C 1.3 X 10 114 9.2 X 10( 13 3.2 X 10 Ur. 3.9 X 10 • 05 2.7 X 10 IX)

c ; 1.1 X 10 i: 7.9 X 10" 1)5 2.8 X. JO i4 1.3 X 10 -\2 2.3 X 10 (IS

C ; 1.7 X 10 15 1.2 X 10*113 4.4 X 10 17 2.6 X 10 -15 3.6 X 10 -11

Q 5.3 X id 4| 3.9 X iO Z » 1.4 X 10 42 9.9 X 10 - 4‘.l 1.1 X 10 3ft

Ni 1.7 X 10 1,5 1.3 X 10 4.4 X 10- 05 2.6 X 10 -l»3 3.6 X 101>01

Y 4.6 X 10 !Ki 3.4 X 10’ i: 1.2 x 10- •P 1.1 X 10 - I)-' 9.8 X 10 -02

He 9.5 X 10 • I! 7.0 X 10 r 2.5 X 10 u : 9.8 X 10 2.0 X 10'rlM
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C urrent intensity (A)

F ig u re  16. P re d ic ted  v a ria tio n s  o f  ion m ass f rac tio n s  w ith th e  to ta l c u rre n t in tensity . F rom  [116], C. D. S cott, 
R e p o rt, 2003. U n p u b lish e d .

3.4.3. Zero-Dimensional Models
A zero-dimensional model for arc nanotubes synthesis was developed by Farhat et al. [109] 
and Hinkov [115] to calculate the equilibrium chemical composition in one point in the 
plasma, assuming LTE and given the gas temperature and pressure. The objective is to study 
the sensitivity of the kinetic model developed by Krestinin and Moravskii [118] in the specific 
conditions of nanotube growth.

3 . 4 . 3 . 1 .  M o d e l  E q u a t i o n s  The multidimensional conservation model is reduced to zero 
spatial dimensions (0D) by assuming steady-state and a given temperature and zero velocity. 
The conservation equations can be written as a balance between an accumulation term on 
the left-hand side of Eq. (27) and chemical source term.

< / - 2 .
a t  p

(27)

In this equation, n s is the number of gas species, Y t is the mass fraction, a), is the chemical 
molar production (mol cm 3 s_l), and M, is the molecular weight (g mol '), respectively, 
of species /, p  is the total mass density (g cm-3), and t is the time (s). The source term 
coi is calculated by considering R  elementary reversible or irreversible reactions involving n s 

reacting chemical species A r

ns

R) (28)
/=l /'=]

l()

8 >

4  fc

in

Electron density nc (cm )

F ig u re  17. P lasm a c h a ra c te r is tic s  c a lc u la te d  by A U R O R A  in th e  co n d itio n s  I], — 7’on =  6500 K an d  variab le  Tc. 
H a tc h e d  zo n e  c o rre sp o n d s  to  th e  o p tim al d o m a in  o f  cu rre n t in ten sity  80 -1 2 0  A  fo r  n a n o tu b e  synthesis. R e p rin ted  
w ith  p e rm iss io n  from  [115], 1. H inkov. P h .D . T h esis , U niversity  Paris 13, F rance , 2004. ©  2004.
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T able 18. P lasm a co m p o s itio n  ca lcu la ted  fo r /  =  100 A in helium  w ith P  =  660 m har.

Species M ole frac tio n N u m b er d ensity  (cm  v) m ol/s g/s cm 3/s

e 1.9 x to-"-' 1.4 X I 0 f,i 4.9 X 10--05 2.7 X 10—0* 4.0 x 10+0!

C 4.5 x io - ,c 3 .3 X 10+'6 1.2 X 10 -03 1.4 X 10-°2 9.5 x 10+02

C , 2 .0  x io -"5 1.5 X 1 0 -° 5.1 X 10 -07 1.2 X 10-05 4.2 x lQ-0!

c , 2 .7  x l0 -iw 2.0 X lO+ro 7.0 X 10 -10 2.5 X 10-08 5.7 x IQ-04

Q 6.3 x 10 H» 4.6 X 10+()2 1.6 X 10 17 7.9 X 1 0 - ,A 1.3 x 10“ n
C 5 2.0  x 10 15 1.5 X 10+03 5.1 X 10--17 3.1 X 1 0 - 15 4.2 x 10"11
H e + 7.0  x 10"12 5.1 X lO -1* 1.8 X 10 -13 7.2 X 1 0 -13 1.5 x I Q - 0 7

N i+ 1.3 x i o - ,B 9.4 X 10+1J 3.3 X 10--1)5 1.9 X 10 03 2.7 x 10+01
Y* 4.7  x 10-(W 3.5 X 10+14 1.2 X 10--05 1.1 X 10-03 1.0 x lO+oi

C " 1.3 x 10 'M 9.2 X 10+l3 3.2 X 10 -U6 3.9 X 10-05 2.7 x 10+°o

c : 1.0 x 10 12 7.7 X 10+05 2.7 X 10 -14 1.3 X 1 0 - 12 2.2 x 10"08
c ; 1.6 x 10 15 1.2 X 10-MB 4.2 X 10 17 2.5 X 1 0 -15 3.5 x 1 0 -“
c ,:, 6.5 x 10 41 4.8 X 10 23 1.7 X 10 42 1.2 X 1 0 -39 1.4 x IQ-36

Ni 7.2 x 10-«» 5.2 X 10 14 1.8 X 10 -115 1.1 X 10-85 1.5 x 10+0!

Y 4 .2  x 10 1,7 3.1 X 1 0 '" l . l X 10 -IIS 9.6 X 10-07 8.9 x 10-M

H e 9.5 x 10 111 7.0 X 10*17 2.5 X 10 -02 9.8 X 10-1,2 2.0 x 1 0 + 0 4

where v \ r and v"r are the stoichiometric mole numbers of the reactants and products, respec- 
lively, and A ,  is the chemical symbol for the / th species. The chemical production rate 
of i th species can be written as a summation of the rate-of-progress variables for all the 
reactions involving the /th species:

n,

0 > i  =  J 2 A v i r Q r  ( '■  =  1 ...............» r )  ( 2 9 )
/ =1

where A v ir =  v'-r — //.. The rate-of-progress variables q r for the r t h reaction is given by the 
difference of the forward rates 1 and the reverse rates 2 as:

/I,, ns

Clr = K  n  C'r  -  k2r f] cf' ( r = 1 , R) (30)
1 = 1 /'=l

where klr and k2r are the forward and reverse rate coefficients of the rth reactions and C, is 
the molar concentration of /th species. Reverse reactions are written explicitly in the forward 
sense. The forward rate constants are calculated for each reaction r  by assuming Arrhenius 
temperature dependence:

k ir =  A J *  (r =  1........R)  (31)

The rate-of-progress variables cjr arc computed using CHEMKIN database and software 
package.

The condition of total mass fraction given by

T  Y, =  I (32)
i =  \

3A.3.2. Kinetic and Thermodynamic Data The gas phase chemistry used in this 
approach involves neutral carbon species and includes small clusters (C ,-C 10), cycles and 
polycycles (Cn - C 3|), fullerene shells (C32-C 4h), fullerene clusters (C47- C 7W), and two 
fullerene molecules CflUF and C7(IF. In addition, argon and/or helium, as well as nickel and 
yttrium, are considered as inert chemical species. There are at least 554 chemical reactions, 
listed in Table 1. that describe the chemical kinetics of carbon vapor condensation and clus
ters of different sizes in the arc. The source of these data and the formation enthalpies are 
discussed by Krestinin and Moravsky [118]. The symbols and —► in each reaction indicate 
that this reaction is reversible or irreversible, respectively. Finally, this model includes 81 
carbon species (C,, C \ ___C 7W, CWfF, C70F) involving all the reactions of Table 1. The ther
modynamic properties of species are fitted in the temperature range of 300 to 20,000 K from
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Ivtanthermo [120], JANAV [121]. NASA [122], and CHEMKIN [40] databases and given in 
CHEM KIN (old NASA) format. This format presumes that the standard-state thermody
namic properties as standard-state molar heat capacity at constant pressure of the /th species 
c(,„, standard molar enthalpy H [\  and standard molar enthalpy 5° are thermally “perfect” 
in that they are only functions of temperature and are given in terms of polynomial fits 
(Section 2-4). For small carbon species, argon, helium, nickel, and yttrium, the polynomial 
coefficients are listed in Table 4.

3 . 4 . 3 . 3 .  S o l u t i o n  P r o c e d u r e  The solution of differential algebraic equations (DAE) rep
resenting mass conservation Eqs. (27) and (32) employs a backward differential formula 
method implemented in LSODI package [123]. This software was designed to solve stiff 
DAE, and the solution procedure attempts time-integration from an initial guess of the vari
ables. The initial composition of the gas was estimated at a given temperature and pressure 
using IVTANTHERMO [120] equilibrium computer code, with the initial composition of 
the anode C :N i :Y  94.8:4.2:1 at.%, diluted by a factor of 20 in helium. Time-stepping 
improves the starting point by relaxing it closer to the steady-state solution. This solution 
method is much faster and much more stable in reaching steady-state convergence than the 
classical Newton iteration method. The model takes into account 84 equations corresponding 
to all the species including: radicals C, C: , C3, . . . ,  C7y, fullerenes Cfl0F and C70F, nickel Ni, 
yttrium Y, and inert gas He. These species involve the 554 reactions of Table 1. The typical 
time evolution of the solution for carbon atom mole fractions calculated at T  =  4000 K and 
P  =  660 mbar is given in Fig. 18. The characteristic reaction time to obtain steady-state C 
mole fraction is about 1 n s. At a cooler temperature, T  =  2000 K, we start to form fullerenes 
from carbon clusters. Figures 19 and 20 show the time evolution of carbon clusters C5tS, C5y, 
q )() and the fullerenes C6()F and C7()F, respectively. Fullerenes have a characteristic reaction 
time of about 10 /a s .  Finally, in Figs. 21a and 21b are plotted mole fractions of small carbon 
species and total fullerene yield versus temperature calculated in helium at 660 mbar. We can 
see from these figures that fullerenes start to be formed at 3000 K.

3.4.4. Turbulent Fan Jet Model
When the electrode spacing is very small, carbon is ejected from between the electrodes 
as a radially expanding jet. Krestinin and Moravsky [7, 110, 118] developed a model to 
describe the chemical processes taking place in a turbulent fan jet leaving the intereleetrode 
space.

3 . 4 . 4 . 1 .  M o d e l  F o r m u l a t i o n  The turbulent jet model accounts for the main processes con
trolling fullerene formation in electric arc, namely ( 1) cooling and mixing of carbon vapor 
in a buffer gas, (2) reactions of cluster growth and decomposition under nonisothermal con
ditions, and (3) formation of soot particles and heterogeneous reactions on their surface. 
In this model, the flow from the arc zone is idealized as an axially symmetric fan jet repre
sented in Fig. 22. The pressure gradient in the reactor, the temperature gradient in the gap,

Reaction tim e (s)

F ig u re  18. T im e ev o lu tio n  o f  ca rb o n  a tom  m ole frac tion  c a lc u la te d  in helium , at P  =  660 m b ar an d  T  =  4000 K.
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Reaction time (s)

F ig u re  19. T im e evo lu tion  o f  son ic  ca rb o n  c lu s te r  m o le  frac tion  c a lc u la te d  in helium , a t P  =  660 m b ar and  
T  =  2000 K.

as well as the rate of inert gas diffusion inward the interelectrode zone were neglected. The 
model solves the gas dynamic equations governing the expansion of an initial volume A V 0 

at the temperature 7J, with an initial high velocity U {) of a jet surrounded by a pure and cold 
inert gas at T,a . The velocity profile U  in the plane (z, r )  representing a jet section is shown 
schematically in Fig. 22.

3 . 4 . 4 . 2 .  M o d e l  E q u a t i o n s  The conservation equations are written within a boundary layer 
with turbulent mass and heat transfer across the jet in the following form:

d Y  d  d Y  ,
p U — !- =  - k e e Tp - ±  +  M iJ i ( i  —  1........ n g )

o r  d z  d z  *
d T  d d T

p  C „  U — - =  —  k r e Tp  C p —  +  /
(h d z d z

(33)

(34)

where e .  is the coefficient of turbulent momentum transfer, k c and k r  are empirical coef
ficients relating momentum transfer to mass and heat transfer, Y ,  and T  are, respectively, 
the mass fractions of the species i  and the temperature at the longitudinal position, and 
transverse, z, coordinates of the jet. The terms f ]  and f T are the rates of mixture compo
nent formation and the rate of heat release due to chemical reactions, M t are the molecular 
weights of the mixture components, p  is the gas density, C p  is the mixture specific heat, and 
U  is the mass-mean gas velocity. To solve these partial differential equations, the semiem- 
pirical theory of free turbulent jet developed by Abramovich [124] is applied. In this theory, 
the ratio between the half-width of a free turbulent jet h  and the mixing length L  is assumed

F ig u re  20. T im e evo lu tion  o f  fu lle re n e  m oie frac tion  ca lcu la ted  in helium , a l P  -  660 m bar and  T  — 2000 K.
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■ h)

T(K) T(K)

Figure 21. (a ) M ole frac tio n s o f  sm all ca rb o n  sp ec ies c a lcu la ted  a t eq u ilib riu m  versu s te m p e ra tu re  ca lcu la ted  in 
helium  a t 660 m har. (b ) T o ta l fu lle ren e  y ield  v ersu s te m p e ra tu re  ca lcu la ted  in helium  a t 660 m bar.

constant at each longitudinal position r  of the jet. L / b  =  const. M).2. In addition, due to 
the jet symmetry, derivatives of all the variables with respect to z arc equal zero at the jet 
center plane. Hence, temperature and concentration vary little within the turbulent mixing 
length L ( r )  and can be assumed constant and equal to their values at z =  0. Thus, integrat
ing the Eqs. (33) and (34) with respect to z  over interval [— L ,  L ]  yields to an approximate 
description of evolution of an elementary gas volume moving near the symmetry plane of a 
fan jet. By replacing the derivatives with respect to z by finite differences,

W ,  =  Y n j - Y i 

d z  b

dJ L  =  T“’ -  T
d z  b

(35)

partial differential Eqs. (33) and (34) are transformed via a procedure described in detail 
in [7] to a set of ordinary differential equations. These equations are written in CHEMKIN 
notation as following,

^ = K ( Y n j - Y i )  +  <*>i-J- ( ' =  1........ ««) (-% )

"s d T  ME Y > C n . , 7 l j  = £  Cp.i kr(T« ~ T )  +  oo,h ,  - i  (37)

where Y } and Y i U  are the mass fractions of mixture components including carbon black parti
cles in the reaction volume and buffer gas, respectively, T  is the temperature. is the chem
ical molar production of species i(mol cm -3 s-1), M, is the molecular weight (g mol"’),
p is the total mass density (g cm 3), h-t is the specific enthalpy of the /th species (erg/g),
C p j is the specific heat at constant pressure of the /th species (ergs g_1 K _l), and t  is the

C athode ! 7

c > c '

A node

Figure 22. Schem atic  o f  the  flow issuing from  th e  e lec tr ic  a rc  zo n e  as re p re se n te d  by K restin in  an d  M oravsky. 
C o u rtesy  A . M oravsky.



2 9 4 Chemical Reaction  and  Flow M odeling  in Fu lle rene  and N an o tu h e  P ro d u c t io n

time (s). The mass and heat transfer coefficients k c and k r  are calculated by the empirical 
formulas:

0.32

* '  -  W 2 J  < 3 8 »

1 m i x  '

where r mix is the time of turbulent mixing calculated from the flow velocity in the jet within 
the arc zone U 0 using Eq. (40).

I).5
T  • =  1 '  - 1m ix u \ j "  ' (40)u {) \ a AC

The flow velocity U () is calculated by Eq. (41) assuming that the carbon vapor in the 
arc zone is equilibrated with electrode graphite and taking the experimental value of the 
formation rate of fullerene carbon black, Ksoot

V  R T

u « =  7 s°m / T  ( 4 1 )2 77 r A cl A( r

where d AC is the anode to cathode distance, r A is the anode radius, R  is the universal gas 
constant, P  is the helium pressure in the reactor, and T (i the arc temperature calculated from 
the equilibrium pressure of the carbon cluster vapor over graphite. Ksool is determined from 
the measured rate of ablation of the anode

3 . 4 . 4 . 3 .  N u m e r i c a l  R e s u l t s  The representative experimental conditions of Krestinin and 
Moravskii are P  =  100 to 760 Torr, T (] =  3600 to 3900 K, and U {) =  2 to 80 m/s. Under these 
experimental conditions, the model equations (36) and (37) were solved using the chemical 
gas model in Table 1 and Table 19. Figure 23 compare calculated and experimental fullerene 
yields as obtained by Krestinin and Moravsky [8] at different pressures.

3.4.5. One-Dimensional Models
In order to analyze the effect of arc process parameters on temperature and species pro
files in (ID), Farhat et al. [109] used the highly structured computer packages SPIN and 
SURFACE CHEMKIN developed by Kee et al. [40] at Sandia for rotating disk CVD pro
cesses. The complex gas-phase chemical reaction mechanism representing carbon condensa
tion from the arc was added into numerical simulations in a one-dimensional (ID ) model.

T able 19. S oot nuclei a n d  so o t p artic le  reac tio n  ra tes , fro m  K restin in  
an d  M oravsk ii [116].

R eaction
A

(cm 3 s 1 m ol 1) P E

J. F o rm a tio n  o f so o t nuclei /
c 7,  -+- c ,  — z 4.0  x l(),,s 0 - 6 0 .8
C 7K -f- C > —* Z  -(- c 4.0 x  U T 0 0
n , m — 1-10
Cf,i i_ I,} +  C ,d „ z 4 .0  x 1014 0 0
C-7, "T C-?n „ * Z 4 .0  x  lO1-’ 0 0

2. H e te ro g e n e o u s  reac tio n s  ( n so o t particles*1
C, -+■ so o t soot 4 .0  x  10l,;’ 0 0
C 2 +  so o t so o t 4 .0  x 10"' 0 0
C , -r so o t —* soo t 4 .0 x 1(F 0 0
n =  4 -7 9
C n -f soo t —» soot 4 .0  x H)'1' { l /n )0 ' 0 0
C,t(lh -f so o t —> soo l 1.0 x io113 0 30
C 7U|; +  SOOt —*■ SOOt 1.0 x H)"'1 0 30

;i The rile  constants of he ten ygenenus reactions are given per unit icroso!
surface area.
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Figure 23. C o m p ariso n  o f  ex p e rim en ta l a n d  ca lcu la ted  y ield  o f  fu lle ren es  v ersu s  th e  p re ssu re . T h e  ex p erim en ta l 
m o la r ra tio  C 7„/C f,(l is fo u n d  to  b e  invariab ly  eq u a l to  0.2. R e p rin te d  w ith  p e rm iss io n  from  [8], A. V. K restin in  and 
A . P. M oravsky, C hem . Phys. Lett. 286, 479 (1998). ©  1998, E lsev ier.

This model was formulated under specific conditions of nanotube growth in the inter
electrode region. It solves for species, temperature, and velocity profiles in a steady-state, 
one-dimensional stagnation-point flow, with temperature-dependent fluid properties.

3 . 4 . 5 . 1 .  M o d e l  F o r m u l a t i o n  This model is a boundary value problem consisting of a set 
of ordinary differential equations, solved by a finite difference procedure. It assumes local 
thermal equilibrium (LTE) and solves the steady-state axial and radial momentum, species, 
and energy equations in one spatial dimension between the anode and the cathode. The 
model accounts for carbon deposition at the cathode by a set of surface reactions that simu
lates nanotube growth. The steady-state assumption is justified by the continuous adjustment 
of the interelectrode gap leading to a constant erosion rate of the anode, hence a constant 
condensation of carbon vapor close to the cathode. Local thermodynamic equilibrium was 
assumed based on the Bilodeau et al. [114] model for fullerene synthesis by arc discharge in 
the same range of pressure as nanotube synthesis.

3 . 4 . 5 . 2 .  M o d e l  E q u a t i o n s  The governing equations that are solved in the SPIN code 
include continuity, radial momentum, species conservation, and thermal energy and are given 
below.

Continuity

Radial momentum

Species continuity

Thermal energy

— —  =  2K — —— = 0  (42)
p dt  dx p  dx

d V  B (  d V  , I d p
=  - j -  I — ~ Pv ~ ~ ~ ~ r  = °  <43)cU dx \  dx J dx r dr

d Y  d ( p Y V )  d Y  
p — L +  - - - p - -  +  p u - - 1- =  M /O J j  (I =  I,--- - n , )  (44)

dt dx dx s

d T  d ( .  d T \  d T  d T  \

p C r l n  =  Y x  ( ' )  ~  p c p u ~ Y  ~  l r ; \ C p i p Y i V i t e  +  w , h i )  +  S « { x )  ~  Grad =  0 (45)

Although these equations are stated in their transient form, the solution is obtained when 
all time derivatives are zero. In the governing equations, the independent variables are the 
distance normal to the cathode x  (Fig. 24), and the time t. The dependent variables are 
axial u  and radial V  velocities, gas temperature 7 , gas-phase species mass fractions Y r  

The mass density is given by p and the specific heats at constant pressure by c p . In the
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A N O D E 

TAllOlic = 40()()K

C A TH O D E

Figure 24. S im u la tio n  d o m ain  and  b o u n d ary  cond itions.

radial momentum equation, p  is the spatially varying component of the pressure [40]. The 
molecular weight and specific enthalpy of species / are given by M, and hh respectively. The 
viscosity and thermal conductivity are p  and A. The net chemical production rate of species 
i by gas-phase reaction is w,. The species diffusion velocity Vt is calculated from mixture 
diffusion coefficient and species gradient [40]. The source term Sq{x)  in the energy equation 
accounts for the electrical energy dissipated in the arc. It was assumed that it is distributed 
in the form of Gaussian centered at xs with a (half) half-width of w s by the equation:

( x )  =  q - J - e l  «* J (46)
‘ w s V 77

Here, q  accounts for the total power integrated over its full spatial extent q  =  Sq(x) dx  
and includes 100% of the net power added to the arc. The center of the interelectrode 
gap was chosen as the peak in the distribution x s and ws chosen to adjust the flatness of 
the distribution. In the current calculations, w s was 0.15 cm, resulting in a very uniform 
distribution. The total energy q  was calculated from measured electric power dissipated in 
the arc. It was corrected by the loss from arc plasma due to the gas convection. The radiative 
term <2rad in the energy equation accounts for the net loss of energy by gas radiation. It was 
estimated from a curve fit of Owano [125] in atmospheric argon plasma by:

C „ d =  1.065 x K . ' W p  ( = ^ ) ( £ )  (47.

with T  the gas temperature in K and a  a nonequilibrium factor accounting for the deviation 
from the equilibrium; a  —  I for local thermal equilibrium (LTE). Gas radiation is negligible 
when helium is used. Gas kinetics, thermodynamic and transport properties of species are 
estimated in the same way as in Section 3.4.3.

3 . 4 . 5 . 3 .  S u r f a c e  C h e m i s t r y  Carbon nanotube growth is considered as a boundary con
dition at the cathode by a set of surface reactions simulating nanotube growth. As a first 
approach, the open-end tube growth (scooter) mechanism developed by Smalley [117] and 
illustrated in Fig. 25 by an African calabash structure decorated by hexagons and open on the 
top was implemented as a boundary condition. Open-ended nanotubes were first explained 
by the high local electric field in the region of nanotubes growth preventing their closure 
ends. More recently, catalysts such as Ni w'cre thought to be attached to hold open the ends
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Figure 25. A frican  ca lab ash  with s tru c tu re  d e c o ra te d  by h exagons and  o p en ed  on the  top .

of nanotubes and promoted growth. It was assumed that nanotube growth occurs at the 
cathode surface (Fig. 26) and that surface chemistry is controlled by the local terminated 
bond and not by the bulk nanotube bonds. Nanotubc growth is based on the adsorption 
and desorption of three small carbon clusters (C, to C3) to simulate nanotube growth. The 
surface reactions considered here are listed in Table 20, where CR represents the nanotube 
radical site at the open edge of the tube and CNT is assumed to be the unique “bulk" 
species. In the reaction (Si), for example, carbon atoms C react with a radical site CR to 
generate a new radical site CR and one incorporated carbon into the bulk nanotube CNT. 
The pre-exponential factor of these reactions was fixed arbitrarily at 2.50 x 10*1 and was 
varied as a parameter from 3.0 x 104 for carbon addition of C, C'2, and C  ̂ on soot [118] to 
1.0 x lO13 for carbon addition on diamond [126, 127J. Because no other carbon phases are 
incorporated in this model, the total number of sites F is calculated by geometrical consid
erations from Hamada's indices n  and m .  We consider a triangular arrangement of carbon 
nanotubes within a bundle [128] (Fig. 25) and divide the number of atoms per hexagon by 
the area of Ihe hexagon using the equation

3 N „ .  1p — ___________0L________  x ___
3\/3 { d C N T  +  ^.v/'-.vr) 2

with N ul the number of atoms per unit cell (nanotube), d C N T  the nanotube diameter, 
d n t —n t  — 0.340 nm the distance between two adjacent nanotubes [128], and N Av the Avo- 
gadro’s number. For example, for a (10,10) nanotube, d C N r  =  1.357 nm and N al =  20, hence 
the site density is f  =  6.66 x 10-1" mol/cm2. For comparison, this is lower than the diamond

F ig u re  26. G as-p h asc  sp e c ie s  r e a d in g  at th e  edge o f  an o p e n  n a n o tu b e  an d  to p  view o f grow ing b u n d les  o f n an o 
tu b e s  show ing su rface  s ite  density .
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Table 20. Surface reactions considered in Farhat et al. [ 107].

R e ac tio n
A

(c m 1 s _l m ol ') P

E /R
(K )

(S I )  C R  +  C  —► C R  +  C N T 2.50 x 10" 0.5 0.0
(S2) C R  +  C 3  ->  C R  +  C N T  +  C 2 2 .50  x 10" 0.5 0.0
(S3) C R  +  C 2  C R  +  C N T  +  C 2 .50  x  10M 0.5 0.0

site density [127] of 2.61 x 10~9 mol/cm2. The surface site density is often assumed to be con
served; and the surface-species conservation equation is given by ( d Z C R / d t )  =  (s C R / T ) =  0, 
where Z CR is surface species site fraction and F is the surface site density [40]. The chem
ical production s CR of surface species by surface reactions is given by the sum over the 
rate-of-progress variables for all surface reactions. The rate of production s CR expressed in 
mol cm -2 s" 1 is converted to linear nanotube growth rate G in /xm/s by using nanotube 
bulk mass density P c n t  — 2.20 g/cnr1 and molecular weight M C N T  =  12.01 g/mol using the 
equation

G  =  V(h"V/( w (48)
P c n t

3 . 4 . 5 . 4 .  B o u n d a r y  C o n d i t i o n s  The axial gas velocity at the anode was estimated from
the measured erosion rate <1> and the total gas density p  by Manode =  < t > / ( p A ) ,  where A  is 
the anode surface area. For a stagnation-point flow problem, axial velocity at the cathode 
is zero. The anode temperature was always fixed at the average vaporisation temperature 
of graphite, T.[m)dc =  4000 K. The temperature of the cathode T ( is predicted as a part 
of the solution by adding a radiative energy balance as a boundary condition. Close to 
cathode surface, the diffusive heat flux in the gas-phase is balanced by the thermal radiative 
heat loss to the anode given by: A ^ |calhode =  ( r e ( T *  -  T*n(K]c) F C A , where a  is the Stefan- 
Boltzmann constant, e  is the surface emissivity, and Tinodc is the anode temperature to 
which the cathode radiates. The radiative exchange form factor is F C A . At the anode, mass 
fractions are calculated at the equilibrium temperature of 4000 K, given a dilution factor r. 
This factor accounts for the mixing of anode material with inert atmosphere and is defined 
by the ratio r  =  (moles(C +  Ni -1- Y))/(moles(C +  Ni +  Y +  Fie)) x 100. In the case of 
evaporation of the mixture of 94 at.% C/5 at.% Ni/1 at.% Y, Krestinin and Moravsky [7, 
110] reported that carbon vapor is diluted as much as r  =  20 to 30 times by mixing with 
inert atmosphere. For the reduced model considered here, mass fractions at the anode 
were calculated using IVTANTHERMO [120] computer code. For the full model, mass 
fractions Y, were calculated from a zero dimension (0D) model involving the following set 
of ordinary differential equations: p ^ Y J d t )  =  M i w l = 0  (/ =  1 , . . . , n g ) 9 where the net
chemical production rate tOj is calculated, as discussed above, from all the reactions listed 
in Table 1.

3 . 4 . 5 . 5 .  N u m e r i c a l  R e s u l t s  Numerical simulation of nanotube growth in the arc reactor 
has been carried out by solving the set of model equations and the boundary conditions 
using the SPIN computer code for the full chemical model. The chemical model of Krestinin 
and Moravsky, developed originally for fullerene synthesis, was tested in typical single-wall 
nanotube growth conditions in the interelectrode region. For these calculations, helium 
used was as buffer gas, with a total pressure of P  — 660 mbar and interelectrode gap of
3 mm. The measured electric power dissipated in the arc for 100 A electric current was 
q  1.24 x I0(l? W/m2 and the dilution factor at the anode was fixed at r  =  20. In these con
ditions, the measured erosion rate was O =  20.4 x 1G-03 g/s, and the calculated mass density 
of the gas at the equilibrium temperature of 4000 K is p  =  9.24 x 10”,Kl g/cm\ For a surface 
anode area of A  =  0.29 cm2, the axial velocity */:,nodc =  7818 cm/s was estimated at the anode 
from mass conservation. When small gaps are considered, the form factor F C i  should be 
accounted for. However, in these calculations it was set to unity. Calculated temperature 
profiles in the 3 mm interelectrode gap for pure helium are shown in Fig. 27. A maximum
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D istance to the cathode, cm

F ig u re  27. C a lc u la te d  te m p e ra tu re  p rofile in th e  in te re le c tro d e  g a p  o f  th e  arc. C o n d it io n s  a re  H e , P  — 660  m b a r  
and /  =  100 A.

temperature of —6500 K is obtained at —1 mm from the cathode and is in fairly good agree
ment with measured rotational temperature from optical emission spectroscopy performed 
by the Huczko group [49] (5300 K ±  500 K) in the center of the plasma with /  =  54 A and 
P  =  880 mbar). Nanotubes are created between 1200 K and 1800 K [129, 130]. Such temper
atures are reached very close to the cathode, justifying the assumption of nanotube growth 
at the cathode surface. The calculated mole fractions of major carbon species are shown in 
Fig. 28. Due to the high temperature that exists throughout most of the gap, the discharge 
is dominated by atomic carbon. The regions close to the cathode and anode are cooler than 
the center of the plasma. This enhances carbon atom recombination and explains the two 
peaks of C2 mole fraction shown in Fig. 28. The first peak is due to the recombination of C 
atoms close to the anode, and the second peak occurs at 0.3 mm from the cathode and is due 
to the competition between gas and surface chemistry. This second peak constitutes a feed
stock for nanotube growth. Radiation intensity contours measured at 515 nm by the Huczko

D istance to the cathode, cm

F ig u re  28. C a lc u la te d  axial d is tr ib u tio n  o f  sm all ca rb o n  c lu s te rs  a n d  fu lle ren es  in th e  in tc re le c tro d c  g ap  o f  th e  arc . 
C o n d itio n s  a re  l ie ,  P — 660 m bar, /  =  100 A , d ilu tio n  fac to r  r  =  20.
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group [49] indicate qualitatively the presence of two zones rich in C: , in agreement with our 
calculations. It can be noted from Fig. 28 that decreases of C, C2, and C3 carbon species 
close to the cathode are due to the surface chemistry, and that fullerenes start to be formed 
at 0.3 mm close to the cathode. However, the (ID) model as developed here, is not able to 
calculate the distribution of fullerenes in all of the reactor. The region where fullerenes start 
to be formed is important from growth mechanism point of view and could be investigated 
by optical spectroscopy measurements. The calculated normalized species abundance at the 
cathode is plotted versus cluster size in Fig. 29. It shows a roughly Gaussian distribution of 
even-numbered clusters with 28-58 carbon atoms and two peaks for C6() and C7(). Inserted 
in Fig. 29 are the distributions of carbon clusters as measured under various experimental 
conditions for laser ablation of a graphite target by Kroto et al. [1] that show a similar 
behavior. The calculated number densities of major carbon species are listed in Table 21. 
Number densities of the buffer gas and the catalysts calculated from equation of state are 
fairly constant n Hc =  1.4 x 10IK cm \  /iNi =  2.0 x 1014 cm-3, and n Y =  3.2 x 1014 cm-3.

Finally, the calculated nanotube growth rate using (10,10) is plotted in Fig. 30 for dilution 
factors 5, 10, and 20, as the pre-exponential factor of surface reactions varied from 3.0 x 104 
carbon addition of C, C2, and C } on soot [118] to 1.0 x 10° corresponding to carbon addition 
on diamond [126, 127]. The results show that the predicted growth rate ranges from a few 
/ j .m/m in to 1000 /xm/min.

3.4.6. Two-Dimensional Models
A two-dimensional (2D) approach was developed by Bilodeau et al. [114] for simulating 
carbon arc reactor for fullerene synthesis in helium or argon. The model solves velocities, 
temperature, and total concentration of carbon species in the two-dimensional axisymmetric 
space between the electrodes. The model accounts for carbon evaporation from the anode, 
deposition on the cathode, and condensation in the regions surrounding the arc.

3 . 4 . 6 . 1 .  M o d e l  F o r m u l a t i o n  Bilodeau el al. [114] assumed an axisymmetric laminar flow, 
steady-state, and local thermodynamic equilibrium (LTE). The anode erosion rate was 
assumed uniform and was obtained experimentally. The deposition on the surface of the 
cathode is governed by diffusion, with velocities of the order of 400 m/s. The drift of ionic 
species having a velocity 10 m/s due to the electric field was neglected. The input of energy

Cluster size

F ig u re  29. C a lc u la te d  n o rm a liz e d  species a b u n d a n c e  al the  ca th o d e  in n a n o tu b e  g row th  in helium . P  - 6 6 0  m bar, 
/  ■.= 100 A. In th e  r ig h t o f  th is figu re  is su p e rp o sed  y co m p ariso n  w ith K ro to  e t al. [I]  m easu rem en ts , (a )  Low helium  
density  o v e r g ra p h ite  ta rg e t a t tim e  o f  lase r v ap o riza tio n , (b ) H igh helium  d ensity  over g rap h ite  ta rg e t a t tim e of 
laser v a p o riz a tio n , (c) S am e as (b ). bu t w ith ad d itio n  o f  ‘in teg ra tio n  cu p "  to  in c rease  tim e betw een  vaporiza tion  
and  c lu s te r  analysis.
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T able 21. C a lc u la te d  n u m b e r  d en s itie s  o f  sm all ca rb o n  c lu s te rs  and  fu lle ren es al th re e  p o sitio n s  in th e  arc.

7

(K)
C d ensity  

(cm  ')

C: d ensity  

(cm  ■)
C- density  

(cm  ■)

C'WI d ensity  

(cm  ')
C7(, d en sity  

(cm  ')

A node 4000 7.8 x  10|S 1.1 x 1 0 " ' i.i x n r 15 — —

1 m m  from  the  ca th o d e 6472 1.2 x 10 ^ 2.9 x 10*|: 2.8 x 10t,w — —

C a th o d e 1837 1.7 x 10 14 8.5  x I 0 r l - 6 .0  x 10’ 1' 2 .6  x 1 0 " : 7 .0  x  10 ,m

A  sym bol— in d ica tes  neg lig ib le  d ensity . C o n d itio n s  a re  he lium  w ith  p  =  6M) m h a r. I  =  100 a m p s , </AC =  3 m m , a n d  th e  d ilu tio n  
fac to r =  20.

in the arc is due to ohmic heating and to the enthalpy flux of the electrons. Enthalpy diffu
sion due to species transport is considered, and radiation losses are considered using the net 
emission coefficient method with a plasma thickness of 0.5 mm. As shown in Fig. 31, two 
calculation domains were chosen to predict temperature and velocity distributions. The first 
domain, noted (1) in Fig. 31, represents the interelectrode gap of a thickness chosen equal 
to 1 or 4 mm. The second domain, noted (2) in Fig. 31, represents the entire reactor.

3 A . 6 . 2 .  M o d e l  E q u a t i o n s

Continuity

V ■ ( p i )  =  S m (49)

Axial and radial momentum conservation

V • ( p v v )  =  — VP +  V • (^.Vu) -f p g  +  j  x B  (50)

Energy conservation:

V . [ p v h ]  =  V • ( f  V/ij +  f T + 1 ^ - 1 -  V h  -  V. ( J -  -p£>c j ( V -  * ,)V a v  - 4 i r e „  + S „

' (51)
Carbon species conservation

V ■ ( p v < D c )  -  v  • ( p D c V u ) c )  +  S ,„  (52)

In these equations, v  is the gas velocity, P  is the local pressure, p  the viscosity, p the mass 
density, g  the gravitational acceleration, h  the specific enthalpy, h ( and h g the enthalpy 
of pure carbon and pure buffer gas, respectively, k  the thermal conductivity, c p  the heat 
capacity at constant pressure, e n the net emission coefficient, e  the charge of the electron.

Pre-exponential factor: A

F ig u re  30 . C a lc u la te d  (10 .10) n a n o tu b e  g ro w th  ra te  v ersu s  p re -e x p o n en tia l fa c to r  A  o f  th e  re a c tio n s  (S I )  to  (S3) 
in T able 21 fo r d iffe ren t d ilu tio n  facto rs . C o n d itio n s  a re  H e. P  =  660 rnbar, /  =  100 A.
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15 cm
■4

1 o r  4  m m

ANODE 

Axis 3800 K 

Side 3300 K

Wall ----- ►

B  T1  XC A TH O D E 

A xis 3800 K 

Side 3300 K

T =350 K

/.

Figure 31. Tw o c a lcu la tio n  d o m a in s  in B ilodeau  et al. [115] (2D ) m odel: (1) a rc  reg ion  d e lim ited  by th e  two 
o p p o se d  m ovable  g ra p h ite  e le c tro d e s  and (2) ail the  reac to r.

k H is the Boltzmann constant, a  the electrical conductivity, u )c  is the mass fraction of carbon 
specics, and D c  is the diffusion coefficient of the carbon species. The axial current intensity 
j x =  i t E  is calculated from the linear electric field E ,  the conductance G, the total current 
intensity / ,  and the radius of the electrodes.

with yu.,, the magnetic permeability of vacuum. S,, and S,„ are, respectively, heat and mass 
source terms. The mass source term S m represents the carbon evaporation near the anode 
(positive term) or the condensation of the condensation of carbon species near the cathode 
(negative term).

3 . 4 . 6 . 3 .  N u m e r i c a l  R e s u l t s  The model equations presented above were solved using the 
SIMPLE method described by Patankar [131], Boundary conditions are the following:

* On the reactor wall, the temperature T  =  350 K, the axial and radial velocities V, =  

V r =  0, and the carbon composition X ( =  0.
• On the reactor axis, the radial velocity v r =  0 and radial gradients d < p / d r  =  0; with

< f > = { T , X c , V : , J Z) .

•  At the anode and cathode tip, T  =  3300 K on the side and T  — 2800 K on the axis.

Typical temperature profile maps arc shown on Fig. 32 for helium and argon in the two 
simulations domains (1) and (2) discussed above. For a 1-mm gap, the maximum temperature 
is ~  12,000 K. When the gap distance is increased to 4 mm, this maximum temperature 
increases to over 17,000 K near the cathode. Bilodeau et al. attribute this difference to 
the lower carbon concentration and higher electrical resistivity. When argon is used instead 
of helium with a gap width of 4 mm, the temperature range (1500-5000 K) is wider in 
argon than in helium. In the temperature range 2000-3000 K assumed by the authors to 
be favorable for the formation of fullerene precursors, the carbon species concentration is 
higher in helium than in argon.

3 . 4 . 6 . 4 .  F l o w  a n d  H e a t  T r a n s f e r  M o d e l i n g  More recently, Hinkov [115] compared 
the temperature profiles obtained in nanotube conditions for helium at 660 mbar and 
argon at 100 mbar. The model consists of Navier Stokes equations implemented in FLU
ENT computer code. For these calculations, only two species, namely carbon atoms and 
helium or argon without any chemical reactions were considered. A constant heat flux of

G l i r f y C r r d r
(53)

B  is the magnetic field intensity:

(54)
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cm
(2)

F ig u re  32. T e m p e ra tu re  field in the  in te re le c tro d e  g ap  (1) and  in all the  re a c to r  (2) c a lc u la te d  w ith  h e liu m . d AC — 
1 m m , /  =  80 A , e ro s io n  ra te  =  9 .98  m g/s, d e p o s itio n  ra te  =  4.71 mg/s, and  P  =  13.3 kP a. R e p rin te d  w ith p e rm iss io n  
from  ( 1 14), J.-F. B ilodeau  e t al.. Plasm a C hem . P lasm a Proc. 18, 285 (1998). ©  1998, S p rin g e r  S cience  a n d  B usiness 
M edia.

6.5 x  109 ergs e i r r 2 s-! for argon and 1.2 x  101() for helium was considered from the mea
sured power. The wall reactor temperature was 300 K. The anode and cathode temperatures 
are 4000 K and 2000 K, respectively. From Fig. 33, the calculated maximum temperature is 
14,700 K for argon and 9080 K for helium. The lower thermal conductivity of argon leads to 
a much larger hot zone close to the cathode. This result could explain the higher observed 
nanotube yield when helium is used rather than argon.

3.5. Arc Modeling Concluding Remarks
Mathematical modeling of the carbon arc has been the subject of numerous studies where the 
objective was to better understand fullerene and nanotube growth, as well as to predict the 
chemical composition of species and the temperature distribution in the discharge. Several 
approaches were developed and permitted isolating the effects of thermal, kinetic, mixing, 
and electric processes on vaporization and condensation of carbon and metallic clusters. 
Compared with other high-tempcraturc techniques, the uniqueness of the arc is the presence

H e liu m  6 6 0  m b a rA rg o n  100  m b a r

-0 .3  -0 .2  -0 .1  - 0 .0  0.1 0.2 0.3
I I i i ■ i I i i i  i I i i n  I m i l . n i L . i i l m i l i m l i  i i . l u i i l i m l i m l i

cm
(1)

9080

8920

7970

7010

6050

5090

4130

3170

2222

1280

300

F ig u re  33 . C o m p a riso n  b e tw een  a rg o n  and  h elium  fo r o p tim a l n a n o tu b e  co n d itio n s . R e p rin te d  w ith  p e rm iss io n  
from  [115), I. H inkov , P h .D . T hesis , U n iversity  P aris 13, F rance , 2004. ©  2004.
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of ions. When a metallic catalyst is mixed to the graphite in the anode, the major ions as 
measured and calculated are found to be the catalyst ion Y+ or Ni+ and not C+. Hence, in 
addition to its catalytic role, these metals play the role of current carriers in the discharge. 
In addition, the energy of ionization of the catalyst is weak; and the process of the anode 
vaporization is more efficient. Otherwise, the experimental results indicate that the limiting 
process in nanotube growth is the rate of anode erosion. It will be interesting to explore the 
effect of other types of catalysts with lower energies of ionization. In addition, we can con
clude that the low density of carbon ions in the discharge does not explain the fast growth 
of nanotubes. Hence, carbon nanotube growth occurs from neutral precursors and could be 
modeled by a set of surface reactions simulating open nanotube growth exposed to a mass 
flux from the anode. Because in this approach nanotube surface chemistry is controlled by 
the local terminated bond and not by the bulk nanotube bond, a mechanistic approach based 
on the formal resemblance between the bonding and the structure between open nanotube 
and other carbon surfaces was proposed to explain nanotube growth. Predicted growth rates 
are in the range of 100 to 1000 /-im/min. Nevertheless, a debate still exists on the reason 
why the nanotube is maintained open during the growth. Some authors attributed this fact 
to the high local electric field in the growth region close to the cathode; but the predicted 
values of this local field varies within four orders of magnitude from 104 to 10s V/cm. This 
suggest that further modeling efforts are needed to estimate with accuracy the electric field 
distribution in the connection with thermal, kinetic and turbulent mixing in multidimensional 
configuration. Further development of a modeling approach is in the direction of select
ing more representative gas phase and surface reactions and using a b  i n i t i o  calculations of 
mechanisms and kinetic data. There is a real need for accurate kinetic data for the adsorp
tion of small carbon clusters on open nanotubes of different diameters and chiralities or on 
pentagon-heptagon defects of closed nanotubes. Because we have evidence that SWCNTs 
may grow in the gas phase, further work in modeling the arc process will include gas phase 
production as proposed in [14]. There, gas-phase reactions for the production of SWCNTs 
are proposed to grow from carbon/nickel clusters using a formalism for the reactions like 
the one developed for the Boudouard reaction used in the high-pressure carbon monoxide 
process (HiPco) by Dateo et al. [28]. The calculations will be extended to two dimensions 
and possibly three dimensions in order to take into account both collaret and core deposit 
growth in the cathode region. Even though growth chemistry and surface site densities are 
very different for SWCNT growth in the collaret as compared with MWNT formation in 
the hard deposit, the formalism discussed in this paper remains valid, and could take into 
account simultaneous growth of these species in 2D or 3D configurations.

4. COMPUTATIONAL FLUID DYNAMICS ANALYSIS 
OF TRANSIENT CARBON PLUMES IN 
LASER-ABLATION SWCNT PRODUCTION

The use of computational fluid dynamics (CFD) simulation methods for the analysis of the 
flow fields resulting from the laser ablation of carbon targets in the production of single-wall 
carbon nanotube production is a relatively new practice, with most studies having been con
ducted only since the turn of the century. CFD techniques for the solution of the governing 
equations of fluid motion have been present since the advent of high-speed computers in 
the 1960s. The National Aeronautics and Space Administration (NASA) and various aircraft 
corporations originally developed CFD methods primarily for the solution of external flow 
fields surrounding aircraft and high-speed space vehicles leaving or returning to the earth’s 
atmosphere. Additionally, CFD methods for the solution of internal flows such as those 
occurring through gas turbine engines were developed at the same time as external solu
tion techniques or “codes.” Recently, CFD methods have gained popularity in other fields 
of endeavor that are less "aeronautical" in nature such as the analysis of various forms of 
materials processing, or when the fluid dynamics equations are merged with equations of 
electrodynamic forces such as the Maxwell equations (in a group of techniques referred to 
as "magnetohydrodynamics" or MHD). to such diverse fields of study as the flow of charged
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particles in the magnetosphere of the earth. Two excellent references for general conven
tional internal and external CFD techniques are the works of Hirsch [ 132, 133] and Hoffman 
and Chiang 1134], The former publication is more theoretical in nature than the latter; 
however, the latter provides a better introduction for the casual CFD code user.

Recent work in the application of CFD methods to laser ablation flow field studies have 
been accomplished by both the solution of the Euler equations [132], which ignore vis
cous effects in the solution technique, and by solution of the Navier-Stokes equations [132], 
which do incorporate viscous effects. Both methodologies will be examined as they have 
been applied to laser-ablation SWCNT production in the following paragraphs. All numer
ical techniques arc approximations of the full partial differential equations of fluid motion, 
be they Euler or Navier-Stokes equations, and the solution of the governing PDEs calcu
lated by computer codes will be highly dependent upon the boundary conditions applied. All 
transient solution methods are highly dependant on two factors: boundary conditions and 
the time step size taken at each time step. Transient methods rely on having accurate assess
ment of the current flow field and then extrapolate the current solution into the future by 
known mathematical methods. Therefore, no discussion of the CFD techniques as applied to 
laser ablation flow fields would be complete without a discussion of the boundary condition 
determination for the flow fields—such discussion will follow the examination of the basic 
numerical solution methodology for the Euler and Navier-Stokes equations.

4.1. Inviscid Solution of Carbon Plumes in Laser Ablation
Lobao and Povitsky [135] have successfully used a unique combined Eulerian and Lagrangian 
approach to the solution of the flow fields resulting from the rapid vaporization of carbon 
targets in the SWCNT oven. Note should be made that the phrase “Eulerian” in this sense 
refers to analysis by a fixed control volume, not to the governing inviscid fluid dynamics 
conservation equations—although Lobao and Povitsky do indeed use the Euler equations 
in their methodology. Lagrangian methods differ from Eulerian in that individual particles 
are tracked as they flow through space; and overall thermophysical parameters are then 
calculated by statistical techniques applied to the many particles in the flow field.

Lobao and Povitsky make the assumption that the inviscid Euler equations suffice for 
an analysis of the laser ablation of carbon due to the rapid time frames in which the 
ablation process occurs. The laser irradiation times for the laser ablation process as prac
ticed at NASA Johnson Space Center are approximately 10 ns in duration, although the 
material may continue to ablate for several nanoseconds after the irradiation terminates. It 
should be noted however that viscous shear stresses, r, are a function of velocity gradients 
wherein:

^  (55)

for a Newtonian fluid, where v ,  is the velocity component in the direction, x ,  represents 
the u j "  spatial direction, and / i  is the viscosity. A direct physical dependency upon time in 
the viscous components of the flow physics does not exist then. Given the extreme velocity 
gradients that occur in the laser ablation process, with inlet velocities of the ablative carbon 
being of the order kilometers per second flowing into essentially quiescent argon gas, it 
is possible that even given the short time duration of the flow, viscous effects may be of 
significant enough magnitude that they cannot be ignored.

4.1.1. Solution Methodology
Lobao and Povitsky used the two-dimensional compressible Euler equations with a general
ized curvilinear coordinate system in £, rj coordinates. The equations can be represented in 
vector form by:

c ) Q  B F  (9 G
a t rit; clrj
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where the vectors of conserved variables ((?, Z7, G, and S )  are given by:

p p u

p u p u l l  +  i x P

p v
F = 8-

p v U  +  i y P

E J ( E  +  P ) U

p C ] p C xU

p C 2 P C 2 U

p v
" o '

p u V  +  T)XP 0

8 p v V  +  T]y P l p

G  =  7 s  =  -
J ( E + P ) V J 0

P c t v 0

p C n V 0

In this formulation, p represents the local gas density, a  and v  are the local velocity compo
nents, U  and V  are the contravariant velocities, E  is the total energy, and P  is the pressure. 
C, and C 2 are the mass fractions of the two species. g x , £v, r jx , and r ) v are the metrics of the 
coordinate transformation. J  represents the Jacobian of the coordinate transformation, and 
8  is the radial axisymmetric coordinate in the 77 direction. The first equation represents the 
conservation of mass while the second and third equations are the conservation of momen
tum in two dimensions. The fourth equation is the conservation of energy while the final two 
equations are the “conservation of species” equations for the two chemical species, C3 and 
Ar, used in the Lobao and Povitsky analysis. The gas is assumed to be a calorically perfect 
gas in their analysis. Excellent references for further elaboration on the Euler equations and 
their generalized coordinate versions can be found in [134, 136]. Lobao and Povitsky use 
a second-order upwind scheme for the conservation equations called “MUSCL” [133] and 
they use a central relaxing total variation diminishing (TVD) scheme best described in their 
paper [135]. The Lagrangian scheme used by Lobao and Povitsky to solve for particle motion 
in the flow field is not well described in their paper other than the fact that it is based on 
a second-order Runge-Kutta scheme and yields particle streak lines in the resulting carbon 
plume.

Lobao and Povitsky considered an axisymmetrical flow domain that was 25 cm in the 
longitudinal direction by 5 cm in the lateral dimension with a structured grid giving a grid 
size of 250 x 50 computational nodes. Initial conditions inside the flow chamber were a 
pressure of 1 atm and a temperature of 1500 K for the argon in simulation of a high-pressure 
ablation process and also for a pressure of 10"6 atm for a low-pressure ablation case in their 
paper. The boundary conditions at the site of the laser irradiation are given as 100 atm of 
pressure at a temperature of 5000 K. The irradiation boundary condition was allowed to 
propagate for 20 ns with an initial time step of 10" 11 s. The ablation boundary condition 
is then replaced by the flow chamber conditions, and the entering plume of C3 is allowed 
to propagate downstream. Time steps in the Lobao and Povitsky method were controlled 
by adjustment of the Courant-Friedricks-Lewy, or CFL, number given the fixed even grid 
spacing.

4.1.2. Results
Lobao and Povitsky simulated a number of variations upon the standard conditions used 
in the laser ablation at NASA Johnson Space Center, and qualitative comparisons were 
made between the parametric variations, although no comparisons were made to existing 
experimental data [137] for shock front expansion. As previously mentioned, two variations
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on the chamber pressure were simulated and showed consistent physical results in that the C  ̂
plume expanded more rapidly in the lower chamber pressure than in the I atm pressure case.

Other variations on the standard operating conditions that Lobao and Povitsky examined 
included the influence of carbon injection velocity on the flow field dynamics. Initially, the 
entrance velocity of the carbon plume was set to zero and the plume allowed to propagate 
by virtue of the pressure differential. Additional injection velocities were simulated in their 
paper, although few results were shown. A final variation examined by Lobao and Povitsky 
was the effect of the interaction of multiple laser irradiations upon overall plume dynamics. 
The standard processing of SWCNT calls for irradiation of 10 ns duration for the first pulse 
followed 50 ns later by a second pulse of 10 ns duration. This process then repeats on a 
60 Hz cycle. Lobao and Povitsky allow for a similar double-plume injection however using a 
gap of 16 f x s between irradiation intervals. The main effect of the multiple plume interaction 
noted by Lobao and Povitsky was the increase in plume temperatures observed from the 
reflected shock waves re-compressing the plume from wall and plume interactions.

4.2. Navier-Stokes Solutions of Carbon Plumes in Laser Ablation
Greendyke et al. [138-143] have conducted a number of studies of the carbon plume result
ing from laser ablation of a carbon surface in SWCNT production using a full Navier-Stokes 
solution of the flow equations. In preliminary work [138], it was determined that the viscous 
stress terms could not be ignored given that the background flow was approximately 3 cm/s 
yet the carbon plume entrance velocity was of the order 5 km/s. Such large differences in 
velocity would necessarily lead to large viscous stress terms (as explained in the previous 
section) given the magnitude of the inevitable velocity gradients.

In his first study [138], Greendyke used the VULCAN code [144], which was originally 
designed for the study and analysis of internal supersonic combustion processes in hypersonic 
propulsion applications. The code was selected for its ability to handle mixed elliptical, 
parabolic, and hyperbolic flow field equations. The code solves the generalized curvilinear 
Navier-Stokes equations described by:

0 , +  (£  -  Ev)t +  ( F -  Fv)v +  (G -  Gv)c =  S

where Qn E, F , G\ and S are vectors describing the conserved variables included in the con
servation of mass, momentum, energy, and species conservation equations as best described 
by White and Morrison [144]. Ev, Fv, and Gv represent the viscous flux vectors and are also 
described in [144]. In addition to the full Navier-Stokes equations, the VULCAN code also 
contains several turbulence model formulations, and Greendyke selected the k-a> model of 
Pope (described, along with other turbulence models in [145]) for his studies. The VULCAN 
code uses several solution methodologies for the Navier-Stokes equations, and Greendyke 
selected the time-accurate fourth-order Runge-Kutta methodology option of the VULCAN 
code that is based on a method first developed by Jameson et al. [146] for the solution of the 
Euler equations. In general, however, any CFD code capable of mixed flow regimes would 
work well in laser ablation plume development studies—a very good synopsis of modern 
CFD codes can be found in Laney [147] and at the accompanying Web site [148].

4.2.1. Boundary Condition Determination at Ablative Surfaces
Before any CFD code can be accurately run for the solution of carbon plumes, it is necessary 
to correctly determine the boundary conditions at the ablative surface—without the bound
ary conditions correctly determined, no CFD code can predict reliable results. However, 
very little experimental information was available for the boundary conditions at the surface 
of the laser ablation carbon target. The only known thermophysical quantities had been the 
carbon mass ablation rate of 1.6 x 10"* g/laser pulse in argon, and the approximate energy 
of 300 mJ over the 5-mm laser spot size. The original studies of Greendyke et al. [138, 139] 
assumed that the carbon mass was injected into the flow field through the 10 ns duration of 
the laser pulse. A simultaneous solution of both the ideal gas equation

P V  =  N R T (5 8 )
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and the Clausius-Claperon equation:

P  P rcf ■ (59)

resulted in a density of 10.59 kg/m3, a gas temperature of 5211 K, a vapor pressure of 
377 atm, and a carbon injection velocity of 1900 m/s at the target surface. In those studies, 
however, the resulting propagating carbon plumes exceeded the shock front locations data 
gathered by Puretzky et al. [140] past the 200 /j . s  postablation time.

In later studies [140, 143], the ablation time was assumed to be 15 ns—the additional 
5 ns worth of ejected ablation material coming after the termination of the laser pulse. 
The resulting solution of ideal gas and Clausius-Claperon equations showed that while the 
temperature of the injected carbon was relatively insensitive to the additional ablation time 
(7  4950 K), the vapor pressure of the carbon plume dropped considerably to approxi
mately 100 atm. The corresponding density was an order of magnitude less, 1.039 kg/m3, and 
the plume injection velocity rose to 5228 m/s due to the lower molecular weight. Chemical 
equilibrium was assumed at the ablation surface, and the CHEMKIN [40] code was used to 
determine inlet carbon species mass fractions for C through C5 (no data being available in 
CHEMKIN for C(l). C, and C3 were found to be the dominant species at the ablation surface 
inlet with the mass fraction of C, being 0.463 and C5 being 0.426. The next contributors to 
the inlet flow were C2 and C4 with species mass fractions of 0.044 and 0.059, respectively. 
The atomic carbon mass fraction was nearly negligible at 0.008.

4.2.2. Flow Domain Gridding
After the correct determination of flow field boundary conditions, the domain of interest 
needs to be resolved into a computational grid for the calculation of flow field characteristics. 
Greendyke [140] originally used a 2D axisymmetrie solution methodology for the flow field 
volume with a 2D grid. At the time of his first investigation into laser ablation carbon flow 
fields, little was known of the resulting flow field and the degree to which the carbon plume 
would propagate into the flow field downstream of the carbon targets or the region in the 
outer quartz tube of the laser ablation oven. Figure 34 shows the original axisymmetrie grid 
that was used by Greendyke in the original investigations. Figure 34, however, displays a 
symmetrical grid about the y  =  0 axis. Only the portions for y  > 0 are used in the actual 
axisymmetrie flow field calculations. One problem encountered was that the grid only extends
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Figure 34. L.ascr-ablation oven gridding.
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to 10 cm in front of the carbon target and boundary conditions at the upstream portion 
of the background argon flow reflected the pressure wave resulting from ablation boundary 
conditions back into the propagating carbon flow. In later studies, Greendyke et al. [142-145] 
used a “primary grid” (Fig. 35) with 0.5-mm grid node locations for the first 10 cm in front 
of the ablation surface for the inner quartz tube alone as in the first work [140-141], with 
a “secondary grid” of 0.5-mm vertical spacing and 5-cm horizontal spacing out to a point 
55-cm upstream of the carbon target. The elongated flow field region under consideration 
alleviated the problem of reflecting pressure waves returning to influence the carbon plume's 
propagation into the argon background flow.

Multiple gridding software options are available to the researcher, with varying degrees 
of complexity to use. The most convenient of the available gridding software codes is the 
M e s h  G e n e r a t o r  software [149] available as an “add-on” package to Amtec Engineering Inc.’s 
T e c p l o t  software [150]. The M e s h  G e n e r a t o r  is capable of outputting grid information in both 
the ASCII format and the PLOT3D form (PLOT3D is a graphics package for CFD use that 
is available from the Open Channel Foundation—see their Web site referenced in [151]) 
used by many commercially available CFD codes such as the VULCAN code [146].

4.2.3. Flow Field Solution Procedures Used by Greendyke et al.
In all of the studies by Greendyke et al. [140-145], the same procedure was used throughout. 
After determination of the boundary conditions, the first priority of the simulations was the 
solution of the ‘‘base” argon flow. The global elliptical viscous method of the VULCAN 
code was used with diagonal approximate-factorization in axisymmetric fashion for this part 
of the simulation. Full k - ( o  turbulence modeling and a mixture of thermally perfect gases 
options were chosen. The solution was allowed to converge until a sixth-order reduction in 
the L2 norm was observed.

Actual simulation of the carbon plume resulting from the laser-ablation of the target could 
proceed with the base flow established. To simulate the carbon plume, a jet of carbon was 
allowed to enter at a density, with the boundary conditions described above, from the first 
five grid point locations in the grid block immediately in front of the carbon target corre
sponding to 2.5 mm in actual length. Flow enters axisymmetrically having a radius of the 
laser beam’s spot size. The time-accurate Runge-Kutta solution procedure was applied to 
the restart files from the base flow simulation for 100 (or 150 in later studies) time steps 
of 0.1 ns each—corresponding to the actual duration of a laser pulse. The restart files from 
this “carbon-injection” simulation were themselves used in subsequent simulations with the 
carbon mass flow injection deleted in the input data file for VULCAN. An isothermal wall 
boundary condition was used in place of the carbon injection condition with a temperature

F ig u re  35. “Primary" grid spacing in revised studies of laser ablation plumes.
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set to slightly higher (1773 K) than the initial ambient conditions in the nanotube produc
tion chamber. This boundary condition was held constant until 60 ns of simulated time had 
passed, and then the ablation boundary condition was reinitiated for another 15 ns of sim
ulated time to correspond to the second laser ablation of the processing on a 60 Hz cycle 
as practiced at NASA Johnson Space Center. The flow with the developing carbon plume 
was simply allowed to develop naturally to whatever point in time required by manipulation 
of the time step size and maximum number of iterations allowed in the VULCAN input 
data file.

4.2.4. Results of Navier-Stokes Simulations
For the original work with full Navier-Stokes solution methods, Greendyke et al. used only 
C, as the injected species at the carbon ablation boundary' points to determine flow field 
characteristics and plume propagation into the background argon gas. No chemical reactions 
were allowed in these studies. Figure 36 shows the result of the C, injection simulations 
at 200 /is postinjection time and indicates the classic “smoke ring” profile of the carbon 
plume observed by several experimental investigations. Further confirmation of the accuracy 
of the Navier-Stokes modeling was presented by Greendyke et al. [143] using only C3 as the 
injected carbon species without chcmical reactions. Good comparisons were obtained with 
experimental observations of carbon plume propagation conducted by Puretzky et al. [137] 
for the earlier postinjection times. As the flow field solutions were allowed to progress, 
however, computational results for the leading edge of the carbon plume began to overtake 
experimental results at the I-ms point of postinjection time. Temperature contours compared 
favorably to experimental results as well in this study, as can be seen in Fig. 37.

In later studies [142— 145], Greendyke et al. added chemical reaction mechanisms to the 
flow field solution methodologies. The first reaction model [140] was a 12-species, 14-reaction 
model for the formation of carbon molecules up to Ch including the ion species of C+, 
C4 , and C5 as well as electron concentrations. The chemical reaction model was a reduced 
form of the reaction mechanism for the formation of Cwt and C 7(l fullerenes developed by 
Krestinin and Moravsky [8]. The primary purpose of the inclusion of higher species and 
chemical reactions was twofold. The first purpose was to see what effect condensation of 
the carbon species would have on How field dynamics and temperature profiles. The sec
ond purpose was to determine if formation of the C„ molecule, as it is not injected in the 
boundary conditions, would provide some indication to the thermophysical conditions for 
higher carbon molecule formation. The formation of C() would then serve as an “indica
tor species’" for more complex carbon molecule formation. One discrepancy in this initial 
study with chemical reaction mechanisms was immediately observed—temperature profiles 
with chemical reaction mechanisms quickly exceeded the temperature profiles from earlier 
work—and this result was first thought to be the result of energy being released into the flow 
field from the condensation of lighter carbon species. However, in later work, Greendyke 
et al. [144] discovered that the high temperatures were the result of excessive time steps 
being used in combination with chemical reactions. If the time steps for the initial laser
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ablation boundary conditions were decreased to 0.01 ns, temperature profiles in argon back
ground gases returned to similar, although not identical, profiles for the original work with 
C\. A curious result of this work was that even with the higher temperature profiles, leading 
edge propagation of the carbon plume was comparable to the earlier work [138], but devi
ated from the experimental work of Puretzky et al. [137] at postablation onset times at, or 
beyond, 1 ms. A possible cause for the higher plume propagation speed of the calculated 
results than experimental could be the curve-fit data incorporated into the input files used in 
the VULCAN code for diffusion of the higher species of carbon. No data was available for 
the higher carbon species, and data for C and C, was simply extrapolated for higher species. 
As is generally known, lighter species will diffuse faster than heavier spccics.

It is impractical to use the full C(ll) and C70 model for fullerene formation of Krestinin 
and Moravsky. All How field solution methods such as the VULCAN codc have to solve 
the species continuity equations at each grid point in the considered flow field domain. 
Computational intensity therefore increases with the number of grid points and species by 
the relationship C P U  oc ( N S ) ~  where CPU indicates C P U  processor time, N  is the num
ber of grid point locations in the domain, and S  is the number of chemical species. As a 
result, for the flow field grid described in [138], computational times of up to 30 min were 
required for a single iteration at a time step of 10“ 11 s, thereby rendering such CFD studies 
impractical.

In the same studies [141-143], work began by Greendyke et al. on duplicating a series 
of parametric experimental studies conducted at NASA Johnson Space Center [152]. The 
latest work [143] represented the culmination of the computational simulations to duplicate 
the set of experiments. For this study, the 12-species model originally used was replaced 
by an 11-species model with 14 reactions—which is given in Table 22. The goals of this 
study were to gain insight into the thermophysical characteristics of the flows under differ
ing pressures, background gas temperatures, different background gas chemical species, and 
differing diameters of the quartz inner tube of the laser ablation oven. A secondary goal was 
again to attempt to define “indicators” in the flow field solutions of the carbon plume that 
would provide insight in the refinement of the laser ablation SWCNT processing and allow 
improvement of the method for increased production. Unfortunately, in the set of experi
ments that this study was based on, it was not possible to determine the actual quantities of 
SWCNT produced in the experiments. Only the total carbon ablated was available, thereby 
negating the ability to do a direct comparison between computational studies and SWCNT 
production.

However, certain insights were still available from the computational study. One of the 
main results of Greendyke's study was a direct correlation between plume expansion into 
the background gas and the amount of recovered carbon from the experiments. A plume 
expansion factor, 0, was defined by Greendyke as

(60)



T able 22. S im plified ca rb o n  chem istry  m odel u sed  in laser ab la tio n  
sim u la tio n .

3 1 2  Chemical Reaction  and  Flow M odeling  in Fullerene  and N an o tu b e  P roduction

R E A C T IO N  (cm 3 s~' m o l 1) f l  (K )

R e ac tio n  R ate  C oeffic ien ts  [w here k f =  A 'T B *  cxp{ — Ta/T ) ]

l . C  +  e -  o  C  +  + e  -  + e — 5.46E  -  04 0 214420
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11. C  +  - h e -  0  C 3 .60E  4- 16 —4.5 0
12. C \ +  C o  C„ 2 .00E  +  14 0 0
13. C 4 +  C \ ch 2 .00E  +  14 0 0
14 ( \  +  C \ C*„ 2 .OOE +  14 0 0

where
Pcarhon  _ P i ( 6 1 )

p , p

or, the local summation of the individual carbon species’ mass fractions. The plume expan
sion factor provided a relative measure from one case to the next of the propagation of 
carbon throughout the How field assuming the carbon plume originates at the origin, as it 
does in all cases in [143]. The plume expansion factor provided a direct relative measure of 
the expansion of carbon throughout the flow field.

Varying the thermophysical characteristics of the background gas resulted in widely dif
ferent plume development at similar points in time. Figures 38-40 indicate the difference in 
both leading edge propagation of the carbon plume for argon, helium, and N2 background 
gases at 100 /a s  postablation time. The resulting plume expansion factors for the variation 
of background gases is seen in Fig. 41, which show's that the higher the plume expansion 
factor, the lower the mass of recovered material from the laser ablation when compared to 
the experimental results of Arepalli et al. [152]. Similar results were obtained for the other 
variations of background gas temperature, pressure, and the inner tube diameter of the
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laser ablation oven with one noticeable discrepancy—the case where the inner quartz tube 
was reduced from its nominal 1-inch diameter used in standard processing to a diameter of 
1/2 inch. Experimental results showed that the narrower diameter case should result in a 
reduced quantity of mass being recovered from laser ablation, whereas the inverse relation
ship seen with the plume expansion factor plotted in Fig. 42 indicates that the mass recovered 
should have been higher than the nominal one inch diameter case. With the exception of 
this one case, the plume expansion factor did provide the best “indicator” yet of the amount 
of ablative carbon material that could be recovered from laser ablation studies. However, 
the plume expansion factor did not provide a direct quantitative relationship for the carbon 
recovered, but it did provide a qualitative relative measure from one case to the next. A pos
sible cause of this discrepancy may be the result of the high concentration of carbon in the 
small diameter case resulted in more absorption of laser energy by the ablation products. 
This reduced the energy flux to the target, resulting in less ablation.

Other results from the latest study [143] did provide thermal and species concentration 
profiles for the parametric variations that can be used in separate decoupled solutions with 
more complex chemical models (such as the Krestinin and Moravsky model in [8]) using the
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F ig u re  41. P lum e expansion  fac to r fo r varying b ackground  gases.

C'HEMKIN software [40]. At the present time, Greendyke and Scott are continuing these 
decoupled studies with a refined grid mesh in the immediate ablation area of the carbon 
target for times ranging from ablation onset up to the first few microseconds after ablation 
onset. The flow field solutions at different points in postablation onset times that result from 
this study can be combined into a single solution file via use of the T e c p l o i  [150] software. 
The resulting solution data file can then be input into the C F D  A n a l y z e r  [153] add-on feature 
to the T e c p l o t  package. Once the user has specified the location of basic flow field properties 
in the lile, such as pressure and temperature, the C F D  A n a l y z e r  package can automatically 
integrate streak lines or particle trajectories over the time domain of the composite flow 
field solution file. All flow field properties and chemical compositions along the streak lines 
are then returned by the software for analysis with the decoupled methodology previously
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described. Results from decoupled calculations along streak lines will be discussed in the 
next section.

4.3. Chemical Kinetics Along Streak Lines in Pulsed Laser Ablation
For CFD problems having more than one dimension, adding a large chemical kinetics model 
would overwhelm even supercomputers. Solutions would take days or weeks of computer 
time to solve. In many cases, it is useful to decouple the problem and solve the fluid dynamics 
and energy equations without chemical reactions. The history of temperature, pressure, and 
mixing (dilution) with an external gas can be determined along streak lines. For steady-state 
problems such as the arc or HiPco process, as was described in Section 2.3.1, one can easily 
integrate the position divided by velocity to obtain the time at corresponding points in the 
flow. The CFD solution provides all other properties, except the detailed chemical species. 
One can then use a chemical kinetics code, such as the AURORA code of CHEMKIN, 
to solve the chemical rate equations along the streak line, as a function of time. For time- 
dependent solutions of the flow equations, as is needed for dynamic situations such as the 
laser ablation process, a similar technique can be used to follow a sample “particle” of the 
flow as time evolves. However, the process requires having the solution at various times 
during the development of the flow. With these solutions described in Section 4.2, one can do 
a similar integration of the distance/velocity. For example, in some preliminary calculations 
we have the evolution of the solution along a number of streak lines that start next to 
the laser ablation target. These streak lines are shown in Fig. 43. Integrating the distance 
divided by velocity, we obtain the time interval between points and therefore, the time at 
each location. Then we have the flow field properties as a function of time. The temperature 
(Fig. 44) and pressure profiles were then input into the AURORA code to solve the chemical 
rate equations for the evolution of the species along the streak line. One such preliminary 
solution is shown in Fig. 45 for the complete model along one of the streak lines. The 
rate coefficients for this calculation were not accurate; therefore, it only represents the 
methodology, not accurate results.

4.4. Conclusions from CFD Modeling
The current limitations of reduced carbon chemical reaction mechanisms and the resulting 
computational overhead that would result from higher order chemistry models severely hin
der the analysis of laser ablation SWCNT production by CFD methods when CFD is used
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T im e ,  s

F ig u re  44. T e m p e ra tu re  h is to rie s  a lo n g  se lec ted  streak  lines for lase r ab la tio n  calcu lations.

by itself. However, this does not mean that useful information for the study of SWCNT pro
duction is unobtainable— the use of the plume expansion factor formulated by Greendyke 
et al. [143) and outlined in the previous section does yield insight into the possible 
enhancement of SWCNT production by aerodynamic means alone. The information 
provided—chemical profiles of “building block” species, temperature profiles, relative local
ized densities of the chemical species, and so forth—can provide input data for decoupled 
studies with chemical reaction codes that do not have the dependency of CPU time on grid 
resolution and number of grid points considered. Indeed, it is possible that in the future, 
unconventional CFD methods such as direct simulation Monte Carlo methods [154] or 
molecular dynamics methods [155] could more completely simulate at least the initial onset 
of ablation in the flow field, as they do not have the same relationship between the number 
of chemical species and computational overhead—although such methods have difficulties 
of their own that make their use questionable at the present time.
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5. COMPUTATIONAL SIMULATION OF
THE HIPCO SWCNT PRODUCTION PROCESS

A new method for the production of SWCNT that is receiving much attention at the current 
time is the high pressure carbon monoxide, or HiPco, process, first developed by Nikolaev 
et al. [ 156]. Two of the main problems in the production of SWCNT are the ability to produce 
them in economically viable quantities and to produce them with predetermined structures 
that have unique properties such as their chirality. Although the HiPco process does not 
necessarily address the latter problem, it is a possible answer to the former. The HiPco 
process is a continuous gas production reactor that uses a relatively cold input stream of CO 
and iron pentacarbonyl, Fe(CO)5, that is injected into the reactor with impinging streams of 
heated CO in a “showerhead” configuration (Fig. 46). As the iron pentacarbonyl is heated 
by the impinging streams, it decomposes releasing the Fe atoms, which then condense into 
metallic iron clusters. The clusters serve as catalysts for SWCNT development. The SWCNT 
begin to develop from the iron clusters when CO molecules interact with the iron catalyst 
and form an iron cluster with the developing SWCNT forming on it and CO: molecules.

Computational simulations of the HiPco using reacting-gas computational fluid dynamics 
(CFD) have not been common. One of the primary investigations into the process has been 
the work of Dateo et al. [27] and Gokgen et al. [19], who conducted extensive work first on a 
reduced chemical reaction model for the HiPco process and then combined this model with 
a simplified CFD code to produce a parametric analysis of the HiPco process. Work by other 
researchers such as Povitsky and Salas [157] have focused on the actual aerodynamics of 
the HiPco process to insure the best mixing of the iron pentacarbonyl and carbon monoxide 
streams for SWCNT production. Scott et al. [31] also conducted research on the HiPco 
process with limited CFD methods that used a chemical reaction model that is decoupled 
from the flow field solution method.

5.1. Reacting Gas Modeling of the HiPco Process
Dateo, Gokgen, and Meyyappan published a two-part paper [19, 27] that modeled their 
chemical reaction mechanism [27] in the first part, and the application of that chemical reac
tion mechanism [19] couples with a CFD solution methodology for the analysis of the HiPco 
reactor chamber. The first paper established their chemical reaction mechanism that can 
be broken down into three fundamental parts: the decomposition of the iron pentacarbonyl 
steps, iron catalyst growth and evaporation, and, finally, carbon nanotube formation.

Dateo et al. noted that the iron pentacarbonyl will begin to decompose at temperatures 
above 500 K, which is the situation as the inlet Fe(CO)5 stream initially encounters the 
hotter stream of CO. The decomposition mechanism is modeled in five steps:

Fe(CO)5 ^  Fe(CO)4 +  CO 

Fe(CO)4 ^  Fe(CO)3 +  CO 
----------------

H eated CO

Figure  46. S ch em atic  o f  a g en e ra lized  “shovverhead” H iP co  re a c to r  cham ber.
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Fe(CO)3 Fe(CO)2 +  CO 

Fe(CO), ^  FeCO +  CO 

FeCO +  M +» Fe +  CO +  M

Chemical reaction rates for the dissociation were estimated by Dateo et al. by use of experi
mental data from Lewis et al. [158] and Engelking and Lineberger [159]. The reverse reaction 
rates were taken from Seder et al. [160].

Iron cluster formation in the second part of their model was based on the rates of Krestinin 
et al. [29], wherein their model is based on the reaction mechanisms:

Fe,,, +  Fe„ -* Fem+(, ( n  =  1 to 4)

Fem -> Fe,„_, +  Fe 

FeCO +  Fem -> Fem+1 +  CO 

FeCO +  FeCO -> Fe2 +  2CO

It is noted that iron evaporation will occur at higher temperatures, and the condensation of 
carbon into SWCNT requires higher temperatures for proper formation.

Condensation of the carbon atoms is accomplished by a modification of the Boudouard 
reaction [161]:

2CO(g) —> C(s) +  C 0 2(g)

into the three-step process suggested by Boudart [162]:

Fe„, -F CO —> Fc,„ • CO 

Fc,„ • CO Fe„, -f CO 

Fe„, • CO -F CO —> Fem • CNT -F CO:

The final composition of the reaction model in [27] consists of 971 species in 1948 chemical 
reactions. Because computational effort in chemically reacting flow fields is proportional to 
the square of the number of species multiplied by the number of grid points, the initial 
model in [27] was reduced for CFD analysis. The reduction was accomplished by grouping 
the iron cluster species that contain three or more atoms of iron into a single species. This 
regrouping of the iron related species results in a much more computationally feasible model 
that has 14 species and 22 reactions—well within the capabilities of most modern CFD 
codes.

Both the full and the reduced models were used in a simple 0D parametric study that 
examined variations of temperature, pressure, and Fe(CO)5 partial pressure at the gas injec
tion interface. The main findings of Dateo et al. in part I of their paper [27] determined
that increasing the temperature in the HiPco chamber speeds up the decomposition of the 
iron pentacarbonyl but at the same time increases iron cluster evaporation. Increasing the 
pressure was found to speed up the Boudouard reaction and slow down iron pentacarbonyl 
decomposition. Increasing Fe(CO)5 partial pressures speeds up both decomposition of the 
iron pentacarbonyl and the formation of iron clusters. When the reduced and full chemistry 
models were compared in the 0D model, it was found that the two models gave acceptable 
comparison to each other over the range of parameters studied.

5.2. CFD Modeling of the HiPco Process
In part 2 of the work [19], Gokgen et al. incorporated their reduced three-part chem
ical model for SWCNT formation into a Navier-Stokes flow field solver for axisymmet- 
ric nonequilibrium flows. The fundamental equations they used were expressed in vector 
form as:
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The first 15 equations in the set represent the mass conservation equations for overall mass 
and the 14 species. The latter equations are the conservation of momentum in two directions 
and the conservation of energy equation. The //-vector reflects changes in the fundamental 
equations that are required by the axisymmetric geometry, and the W -vector term in the 
overall equation represents the source vector for chemistry effects. The equations were dis
cretized into a finite-volume approach using a Steger-Warming fiux-vector splitting [63]. The 
coupled gas dynamics and flowfield dynamics solution method used an implicit Gauss-Seidel 
relaxation method [163]. The domain of the HiPco reactor was split into two blocks, one 
modeling the inlet conical “showerhead” region, and the second for the cylindrical down
stream portion of the flow. Laminar flow was assumed throughout the study.

Results from the CFD simulation showed that there was an optimum pressure and tem
perature for the growth and development of SWCNT that agreed with their previous part I 
of their paper as stated in the previous section. In addition, the variations of temperature 
and pressure showed good agreement with experimental results. An interesting conclusion 
of their study, (not elaborated upon in the paper) is the belief that improved mixing in the 
flow field domain of the HiPco reactor would not lead to greater iron cluster (and therefore 
SWCNT) production. Gokgen et al., however, allowed that work was needed to improve the 
chemical modeling before they could conclusively respond about mixing improvement.

5.3. Other HiPco Modeling Efforts
Povitsky and Salas [157] also attempted a CFD analysis of the HiPco flow field regime 
with the goal of improving the mixing of the iron precursors. Their technique was to use a 
combination of an Eulerian-based flow field solution code named FLUENT [164] for the 
Navier-Stokes solution of the flow field without chemical reactions, and a Lagrangian solu
tion method to track the particles of the flow and the resulting parameters of the flow field 
through which they pass. The FLUENT code used a k- s  turbulence model in the solu
tion procedure as implemented by Povitsky et al. In addition, FLUENT also provided the 
Lagrangian methodology for the particle trace simulations.
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The primary purpose of the Povitsky work was to examine multiple geometric configura
tions of the HiPco reactor including the angle of the impinging CO jets and the number 
of jets used to determine the optimum configuration of the “showerhead” reactor chamber. 
An interesting result of their work showed that rapid mixing of the flow geometrically does 
not imply rapid temporal mixing of the flow. The best geometry for good heating of the iron 
precursor flow through the center of the reactor chamber was found to be a single central 
jet containing the precursor gas with three inlet jets for the heated CO with an angle of 
30 degrees between the centerline and the impinging hot CO jets.

5.3.1. Production of SWCNTs/C 02
The solution to the chemical kinetics of nanotube production for the HiPco process was 
developed using two methods. In the first method, Dateo et al. [27] and Gokgen et al. [19] 
implemented their kinetics model first by applying it parametrically to constant temperature 
and pressure conditions. They then reduced the model and followed a similar procedure to 
show that their reduced model produced about the same amount of CO: as their full model. 
They then included these models in an axisymmetric full Navier-Stokes CFD solver and 
concluded that their reduced model adequately represented the results of the full model (see 
details in Section 2.3.). The second approach was a decoupled method in which Povitsky [165] 
solved Euler equations with a turbulence model to find streak lines. Scott et al. [31] then used 
the solutions along streak lines and solved the kinetics equations with the chemical kinetics 
code of CHEMKIN to find the evolution of C 0 2 and other species in the HiPco reactor. 
They used the chemical reaction models developed by Dateo et al. as well as investigated 
variations of those models. The time history of the temperature and dilution due to mixing 
were found along the streak lines calculated by Povitsky [165] and Povitsky and Salas [166]. 
Sample stream paths are shown in Fig. 47. The variations were developed to investigate the 
effect of various assumptions about the nucleation rate and the number of clusters in the 
model on carbon creation and cluster size distributions. Figure 48 shows the evolution of 
carbon nanotubes attached to clusters of iron as a function of iron cluster size. One can 
see that at long times, the largest cluster starts to increase relative to the other clusters. 
This indicates that larger clusters should be included in the model. However, the amount

Z, in

F ig u re  47. a -  a n d  y -co o rd i n a te s  a long  four typical streak  lines v ersu s  th e  axial c o o rd in a te  2, in m ixing zo n e  of 
H iP co  re a c to r , c a lc u la te d  bv th e  F L U E N T  code.
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of carbon nanotubes is dominated by the small cluster population. Therefore, from the 
standpoint of predicting carbon production, the model is quite adequate and does not need 
augmenting with larger metal clusters. However, the models tend to over predict the amount 
of carbon produced as compared with experiments, as seen in Fig. 49.

5.3.2. Assessment of Nickel as Catalyst for HiPco
Due to the fact that iron tends to evaporate at fairly low temperatures compared with nickel, 
it was anticipated that nickel might be a better catalyst for the HiPco reactor. However, 
when nickel tetracarbonyl was injected as the catalyst into the reactor, no carbon nanotubes 
were produced. The reason was not clear, as nickel is very effective in the arc and laser 
ablation processes. Modeling the nucleation and evaporation of metals allowed Scott and 
Smalley [42] to conclude that the higher binding energy and stability of nickel as compared 
with iron was the principle factor that contributed to no growth of nanotubes when nickel- 
only was included as catalyst. A comparison of calculations of the production of SWCNTs
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took into account iron-species rate coefficients and rate coefficients adjusted for the binding 
energies of nickel. It was found that almost no nanotubes were produced when the values 
corresponding to the nickel bond energies were used in the rate coefficients for evaporation 
and for the NiCO bond. It was found that the metal-CO bond energy has a major influence 
on the production of C 0 2. The higher NiCO bond energy almost eliminates production of 
C 0 2, whereas the smaller bond energy of FeCO leads to significant production. Also, the 
rate of dimer dissociation and small cluster evaporation affects the production of C 0 2 by 
limiting the rate of cluster growth, and thus the number of clusters available to catalyze 
SWCNT growth. This suggests that CO reacts with metal clusters and removes atoms from 
them by forming MeCO, which has the effect of enhancing the evaporation rate and reduc
ing SWCNT production. It appears that the stronger bond between nickel and CO tends 
to extract nickel from clusters. It is like an enhanced evaporation that prevents nickel clus
ter growth in high-pressure CO. Therefore, very few clusters are formed that can catalyze 
SWCNT formation and growth.

5.3.3. Production of Catalyst Particles Prior 
to Injection Into HiPco Reactor

An investigation of a potential procedure for injecting pre-made catalyst particles was studied 
using models of the FliPco process. It was envisioned that a laser could dissociate Fe(CO)s 
in the injector of the HiPco apparatus. Laser dissociation instead of thermal dissociation 
would free iron atoms for nucleation and growth prior to mixing with hot CO. One might 
be able to control the size of the iron clusters and thus affect the production of SWCNTs 
in a favorable way. Instead of fabricating the device, it would be reasonable just to be able 
to compute the results and assure that the experiment is worth building. A calculation was 
made assuming that all iron carbonyl is completely dissociated prior to injection into the 
main reactor. This is a truncated model (clusters up to n  =  40). The inlet flow is then allowed 
to relax to form iron clusters and iron clusters with CO attached. From Fig. 50, one can 
see that it takes about 0.1 to 1 ms for a fairly uniform distribution of iron clusters to form 
at this condition. The model only allows CO to bind to Fen clusters for n  >  10, therefore, 
the small clusters have no CO attached, whereas the larger ones all have attached CO. The 
possibility of the clusters catalyzing SWCNT formation depends on the residence time in the 
cool (400 K) zone. The design of the inlet can be tailored to meet a wide range of residence 
times by adjusting the inlet tube diameter and length. It is apparent that a CW laser might
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result in overheating, therefore, a pulsed laser might be better. It could be timed such that 
a slug of gas that is dissociated then flows into the main reactor in the time between pulses. 
Another adjustable parameter could be the partial pressure of Fe(CO)5, controlled by con
trolling the temperature of its container. If small clusters are needed, then short residence 
times are indicated; but if larger clusters are needed, then longer residence times would be 
preferred.

6 .  C O N C L U S I O N S

Modeling of fullerene and carbon nanotube formation involves understanding how the spe
cies react chemically and evolve in time. Time evolution of conditions modeled used various 
degrees of fidelity in solving the fluid dynamics equations of motion. Calculations were done 
for one degree or another using computational fluid dynamics. The kinetics involves knowing 
how nanotubes are formed from simpler species; that is, a concept of how they grow. This 
is not an easy question to answer, particularly in the case of single-wall carbon nanotubes. 
In this chapter, we have assumed the fullerene chemical kinetics model of Krestinin et al. that 
was. to some extent, validated by comparisons with measured production. We have applied 
modeling to the arc process and the laser ablation process; and we have used their carbon 
model as the basis for carbon cluster growth in models of SWCNT production. Growth of 
SWCNTs requires the introduction of metal catalysts; and we included the nucleation and 
growth of nickel clusters to represent catalysts in the arc and laser ablation processes.

Unfortunately, the kinetics of nickel cluster growth is not well documented in the liter
ature; therefore, we have taken extensive liberties to approximate the kinetics of nickel. 
We have posed the mechanisms of cluster formation and growth using the aerosol theory 
developed by Girshick, which essentially treats cluster growth as a kinetically controlled pro
cess. Evaporation of these clusters was treated in their theory as determined from knowledge 
of the bulk vapor pressure and surface tension. Several variations of the kinetics model of the 
HiPco process for SWCNT production were reviewed. The essential results at the current 
stage of development indicate that these models can predict measured trends in production, 
but the absolute quantity of carbon (nanotubes) is overpredicted.

We have reviewed various degrees of approximation in the kinetics models and have shown 
attempts to reduce the size of HiPco and the carbon vapor models. Reasonable comparisons 
between the full and reduced models were shown.

It should be emphasized that the kinetics models are approximate and preliminary. They 
await validation and refinement based on comparisons with measurements. As pointed out, 
the nickel evaporation model can be refined by using measured cross-sections and accounting 
for internal energy. It is possible that the intermediate clusters should be combinations 
of carbon and a few nickel atoms, rather than forming carbon, then nickel, followed by 
combining the two types of clusters. The current models show hew we were guided by 
the observation that metal clusters are seen in the product. However, there are molecular 
dynamics models [167] that carbon and nickel co-condense. That model indicates further 
coalescence of nickel and carbon into larger clusters that may be followed by segregation 
of carbon from the metal catalysts. There are also some electron diffraction measurements 
that show crystalline metal carbides in the clusters seen in the product.

We have shown computational fluid dynamics models of the arc, laser ablation, and HiPco 
processes. The highest dimension of any of the calculations, thus far, is two-dimensional. 
It is apparent from experiment that the flow fields are three-dimensional. Thus, future work 
should be extended to three dimensions for problems when the chemistry is decoupled from 
the flow field. However, it appears that even ID calculations can yield important insight and 
understanding of the flow and its chemical kinetics.
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1. INTRODUCTION
1.1. Scope
Materials with amorphous nanoporous surfaces are widely used in industry as adsorbents, 
particularly for applications where selective adsorption of one fluid component from a mix
ture is important. Some materials, such as PX21 [l], an ultrahigh surface area carbon acti
vated by treatment with potassium hydroxide, are quoted to have a (BET) surface area 
higher than 3000 m2/g! A back of the envelope calculation reveals that, if taken at face 
value, the pore-walls of this material generally consist of only one graphitic layer. Analysis 
of adsorption isotherms for PX21 by the methods described later in this chapter reveals 
that most of the nanoporosity in this material is on the scale of 3 nm or less. At this scale, 
adsorption is dramatically influenced by nanoscale (surface) geometry, molecular size, and 
the influence of both on cohesive energies. Naturally, to model adsorption in PX21, and in 
many other similar materials, a successful approach will require an atomic-scale model of 
the surface and a molecular theory of adsorption equilibrium.

Traditionally, adsorption onto surfaces is described by “ isotherm” equations [1-9] that 
attempt to encode all of the relevant physics with a few fitted parameters, largely ignor
ing the complex interaction of surface geometry and fluid physics. These approaches have 
provided limited insight and, as a consequence, limited confidence. The advent of modern 
methods based on statistical mechanics and fast computers has radically changed this state 
of affairs. To a significant degree, the physics of adsorption is now well understood, and 
today methods for modeling adsorption in nanoporous amorphous materials are generally 
limited only by the complexity of the surface model, the patience of the modeler, and the 
quality of experimental reference data.

This chapter reviews progress that has been made in the past two decades concerning 
the modeling of equilibrium gas adsorption in amorphous nanoporous materials. Much of 
the discussion will focus on modern statistical mechanical methods, such as classical density 
functional theory (DFT) [ 10, 11] and Monte-Carlo simulation [12-14], as well as the surface 
models employed (i.e., the surface characterization). We will be concerned only with amor
phous materials that predominantly contain nanopores. Pore sizes have been classified [1] in 
terms of micropores (<2 nm), mesopores (2-50 nm), and macropores (>50 nm). But in our 
case, we are interested in pores that are less than ~10 times the size of an adsorbed particle 
because fluid behavior in these pores is changed most dramatically compared to bulk gas 
behavior. This means that for some simple but industrially important molecular fluids such 
as nitrogen, carbon dioxide, hydrogen, short alkanes, and water, we are interested in pores 
with widths less than about 5 nm, (i.e., micropores and the smallest mesopores).

As with any modeling exercise, the aim is to make predictions that can be validated 
experimentally. When designing new materials, the accuracy of gas adsorption prediction 
is required to be quantitative, not merely qualitative. So we concentrate here on methods 
that have been applied to make quantitative predictions for real materials. We will see that 
even the most modern methods are not completely satisfactory. For example, adsorption 
isotherms for some simple gases in activated carbons can be predicted with accuracy close 
to that of experiments at super- or near-critical temperatures. But the same confidence does 
not yet extend to significantly subcritical gases. Nevertheless, for some systems the bottleneck 
for materials design optimization is now shifted significantly tow'ard their manufacture (i.e., 
our ability to produce large amounts of material that have nanoscopic properties within a 
specified tolerance). So the benefits of successful models are clear—they enable accurate 
prediction of selective adsorption thereby greatly enhancing our ability to design new and 
better adsorbents.

Finally, we will not consider systems that exhibit significant chemisorption. Physisorp- 
tion [1] describes a relatively weak bond between adsorbent and adsorbate such that the 
adsorbate can be recovered without harming the adsorbing material, for example by a reduc
tion in pressure and moderate increase in temperature. Typically, this means adsorbate- 
surface interactions are due to van der Waals interactions, that is. to induced dipole-induced 
dipole (also called dispersion, or London) interactions or relatively weak polar interactions
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(permanent dipole-permanent dipole, for example). In contrast, chemisorption describes 
adsorbate-adsorbent bonds that are roughly as strong as bonds that form the material.

Most of our experience and most of the relevant published research concerns activated 
carbons, but we will attempt to broaden the discussion to other materials that fit the above 
classification. So we will also mention modeling of adsorption in nanoporous silica xero- 
gels [I]. Amorphous materials such as controlled pore glasses [15] are mostly mesoporous 
and, although industrially important with novel phase behavior, are outside the scope of this 
review. Zeolites [1] are industrially important nanoporous adsorbents but are crystalline and 
also outside the scope of this review. Many polymers do fit within our classification in that 
they can be nanoporous, amorphous, and industrially important adsorbents. But we will not 
consider them because polymer science is a vast field in its own right [16].

1.2. Materials
Amorphous nanoporous carbons include materials such as active carbons, carbon fibers, car
bon molecular sieves, and carbon xerogels. Many books and review articles [1, 4, 6-9, 17—19] 
have been written about their manufacture, composition, characterization, and utilization. 
Briefly, they are generally formed by carbonization of a precursor such as peat, coconut 
shell, or polymer. Carbonization consists of heat treatment in an inert atmosphere that 
drives off much of the noncarbon elements leaving a disordered array of graphitic sheets 
(a graphitic sheet is composed of a single layer of carbon atoms). In carbon xerogels, these 
sheets coagulate into densely packed nanoscopic beads. In graphitizable carbons, these sheets 
are thought to be hexagonally bonded internally and to form many layered stacks, whereas 
in nongraphitizable carbons (see Fig. 1 for example) the sheets are thought to occur singly 
or in stacks of only a few sheets. The precise nature of the bonding internal to the sheets 
in nongraphitizing carbons is still a matter of debate [18-21]. Earlier models that proposed 
hexagonally bonded flat sheets seem to be giving way to models of curved sheets formed 
from fullerene-like fragments or from graphene sheets with five- and seven-membercd ring 
defects. The “active” prefix implies chemical and/or physical treatment that encourages the 
formation of nanoporosity and can be applied before or after carbonization. Despite this 
intense treatment, appreciable noncarbon elements can remain particularly around the edges 
of graphene sheets, generally in the range of 1-10% by weight. These noncarbon elements, 
such as hydrogen, oxygen, and sulfur, are often present in the form of functional groups 
(e.g., OH) that might influence pore geometry and the affinity for polar adsorbates.

The manufacture of active carbons is a global industry, with around half a million tons [7] 
manufactured each year primarily to store, sieve, purify, separate and decolor a wide range 
of liquid and gas mixtures. They arc also used in catalytic processes. They comprise the most

F ig u re  1. H ig h -rcsn lu tio n  e le c tro n  m icro g rap h  o f  ca rb o n  p re p a re d  from  S aran  po ly m er (scale  b a r  is 50 A ). 
R e p rin te d  in p a rt w ith perm iss io n  from  P. J. F. H c rris  an d  S. C. Tang, Philos. Mag. A  76. 667 (1997). O  1997. Taylor 
&  F rancis.
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F ig u re  2. H igh -m agn ifica tion  SEM  m icro g rap h  fo r acid -ca ta lyzed  T M O S  xerogel. R e p rin ted  in p a rt w ith perm iss ion  
from  T. R. B ryans, V. L. B raw ner, an d  E. L. O u ite v is ../. S o l-C el Sci. TcchnoL 17, 211 (2000). 0  2000, K luw er.

industrially important class of amorphous adsorbent because of their very high surface area 
and low cost. There is great interest in tuning their properties for particular applications.

Amorphous silica oxide xerogels [1, 9] (see Fig. 2 for example) are prepared by gelation 
from solution. Dehydration of the hydrogel can lead to a relatively compact xerogel formed 
from tightly packed nanoscopic beads, each about 2 nm or more in diameter. The solution 
chemistry and preparation conditions can be varied to arrive at a wide range of gel struc
tures; for example, under certain conditions the beads can coagulate into secondary colloidal 
structures [1]. Naturally, adsorption isotherms are also varied depending on the degree of 
microporosity versus mesoporosity, the surface chemistry of each bead, and their interaction 
with an adsorbing gas.

Silica gels are inexpensive and have found widespread use [9] as adsorbents, dessicants, 
and catalyst supports because of their affinity for polar molecules. Although their adsorptive 
behavior has attracted interest [22-25] from a qualitative viewpoint, to our knowledge there 
has been no work on quantitative predictions using modern methods that make comparison 
with experiment. Perhaps this is for the future. Because of this, we will have relatively little 
to say about them except to remark on their interesting adsorptive behavior.

1.3. Objectives
One of the most useful properties of amorphous nanoporous materials is their high adsorp
tive capacity. Not surprisingly, the main objective of efforts to model these materials is 
usually to predict adsorption. In particular, the aim is to make predictions for a range of 
adsorbates over a range of conditions with as much accuracy and as little input data as pos
sible. Clearly, there will be a compromise between the amount of input data and the range 
and accuracy of output data. Often, the desired aim is to make predictions for a range of 
adsorbates over a range of temperatures and pressures given a single adsorption isotherm 
of a single “probe" adsorbate. So, for example, it might be desired to predict the adsorption 
of methane at ambient temperatures on an activated carbon given only the adsorption of 
nitrogen at 77 K up to its saturation pressure (l bar).
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Given that most applications involving these materials involve selective adsorption, the 
ultimate aim is often much more demanding and important [4. 9] than stated above. Very 
often the aim is to predict the adsorption of a specified fluid mixture of any bulk phase mole 
fraction given a single probe adsorption isotherm. Clearly, the addition of n  — 1 dimensions 
to the pure adsorption problem, where n  is the number of components in the mixture, can 
make predictions much more difficult and time consuming.

This last point introduces another factor, namely the compromise between accuracy and 
speed. Sometimes the particular industrial application might require predictions to be made 
quickly so that the experience of making predictions is “interactive.” We will see later that 
if this is the case, then calculation of mixture adsorption isotherms using molecular sim
ulation directly is out of the question, particularly if there are several components in the 
mixture. Clearly, any model should be simplified as far as possible provided its predictions 
are consistent with experimental error.

Other properties such as transport coefficients and adsorption energies can be important 
for materials and industrial processes. But in this chapter we will concentrate on equilibrium 
adsorption.

1.4. Issues
Surface characterization is an important part of the modeling process. Little insight into the 
behavior of adsorbates can be gained without it. Clearly, it is not possible to generate a model 
that describes every atom in a macroscopic sample of a m o r p h o u s  nanoporous adsorbent. 
The aim then is to create a model that captures the most significant features of the surface 
so that sufficiently accurate predictions can be made.

The surface model must be calibrated by adjusting any free parameters to fit experi
mental data. The most common fl, 2, 26-28] experimental method for characterization of 
amorphous adsorbents involves measurement of adsorption isotherms of one or more probe 
adsorbates. Of course, the probe should be sensitive to the significant features of the surface 
so that the pore model can be accurately calibrated. In the case of active carbons, the most 
significant feature is the pore width if simple gases like methane are to be studied. So the 
ideal probe will be strongly attracted to the surface to reduce experimental error, it will 
remain fluid at all locations in the adsorbent to avoid pore-blocking, and it will be subcritical 
so that capillary condensation can be used to discriminate pore width. Generally, the probe 
will become more sensitive to pore width as its temperature is lowered toward its triple
point. But venturing too close to the triple-point runs the risk of pore-blocking. Traditionally 
[I, 4, 7], nitrogen at 77 K is used as a probe following the conventional Brunauer-Emmett- 
Teller (BET) method.

Many modern studies employ a “pore-size distribution" (PSD) to characterize the pore 
network in a material. However, statements about the pore network geometry should usually 
be considered with caution for several reasons. Most importantly, it is not a well-defined 
property because the geometry of a curved surface is dependent on the adsorbate. Second, 
it is not yet possible to measure directly the pore network geometry of a real amorphous 
nanoporous material with respect to any adsorbate. Instead, we can only make rather crude 
inferences on the basis of indirect measurements, such as adsorption isotherms and adsorp
tion energies, and crude pore models. And these measurements are often easily confused 
by competing influences such as pore width and the strength of adsorbate-surface interac
tions [29-31]. Yet despite these pitfalls, a great many studies [27, 32-43] have tended to 
concentrate on prediction of pore-size distributions rather than prediction of adsorption.

For polar molecules, the polarity of the surface plays an important role in their adsorption. 
The complex interaction between pore width and surface charge distribution might require 
several probes to be used to distinguish competing effects. For example, nonpolar argon 
might be used to generate a PSD, while water adsorption could be used to assess surface 
polarity for the given PSD. Recent studies involving titration [44, 45] are thought to provide 
greater detail with respect to particular surface functional groups (e.g., nitrogen, phospho
rus or oxygen functional groups). Other measurements [21] that provide characteristics of 
the surface include x-ray diffraction and high-resolution transmission electron microscopy
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(HRTEM) from which average pair-distribution functions can be obtained, and spectroscopy, 
which also measures the type and number of functional groups present (much more detail 
about experimental methods can be found in [21]).

Often the material’s surface is considered to be inert in the sense that it does not react in 
any way to the presence of the adsorbate. Clearly, this is inappropriate for modeling materi
als that are known to swell appreciably such as unexpanded clays [1] or some polymers [16]. 
But for materials like nongraphitizing active carbon where the c h e m i c a l  bonding between 
graphitic sheets is thought to be relatively [18] strong, this is thought to be a reasonable 
approximation [46].

It is important to be clear about exactly what an experiment measures. In the case of 
the most common surface characterization measurement, the adsorption isotherm, it is the 
number of moles of adsorbate in an accessible volume in excess of the number of moles of 
adsorbate that would fill this volume if it had a uniform density equal to the bulk adsorbate 
density p ’l, that is,

N'* =  N ' * - p ) V f  (1)

where N cx is the excess number of moles of adsorbate, and N y *  is the experimentally mea
sured total number of moles of adsorbate in a volume V f that includes all the accessible pore 
space and none of the inaccessible pore space. N y !  is measured directly in an experiment, 
either gravimetrically or volumetrically, but V ,• is not well defined because it is impossible 
in an experiment to distinguish gas adsorbed in accessible pore space, V f ,  from gas in the 
experimental bulk volume, V j - .  So we can write

V f  =  V J  +  v ;  ( 2 )

As explained carefully by Neimark and Ravikovitch [47], it is standard practice to define 
V f  by measuring the total adsorption of helium at a particular pressure and temperature. If 
it is assumed that the excess adsorption of helium is zero, then we have V f  =  N { ? * J p bHe and 
using (1) again

p 1}
N ' x =  N Z ' - J t - N % i (3)

P f i e

All the quantities on the right-hand side of (3) can be measured directly in an experiment. 
A problem with this definition is that it is well-known that helium can experience significant 
adsorption, especially in the narrowest pores and at low temperature. So this definition of 
V f  and N cx should be viewed as a calibration. This should be contrasted with the usual 
definition of excess adsorption in theoretical models

=  (4)

where V l/u, is the pore volume accessible to fluid in the theoretical model, and p hj- lhe is used 
to distinguish the modeled bulk density from the experimental bulk density at a particular 
pressure. So theoretical model predictions are exact when

K}lol — M '° l — nh_—— — nh V  ( * \
' V f  / V r , / „  -  P f  n  b P  / • the the  W

P  H e

For a perfect model, N “ji =  N y *  and p 1}  =  p h( lfn, in which case we must set V lhc =  N * ° }  /  p hHe 

to ensure that perfect agreement with experiment is obtained. For a perfect model, N !° ,!  can
*’He

be obtained from the model itself. Neimark and Ravikovitch [47] argue that this definition 
should be used for any model. They show that the adsorption of helium in the low-pressure 
(Henry's law) limit depends strongly on temperature, so the temperature at which N \ ? }  is

- . V H e

obtained experimentally can have a dramatic impact on calculated values of N ex tor super
critical or near-supercritical adsorbates. Essentially the same conclusions are reached by
Myers and Monson [48]. They also suggest that helium calibration should be standardized.
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Ozdemir et al. [49] argue that the above arguments are correct only for a rigid adsorbent. 
For an adsorbent that swells, V lhl, should be reduced by a volume equal to the amount of 
swelling. Murata et al. [50] describe a different approach to calculating total adsorption. 
Unfortunately, their argument is circular and their results are entirely dependent on fitting 
an isotherm equation to an experimental isotherm.

Another popular measurement concerns the “heat of adsorption,” although precisely 
which heat quantity is measured will depend on experimental setup and procedure. Several 
books [1, 3, 6, 14] relate this heat to the “isosteric heat,” which is calculated from at least 
two adsorption isotherms of the same system at different temperatures. We will describe 
the relation between these quantities later after first presenting some thermodynamics. We 
mention them here because they provide another example of the difficulty in comparing 
experimental measurements and model predictions.

Fluids in pores exhibit richer phase behavior compared to the bulk phase. This topic alone 
has motivated numerous books [14, 51-53], articles [54], journal sections, and careers and is 
still a growing field of study. The counterparts of equilibrium bulk phase transitions like the 
gas-liquid transition are generally shifted to other bulk pressures and temperatures when 
fluid is confined to a pore. The magnitude of this shift depends on the pore size, geometry, 
and the nature of the fluid-surface interaction. A modified [55] form of Kelvin’s equation 
[56] predicts this shift for the liquid—gas transition for a cylindrical pore

provided R , the pore radius, is very large compared to the adsorbate particle size. Here, 0  

is the “contact angle” [51] required to stabilize a droplet of liquid on an isolated surface, 
y , g is the gas-liquid surface tension at bulk coexistence, p ,  and p K are the bulk liquid and 
gas densities at coexistence, and P sa, / P  is the ratio of the bulk saturation pressure to the 
confined saturation pressure.

For fluids confined in pores with relatively strong fluid-surface interactions, like subcritical 
nitrogen in the graphitic pores of active carbons, the pressure at which capillary condensation 
occurs steadily reduces with pore size. For pore sizes that we are concerned with, the Kelvin 
equation is no longer accurate [38, 57] and alternative theories are needed. An accurate 
theory should be able to reproduce the correct condensation pressure for a pore of any size 
and be able to predict the modulation of this transition caused by packing effects in the 
smallest pores. In addition, surface phase transitions that have no bulk counterpart such as 
prewetting are possible for sufficiently smooth surfaces. These transitions are sensitive to the 
nature of both fluid-fluid and fluid-surface interactions and they can be influenced by the 
shifted bulk transitions [58]. So, for example, it is possible for prewetting to be preempted 
by capillary condensation as pressure increases toward saturation in sufficiently small pores. 
For the systems considered in this review, capillary condensation is the most useful transition 
because it is very sensitive to pore size.

Phase behavior in amorphous nanoscopic materials is complicated further by pore con
nectivity and proximity [22, 23, 59-61]. For example, the equilibrium capillary condensation 
pressure of a pore can be reduced if neighboring pores are smaller. This proximity effect 
can be important for systems in which fluid-fluid interactions are relatively strong compared 
to fluid-surface interactions (xenon adsorbed in a high porosity xerogel [23], for example). 
But for most of the systems considered here, fluid-surface interactions are relatively strong, 
so this proximity effect is likely to be less significant and many studies choose to ignore it.

1.5. Difficulties
Poor equilibration is a factor that complicates both experimental and theoretical studies of 
adsorption. It covers several phenomena, including metastability, pore-blocking, and poor 
diffusion. It is further complicated by the connectivity of the network of pores. Each of 
these mechanisms can lead to hysteresis where the adsorption and desorption curves are 
not identical. For example. Fig. 3 shows adsorption and desorption curves for argon on 
SBA-16 [62] (an ordered mesoporous silica consisting of 9.5-nm spherical cavities connected

(6 )



3 3 6 M odeling  G as  A dso rp t io n  in A m o rp h o u s  N an o p o ro u s  M ater ia ls

logP(Torr)

F ig u re  3. T e m p e ra tu re  d e p e n d e n c e  o f  hysteresis o f  argon  on SB A - 1 ft. R e p rin te d  w ith p e rm iss io n  from  [62], 
M o rish ige  a n d  T ate ish i,./. C hem . Phys. 111), 2301 (2003). €) 2003, A m e ric a n  In s titu te  o f  Physics.

through 2.3-nm openings) for a range of temperatures. In this case, the hysteresis loop 
vanishes at a temperature well below the bulk critical temperature. The relative importance 
of metastability versus pore-blocking has been debated for decades. Early pore network 
analysis methods [63J often relied on pore-blocking as the prime hysteresis mechanism. But 
recent work by Kierlik and colleagues [23, 59, 60] and Monson and colleagues [22, 61] 
demonstrates that metastability is sufficient to account for various types of hysteresis seen 
in experiment.

Metastability indicates that a system is at a state of local rather than global stability. In 
terms of gas adsorption in inert solids, metastable states are located at the local minima of 
the grand-potential surface. They have a lifetime that depends on the height of the free- 
energy barrier between neighboring state. Or, in other words, their stability depends on 
the probability of a random (thermal) fluctuation with sufficient magnitude to escape the 
basin of attraction of the metastable state. Essentially, the higher the free-energy barrier, the 
longer the expected lifetime of the metastable state. In experiments, this can be observed as 
hysteresis if the lifetime of a metastable state exceeds the patience of the experimenter. For 
fluids adsorbed in idealized model pores, hysteresis can be induced both by surface phase 
transitions, such as prcwetting, and by the shifted counterparts of bulk transitions, notably 
capillary condensation. For adsorption in amorphous materials, the picture is much more 
complicated [22, 23, 59-61]. If a single pore can be either gas-like or liquid-like at a particular 
pressure due to metastability with an experimentally long lifetime, then an estimate for the 
number of potential metastable states corresponds to the number of possible permutations 
for all pores in the sample that have this property, an astronomical number for a macroscopic 
sample. This can only be an estimate because this way of counting states ignores the effect of 
fluid in one pore on fluid in neighboring pores. This proximity effect will shift the equilibrium 
and metastable transitions to other pressures depending on whether neighboring pores are 
filled with gas or liquid. Consequently, condensation can proceed via avalanches or cascades 
as condensation in one pore triggers condensation in neighboring pores.

This picture emerged from the work of Kieriik and coworkers [23, 59. 60] and Monson and 
co-workers [22, 61] who studied this phenomenon with lattice DFT and Monte Carlo mod
els of high-porosity mesoporous glasses and xerogels. They find that they can qualitatively 
reproduce experimental isotherms and hysteretic behavior for these materials if their models 
allow for metastability and the proximity effect (but not pore-blocking). Their approach also 
allows them to predict how phase behavior depends upon temperature, porosity, and the 
relative strength of gas-gas to gas-surface interactions. Metastability in regular mesoporous 
materials has been studied by Neimark and coworkers using both DFT [64-66] and a “gauge
cell’" Monte Carlo method [67]. They find that the hysteresis loops in these materials can be
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reproduced quite well with simple geometric surface models appropriate to the particular 
material, and that for these materials pore-blocking is probably not responsible for hysteresis.

Pore-blocking [1, 68] is thought to occur when condensate in a filled pore cannot escape to 
the reservoir, even though the pressure is below its equilibrium cavitation pressure, because 
the route to the reservoir is blocked by a smaller connecting pore that is also filled with 
condensate. If this blocked state is not metastable, then it must be caused by poor diffusion 
of condensate in the larger pore through the blocking smaller pore. If this is the case, then 
one can also imagine that pore-blocking occurs during adsorption as well as desorption. 
In experiments, poor diffusion can test the patience of experimenters, and for very poorly 
diffusing systems the experimenter can be deceived, thinking that all the pores have achieved 
equilibrium (if only metastable) when in fact a significant portion have not. For many years, 
this was widely thought to be the dominant factor in producing hysteresis [68]. Models based 
on this mechanism were developed to analyze pore network connectivity [63]. However, 
recent analysis [69] based on molecular dynamics (MD) simulations questions the existence 
of pore-blocking for simple fluids in “ ink-bottle” geometries. Sarkisov and Monson [69] 
found that for a Lennard-Jones (LJ) fluid and one particular pore configuration, the larger 
pore could empty before the smaller connecting pore emptied, that is, that diffusion through 
the smaller pore was not hampered (Fig. 4). Vishnyakov and colleagues [70] found similar 
results using Monte Carlo (MC) simulation. Nonetheless, they [70] continue to use the 
“pore-blocking” terminology for pore configurations where the smaller pore is not too small 
compared to the larger pore and both pores empty simultaneously on desorption. But their 
terminology could be misleading as their MC study does not account for dynamics (i.e., 
diffusion) but instead considers only metastability. Nevertheless, pore-blocking due to poor 
diffusion is still considered an important hysteresis mechanism for simple fluids by some 
workers [71]. It seems that more work focusing on molecular dynamics is needed to establish 
the existence and significance of pore-blocking for a range of fluids, surfaces and networks.

Fortunately, hysteresis caused by metastability is less important or absent for nanoporous 
materials and simple gas mixtures (i.e., for most of the systems considered in this review). 
Using a mean-field density functional theory Ravikovitch and colleagues [72] find that 
metastability related hysteresis of nitrogen at 77 K in spherical silica pores is essentially 
a mesoscopic phenomenon that generally occurs in pores larger than about 6 nm. Similar 
conclusions are likely for other pore geometries and subcritical gases, although the precise 
onset of hysteresis with pore width will be sensitive to the particular system.

For more complex systems, poor diffusion is significant. For example, studies [73] involving 
water adsorption in model active carbons that have polar surface sites have shown that 
water can adsorb at the entraces to pores, thereby potentially blocking the access of other 
adsorbed gases (although this study did not investigate dynamics). And Nakashima et al. [74] 
report activated diffusion in a particular activated carbon using carbon dioxide as a probe 
at 273 K. In the case of materials that swell, for example, many clays and polymers, the 
swelling process might be completed only very slowly.

A dsorption D esorption

F ig u re  4. C o m p u te r  g rap h ic s  v isua liza tion  o f  th e  filling (w ith  increasin g  p re ssu re )  a n d  em p ty in g  (w ith  d e c re a s in g  
p re s s u re )  o f  a L e n n a rd -J o n e s  fluid in an “ in k -b o ttle ” p o re  w hose  w alls a re  fo rm e d  from  hexag o n a lly  a rra n g e d  
L e n n a rd -J o n e s  p a rtic le s . N o te  th e re  a rc  perio d ic  b o u n d a r ie s  in the  d irec tio n  o f  the  p o re  ( le f t- r ig h t)  an d  n o rm a l to  
th e  p la n e  o f  ( in to )  the d iag ram . T h e  r ig h t-h an d  vo lum e in each  case is a g ra n d -c an o n ica l “c o n tro l’* v o lu m e  w hile 
d iffu s io n  in to  an d  ou t o f  th e  left h an d  volum e o ccu rs  via m o lecu la r  dynam ics. R e p rin te d  w ith p e rm iss io n  fro m  [69], 
S a rk iso v  and  M o n so n , Lcm gnutir  17, 7600 (2001). <D 2001, A m erican  C hem ica l S ociety .



3 3 8 M odeling  G as  A dsorp t ion  in A m o rp h o u s  N a n o p o ro u s  M ateria ls

Moreover, if fluid becomes very dense within a pore, it can freeze [75] at a temperature 
that is shifted with respect to the bulk freezing temperature. Pore (and surface) freezing is 
exacerbated by relatively strong fluid-surface interactions [76-78] and by pore-junctions [79] 
and pits [80] (i.e., the kind of heterogeneous surfaces expected in amorphous materials). 
Freezing of simple fluids in ideal pores has been investigated in detail using grand-canonical 
Monte Carlo simulation by Radhakrishnan and coworkers [76, 77, 81-83]. They find that for 
relatively strong fluid-surface interactions, freezing on the surfaces of pore-walls occurs at 
higher temperatures than freezing in the remainder of the pore, which itself can occur at 
higher temperatures than in the bulk at the same pressure. Figure 5 shows the global phase 
diagram for freezing of a Lennard-Jones fluid in a model slit-pore at 1 atmosphere as calcu
lated by Radhakrishnan et al. For the systems with the strongest relative fluid-surface inter
actions, they find that freezing can occur in narrow pores at temperatures about 20% above 
the bulk freezing temperature at this pressure. Although there might be some problems 
associated with simulating freezing in the grand-canonical ensemble,1 their simulation results 
for freezing in ideal pores compare well with experiments on real porous materials [76].

Based on these results, if we consider the nitrogen-graphitic pore system at 77 K, which 
has a high relative fluid-surface interaction strength [76, 77], a, close to 2.5 if typical gas- 
surface interaction parameters are used [72], we sec that according to the phase diagram of 
Radhakrishnan et al., (Fig. 5) nitrogen might freeze in narrow pores at a temperature about 
20% above its bulk freezing temperature [84] (63.3 K) at 1 atmosphere (i.e., close to 76 K). 
We can expect that it will freeze in even narrower pores at lower pressures and slightly higher 
temperatures. This could have a major impact on traditional pore characterization experi
ments [1, 2, 6] that routinely use nitrogen at 77 K, including the BET analysis of surface 
area. It indicates that studies that have analyzed nanoporous carbonaceous materials with 
nitrogen at 77 K could be flawed because it is conceivable that frozen, hexatic [76], glassy, 
or poorly diffusing nitrogen has blocked access to the normally accessible porous network. 
Indeed, this possibly has occurred for at least one system frequently analyzed in the litera
ture [35, 38, 85-88], namely the adsorption of nitrogen at 76 K on AX21 (a carbon related 
to PX21). Figure 6a compares a typical isotherm for this system with the corresponding 
isotherm on another high surface area carbon [88] (PRC 16), while Figure 6b shows the cor
responding isotherms at 77 K for several low surface area carbons that are thought [89] not 
to contain significant microporosity. Because in all these materials adsorption is dominated 
by the strength of the gas-surface interaction, one should expect that significant adsorption 
in microporous carbons will occur for P  <£ 0.01 mbar, as is the case for PRC16 in Fig. 6a. 
That adsorption is insignificant for nitrogen in AX21 below this pressure indicates that it is 
not significantly nanoporous (or at the very least that the fraction of pores less than 1 nm or 
so in width is tiny [90]), like the low surface area carbons in Fig. 6b. But analysis of carbon 
dioxide adsorption on AX21 with a simple “polydisperse slit-pore” model [91] (described 
later) indicates the opposite (i.e., AX21 probably is significantly nanoporous). So it seems 
that the experimental result for nitrogen at 77 K in AX21 could be erroneous, possibly 
because of poor diffusion.

The work of Radhakrishnan et al. indicates that to avoid pore-blocking of this kind, probes 
should be employed at a temperature well above their bulk triple-point temperature, say at 
least 30% higher. Clearly, a compromise temperature is required so that the adsorbate is 
sufficiently mobile while remaining sufficiently sensitive to the surface and to pore width.

Other factors that can complicate the interpretation of gas adsorption in nanoporous 
amorphous materials include molecular sieving and swelling. No two adsorbates experience 
the same amorphous surface. Molecular sieving can result if one adsorbate can reach regions 
of the pore network that are inaccessible to another adsorbate because it is too large to fit 
through any of the connecting pores. This effect is clearly very dependent on the connectivity 
of the pore netwwk. As pores fill with fluid, the pressure exerted on the pore walls changes.

1 A cry sta lline  so lid  s im u la te d  a t fixed vo lum e w ith  p e rio d ic  b o u n d a r ie s  also h as  a fixed la ttice  site  d en sity  in 
a co n v en tio n a l s im u la tio n . So, the  system  c a n n o t a tta in  the  tru e  eq u ilib riu m  la ttice  site  d ensity  a t the specified 
chem ical p o te n tia l u n less, so m e h o w , the  c o rre c t density  is know n in advance . In o u r  view, th is  a rg u m en t holds 
reg a rd le ss  o f  system  size a n d  p a r tic le  c re a tio n /a n n ih ila tio n  statistics.
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a

Figure 5. G lo b a l freez in g  p hase  d iag ram  o f  a  fluid in a s lit-p o re  w ith physical w id th  th re e  tim es th a t o f  a  fluid 
p a r tic le . T h re e  d iffe re n t p h ases a rc  o b se rv ed ; liquid  (L ). hexatic  (H ), and  crysta llin e  (C ). S ym bols a re  s im u la tio n  
re su lts  w hile lines are  a g u ide  to the  eye. T h e  d ash ed  line re p re se n ts  an  e x tra p o la tio n  o f  th e  p h ase  b o u n d a r ie s  on  
the  b asis  o f  M C  sim u la tio n s  w ith o u t free -en e rg y  ca lcu la tio n s . T h e  p hase  tra n sitio n  te m p e ra tu re  is p lo tte d  re la tive  
to  th e  bu lk  freez in g  te m p e ra tu re  fo r a ran g e  o f  re la tive  g a s -su rfa c e  to  g a s -g a s  in te ra c tio n  s tre n g th s , a .  R e p rin te d  
w ith  p e rm iss io n  from  [76], R a d h a k rish n a n , e t al., J. C hem . Phys. 116, 1147 (2002). ©  2002, A m e ric a n  In s titu te  o f  
Physics,

If this pressure is different from the pressure in the bulk, then a net force will be exerted 
on the pore walls. For materials like activated carbons, the pore walls are fairly rigid and 
usually modeled to be inert. But for some clays and polymers, this solvation force results in 
considerable swelling.

Clearly, poorly diffusing and sieving systems present additional modeling challenges 
because a description of the pore network connectivity is required in addition to an under
standing of molecular-scale behavior in individual pores. Methods for describing nanoporous 
amorphous solids will be described later in Section 3. Materials that swell can be described 
in the osmotic ensemble [92], which is specified by fixed pressure, temperature, fluid phase 
chemical potential, and number of ‘'solid” particles. However, relatively little fundamental 
work [48, 93, 94] seems to have been published on this subject concerning systems of rele
vance to us. Analysis of swelling seems to be much more developed in the field of polymer 
science [16].

The length of the above discussion serves to illustrate the difficulties associated with inter
preting adsorption (and desorption) isotherms. Considerable progress has now been made 
concerning our fundamental understanding of fluid behavior in amorphous materials, but a 
great deal more remains for the future.
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F igu re  6. (a )  E x p e rim e n ta l a d so rp tio n  o f  n itro g e n  (cm 3 a t S T P  p e r g ram  o f  c a rb o n )  a t 7 6 .1 K  in A X 21 (sq u a re s )  
a n d  P R C 16  (trian g le s )  ac tiv a ted  ca rb o n s  ( th e  lines a re  fitted  to  th is d a ta ) . P re ssu re  is p lo tte d  re la tiv e  to th e  
c o n d e n s a tio n  p re ssu re  o f  n itro g e n  at th is te m p e ra tu re  (i.e ., a b o u t 1 b ar). R e p r in te d  w ith  p e rm iss io n  from  [88], 
Q u irk e  a n d  T en n iso n , Carbon  34, 1281 (1996). ©  1996, E lsev ier, (b ) E x p e rim e n ta l a d s o rp tio n  (c m 3 a t  S T P  p e r  
g ra m  o f  c a rb o n )  o f  n itro g e n  at 77 K o n  th re e  low su rface  a re a  ca rb o n s; V ulcan (sq u a re s ) . S te r lin g  (c irc les), an d  
g ra p h ite  ( tria n g le s )  ( th e  lines a re  a g u id e  to  th e  eye). P re ssu re  is re lative to  the  c o n d e n sa tio n  p re ssu re  o f  n itro g e n  
a t  th is  te m p e ra tu re  (i.e ., 1 b a r). R e p rin te d  w ith  p e rm iss io n  fro m  [89], K luson an d  S caife , J. Porous Mater. 9, 115 
( 2002). ©  2002, K luw er.
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1.6. A Little Thermodynamics
An adsorbed fluid is in equilibrium with its bulk gas phase when its temperature and chemi
cal potentials are constant throughout the system. So a natural ensemble with which to study 
adsorption is the grand-canonical ensemble. The relevant free-energy is the grand poten
tial, fl, which is a function of the chemical potential of each fluid component, f i h  at fixed 
temperature, 7\ and volume, V .  The starting point for many treatments of the thermody
namics of adsorption is the fundamental relation

n  =  E - T S - j : lx , N l (7)
i

where E is the energy, S is the entropy, and N) is the number of particles of type i. While 
the fixed V  constraint is certainly appropriate for inert adsorbents, it is not appropriate 
for flexible adsorbents. Porous carbons have successfully been modeled as rigid adsorbents, 
but materials such as polymers, gels, xerogels, and clays are known to swell or contract 
appreciably during the process of adsorption and desorption. For these materials, it can be 
more appropriate to let the material achieve mechanical (pressure) equilibrium with the 
bulk gas while constraining the number of particles that form the adsorbent, /V(). Myers 
and Monson [48] have developed the thermodynamics of this system in terms of “solution 
thermodynamics” (i.e., the adsorbent is treated as another fluid phase with fixed N 0). Their 
treatment corresponds to an osmotic ensemble [92] for which the fundamental relation is

t La N 0 =  E - T S - £ i t L i N i +  P V  (8)
i

They show that the thermodynamics of a rigid system can be deduced from that of the 
osmotic ensemble by ultimately fixing V  (i.e., that the grand-canonical ensemble view of 
adsorption is a special case of the osmotic view).

For amorphous carbons, this picture might be valuable in the future if it is shown that 
swelling is important for these materials. For now, we will follow the usual grand-canonical 
approach and begin by considering the adsorbent as completely inert so that it is described 
solely by an external potential. If we treat amorphous systems as extensive (i.e., doubling 
the size of the system doubles the grand potential), then we can develop a thermodynamic 
framework as follows. The work done on the system is written

dE =  wdV -f-TdS +  Yl M t y  (9)
/

where co is the energy per unit volume required to increase the volume of the system at 
constant S and Nt. How can this possibly be achieved for an amorphous system? Well, at 
least in principle, we can imagine an insulating impenetrable barrier, or magic piston, that 
confines adsorbate and heat to a particular region of the material. Because we take the 
surface to be inert, it has zero thermal conductivity and heat capacity. Increasing the volume 
of this magic piston so that all the gas remains within the material requires work to be done 
by the contained adsorbate.

Substituting (9) into (7) gives

dtt -  a)dV -  SdT -  f y d / i i  (10)

which means that we can identify 12 — c o V  and so

Vdo) -  —SdT -  Y  Njdfij ( 11)
i

from which we obtain expressions for the adsorption and grand potential at fixed temperature 
and volume

N; : d tt =  -  J ' Nid/j.i (12)
r i Uj  .
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These expressions are crucial to the development of thermodynamic theories such as ideal 
adsorbed solution theory [95], which will be discussed later, for the analysis of experimental 
data such as the heat of adsorption, which will be discussed next, and for checking the 
accuracy and consistency of statistical mechanical calculations based on molecular simulation 
and theory [11].

The “isosteric heat,” qsn is defined via the isosteric method [1], which consists of analyzing 
the variation of pressure with temperature at fixed adsorption, that is.

_  T ( dP 
qS, =  7 b \ d f j y ^

3)

Note that when analyzing experimental data, it is usually the excess adsorption that is held 
fixed. When analyzing model data, however, either the absolute or excess adsorption can 
be held fixed. This should not cause confusion provided the constraint is made explicit, 
and much of the following discussion is unchanged by this choice. In the following, we will 
employ fixed excess adsorption, which requires definition of adsorbed and bulk volumes, V a 

and Vh =  Vu -f V(., so that N cx =  N(l -  N h -  p aVa -  p hVh. To see how (13) is related to a 
heat measured in an experiment, we will specialize to a pure gas and use (11) to obtain

Vh f d P
Nh \  dT V, K

—  +  
N h

d p

d r
(14)

V .  /V‘

as — P  is the grand-potential density of the bulk gas. To evaluate the differential of the 
chemical potential at fixed excess adsorption, we need to develop an “excess” thermodynamic 
framework. This can be achieved by defining

F** =  F.. Fh =  E „ TS„ -  Eh +  T S , (15)

Then, using (9) gives

( IF " =  wdv„ +  ndNa -  SadT  + PdVh -  fidN h +  Sh dT

=  ia"dV tt + PdVr +  n d N r* -  S''-' dT (16)

We now use a mathematical identity (a Maxwell relation)

/  c>i± \  _  d f  /  OF" \

'  1 > 1  r .  V "  l ) T  \  ~ d N "  )  r  v
V . /V "

c ) N c '

d F "

~ W
r.  i

dSex
I n 7’

(17)
T.  I

and the fact that entropy is extensive if the grand-potential density and temperature are 
fixed to obtain

T  ( b P
Q.st =

P h

= 7 Y ^
^  ) v  . N1’* \ 0 N h J /, T \ d N  )  j  y

(18)

The right-hand expressions here are both measurements of the heat evolved when particles 
are reversibly added to a system under different conditions. This is why the isosteric expres
sion (13) is called a “heat.” It is also sometimes [1, 48, 96] called the “differential enthalpy” 
of adsorption because the enthalpy H  =  E  4- P V . From this definition we find
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which is equal to the isosteric heat. Note that if absolute adsorption is employed, then we 
have

<7* = - 1 ^ 1  - T ( d S u- (
' d P \

P b 'J f

( d H a

N„ cW„

y d N hJ r , r \ d N a / T 'K 

+  K , ( ^ r )  (21)V y

which no longer consists purely of enthalpy related terms. So we prefer description in terms 
of a reversible “heat.”

The heat measured in an experiment depends entirely on the apparatus and procedure. 
But whatever the experiment, the isosteric heat itself cannot ever be measured d i r e c t l y  

because it is simply not possible for N a or N cx to vary in an equilibrium system at constant 
P ,  V a , and T .  Indeed, terms of the type [14, 97] ( d S a / c ) N a ) r  T r  or ( d S e x / d N e x ) Vi r  P  are 
meaningless as they are overconstrained. To relate the isosteric heat to an experimental 
measurement might require consideration of other constraints. For example, the constant 
volume or “differential” heat of adsorption [98, 99] is

where the last two terms on the right-most-side sum to - k B T  for an ideal molecular gas. 
An experiment [99] that can measure this heat comprises two chambers, one is an evacuated 
chamber that contains the adsorbent and is connected via a valve to the other, bulk chamber. 
If the gas is ideal, then the reversible heat measured leaving both chambers on opening the 
valve is the differential heat of adsorption. Another alternative mentioned in the literature 
[98, 100] is the “equilibrium” heat of adsorption

which is perhaps the most intuitive heat of adsorption, although it is difficult to imag
ine an adsorption experiment that could measure it in practice. Note the coe x / p ex term 
in (23) vanishes if we use Vuong and Monson’s [98] definition of enthalpy, H  =  E  — c o V ,  

and if absolute rather than excess measurements are made, then the “ax'” superscripts also 
vanish.

1.7. General Classification of Models
All models of gas adsorption in nanoporous amorphous materials require a model of 
the adsorbing surface and a model of gas adsorption on this surface. These surface and 
“isotherm” models can be classified separately, and they will be described in the next two 
sections accord ingly.

We classify isotherm models in terms of whether they are based on a lattice or are con
tinuum theories. We classify continuum approaches separately as classical density functional 
theory and Monte Carlo simulation. We classify surface models in terms of whether they are 
based on a few free parameters (scalar models), many similar parameters (vector models), 
or arbitrarily complex 3D representations. The classification of models in this way can be 
debated, but we have chosen a scheme that groups models roughly according to their com
plexity and accuracy. We make no apology for not mentioning absolutely every such model 
in the literature.
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2. ADSORPTION ISOTHERMS
We focus in this review on methods that can generate adsorption isotherms for any given 
external potential, that is, inert surface. Many popular engineering or empirical approaches 
to generating adsorption isotherms are actually combinations of particular theories and par
ticular surface models. For example, the Langmuir isotherm can be derived [1] by consider
ing the statistical mechanics of monolayer adsorption on an isolated plane surface using a 
lattice model and several crude approximations. So we will not discuss these engineering or 
empirical isotherms until later in the context of surface models.

2.1. Lattice Models
A lattice model restricts the Hamiltonian so that the system consists of a discrete lattice of 
sites. Many different lattice topologies can be imagined, but one of the simplest and most 
well-known 3D models is the Ising Model [54, 101] that consists of a cubic lattice where 
each site, s h  can be either occupied (.?,■ =  1) or unoccupied (s, =  0). The Hamiltonian for a 
pure fluid is then

H  =  - B Y . ^ i  +  T . V r , s ,  (24)
ti i

where the “//”  sum is restricted to nearest-neighbor pairs and s  >  0 is the interaction energy 
if a pair of sites are both occupied. The external field, V f xt , can be different for each site if 
desired. The lattice spacing is often taken to be about the same size as a particle.

There is no restriction on how the statistical mechanics of a lattice model is solved. Usu
ally, a Monte Carlo method [22, 54] or a mean-field theoretical treatment is invoked [22, 54, 
101]. The advantage of this fluid model is efficiency. Solutions, either approximate analytic 
or by stochastic methods, can be obtained quickly compared to “off-lattice” or continuum 
molecular models. This is useful for mapping phase diagrams and important for investigat
ing critical phenomena and finitc-sizc effects for which very large systems are required. The 
critical behavior of the lattice model can then be related to a continuum model if they are of 
the same universality class, that is, the discretization of the fluid on the scale of a ,  the parti
cle size, is unimportant when considering long-range fluctuations near a critical point. They 
are also useful for quickly modeling the more complex confining geometries where the lack 
of symmetry in V - Xl can make application of continuum approaches more difficult. On the 
other hand, the lattice discretization is significant when considering short-range phenomena 
such as packing in narrow pores because much of the short-range correlation information is 
absent. So it seems that lattice models arc not well suited to accurate studies of adsorption 
in nanoscopic pores, particularly if a fluid mixture is present where the components have 
quite different sizes.

Because of this limitation, lattice models arc generally not used to predict accurately gas 
adsorption and selectivity in nanoscopic amorphous materials (so we will keep our discussion 
of latticc models brief). Rather, most lattice model studies are focused on understanding 
the physics of adsorption phenomena. For example, lattice models have been employed to 
investigate wetting [102, 103], capillary condensation [104, 105], and adsorption in pores 
with energetic [31, 106, 107] and geometric nonuniformities [31] (e.g., striped pores [108], 
pore-end effects [109]) or with reduced symmetry [110].

2.2. Density Functional Theory
Classical density functional theory (DFT) is the most successful theory of nonuniform equi
librium fluids. Since its initial development for quantum systems [111-113] and extension 
to classical systems [114-116], it has been one of the most useful tools for understanding 
confined fluid behavior alongside molecular simulation. The central ideas and main devel
opments are described in several books [10, 51, 117] and are repeated only briefly here.

The classical density functional formalism [114] is developed in the grand-canonical 
ensemble, although extensions to the canonical ensemble have been made recently [118, 119]. 
Our description here applies to a continuum model, but we note that DFT is equally valid
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when applied to lattice models [108]. The grand potential, O, is expressed as a functional 
of the set of one-body densities, {p(r)}, where r represents all static degrees of freedom 
(positions, orientations, etc.) of a molecule. The global minimum of Cl  with respect to vari
ation of {p(r)} at fixed chemical potential and temperature corresponds to the equilibrium

global minima are central to any DFT study. The grand-potential functional is related to the 
intrinsic Helmholtz free-energy functional, F, via

where V f xl is an external one-body potential, /x, is the chemical potential, and i  labels 
the component of the mixture. In many adsorption studies, the adsorbent is regarded as 
completely inert, exerting its influence through V-  x ' . So DFT is well suited to materials that 
do not swell appreciably.

The problem now is to specify F[{p(r)}]. The ideal gas contribution, F u l , is known for rigid 
particles leaving only the excess contribution to be specified. For flexible molecules, however, 
F ul is generally unknown and quite complicated, although suitable approximations can be 
found for some systems [120-122]. So we will consider only rigid particles here. The great 
advantage that theories have over molecular simulations is the ease with which solutions 
for the adsorption can be found. In some very simple cases, analytic solutions to DFTs arc 
possible [10]. But for accurate work, solutions must be obtained by numerical integration 
and iteration. The speed with which numerical solutions are found depends crucially on 
the degree of symmetry in the underlying Hamiltonian. Wherever there is symmetry, an 
associated integration can be performed analytically, or al least outside the iterative solution 
loop. Therefore, DFTs for spherical particles in idealized geometries, like slits, cylinders, 
and spherical pores, are much easier to solve than DFTs for nonspherical particles adsorbed 
on amorphous surfaces. Indeed, in the latter case molecular simulation may well be more 
efficient!

For spherical models of the gas molecules of interest to us, the short-range repulsive 
“core” is usually treated by a hard-sphcrc term, F/^, with the remainder treated by a per-

where A, is the thermal de Broglie wavelength, usually an irrelevant constant in DFT. Unfor
tunately, F rx is not known exactly for any nontrivial 3D system so approximations are needed.

The development of approximate hard-sphere functionals could fill a chapter of its own. 
Less attention has been paid to treatment of the perturbation contribution [123, 124]. Indeed, 
in every application of DFT to materials characterization known to us, the same perturbation 
term is used

where ( b 1̂ ( r ) is the perturbation potential and r ]2 =  jr, — r2|. If a Lennard-Jones potential is 
used, then according to the WCA [125] convention

where x  - -  r / a and cr and t: are the Lennard-Jones length and energy parameters, respec
tively. Usually, a cutoff in the range of <#)(/*) is used to avoid lengthy numerical integrations. 
This type of mean-field perturbation is very common throughout the DFT literature because 
of its simplicity, but it is not that accurate [123], particularly at low temperatures [124].

fl° and equilibrium set {p°(r)}. So specification of fl[{p(r)}] and a method for finding its

il[{p(r)}] =  F [ { p ( r)}] +  £ / c l r P i ( r ) [ V r ' ( r )  -  p , ] (25)

turbation, F p . With the ideal gas contribution we have

F  =  F id +  F c ' =  k b T  Y .  f  rfrp(.(r){ln[Afp,(r)] -  1} +  Ff?s  +  F p (26)

(27)

(28)
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The development of DFT methods in materials characterization has closely followed the 
development of hard-sphere functionals. The first such study [39] employed a pure fluid local 
density approximation for this contribution

where f f f s is the cxcess (relative to the ideal gas) free-energy density of a uniform hard- 
sphere fluid with hard-sphere diameter cl ,  for example the Carnahan-Starling [126] equation 
of state. But this functional cannot describe the packing of particles in very narrow pores 
and so is not a good choice for accurate studies of nanoporous materials. Consequently, 
despite its simplicity, it is rarely used [127].

Much greater accuracy can be achieved, at greater numerical expense, with a weighted 
density approximation (WDA) or “non-local” DFT. The “smoothed density approximation" 
(SDA2) of Tarazona [128] is one such approach and is known [66, 129, 130] to be quite 
accurate for adsorption studies. Most DFT characterization studies have used this functional 
[26. 36, 38, 86-89, 131] and, we believe, it is incorporated in the “D F T + ” materials charac
terization software [37, 40, 41, 132-134], It ascribes the excess free-energy per particle, 
at a point in the fluid nonlocal character

The density-independent weight functions, u )2, and w 2, are chosen to reproduce accu
rately thermodynamic and structural properties of the uniform fluid, including the Carnahan- 
Starling equation of state, and have a range equal to d .

Recently, the fundamental measure functional (FMF), developed originally by Rosenfeld 
[135, 136] and by Kierlik and Rosinberg [137], has been employed [129] in characterization 
studies. It also employs three linearly independent and density-independent weight functions

where 0 ( 0  and 8 ( r )  are the Heaviside step- and Dirac delta-functions, respectively. But 
now the weight functions have a range R : =  d j 2, making this theory twice as fast to solve 
as the SDA2 (the same number of integrations are required). Note that it is also formulated 
naturally for mixtures, whereas the SDA2 requires modification [138, 139] for this purpose. 
The functional is written

(29)

(30)

where

(31)

and

w ( r :  p )  =  w j r )  +  p w t ( r )  +  p 2 w 2 ( r ) (32)

u ^ ( r )  =  0 (R,  -  r)  

„j‘2,(r) -  8(R,  -  r )  

w l 2"> ( r )  =  8 ( R i - r ) - r

(33)

(34)

where

cl) =  -~/?()ln(l -  n 3 )  + (35)

and the weighted densities are

' U r i) =  E  f  d r i P i ( r i W i a ) ( ' ' 12); n,J,!>(r1) =  J 2  f </r2PI(r:)w,(<'',(/'! 2) (36)
/ / *
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The three other linearly dependent weight functions are

^
' 4 u R ,

(37)

- T w  -  ^

Also note the intriguing vectorial weight functions w(lv) and w(2l,) that generate vectorial 
weighted densities n,„ and n:,,, respectively. These vectorial functions are required to allow 
deconvolution of hard-sphere Mayer bond [135, 140]. Equation (35) corresponds to the 
original FMF; other prescriptions for ft1 have been proposed recently [141, 142] that are 
more accurate, particularly for DFT studies of solids. However, none of these advanced 
prescriptions has yet to be employed in materials characterization studies.

Putting (25) and (26) together with the minimal fi principle gives the Euler-Lagrange 
equation for the densities

P ? ( r ) = f c e x p ( ^ ( ^ « r ) - , r + ( | ^ ) ifi......) )  (38)

where the excess chemical potential p." =  /x, — k B T  ln( A;lph,-), /3 — \ / k HT ,  and p hi is the 
bulk density corresponding to /j. , . Because the last term on the right-hand side depends on 
{p"(r)}, which is also the solution on the left-hand side, the EL equations can be solved by 
simple (Picard) iteration. Alternatively, if a gradient (Newton) method [143] is used, then 
many fewer iterations might be required to reach a desired level of accuracy, but at greater 
numerical expense for each iteration.

The accuracy of a DFT approximation can be assessed in a variety of ways. One choice is 
to analyze the hierarchy of uniform fluid direct correlation functions,

/  X" F 1’1 \

1 \ S p ( r I) . . . S p ( r „ ) / Pii

where p u is a uniform density. The complete hierarchy of these functions expresses all the 
information content of the DFT because they are the coefficients of a functional Taylor 
series expansion in density of F ' x . They can be compared with the corresponding functions 
generated from computer simulations of the same system. Usually for spherical particles it is 
sufficient to compare the second-order coefficient, the pair-direct correlation function c ] j \ r ) ,  

for a range of uniform densities. This function contains significant information regarding 
fluid structure because it is related to the uniform total pair-correlation function, /;(J(r), 
[and hence the pair-distribution function £,,(/') =  /;,J( /)  +  1] via the uniform fluid Ornstein- 
Zernike relation,

M r i:)  =  ci : V-1’ ) +  E  /  dry Pk^ir^Vhjiryi)  ( 40 )

which is a direct consequence of the Legendre transform (25). Also, spatial integration of 
c );''(/■) using the hierarchy of sum-rules [10] generates the equation of state of the uniform 
fluid, that is,

M f'({p }) =  - k a T J l  I d a p )  (  d r c l f ' i r :  { a p \ )  (41)• I) J

Alternatively, one can analyze the performance of the functional in extreme limits, such as 
the 2D limit that corresponds to confinement to a fiat surface. Whatever density functional is 
employed, it is especially important for adsorption studies that the theory is consistent with
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respect to the Gibbs adsorption equation [11], that is, it should satisfy (12) at constant tem
perature and volume. Any theory that does not satisfy this relation will become less accurate 
as adsorption increases [ 1 1 J. All of the above DFTs will satisfy the Gibbs adsorption equation 
provided the choice of hard-sphere diameter is independent of chemical potential [1 IJ.

It is well-known that the LDA functional cannot reproduce packing effects because there 
is no particle size-dependent information in The SDA2 and FMF functionals, on
the other hand, generate quite accurate c )~1 ( r ) up to high bulk densities. In fact, the FMF 
reproduces the Percus-Yevick [117] c}r)(r) exactly for a hard-sphere mixture [144], The FMF 
for hard spheres also possesses desirable dimensional crossover properties in that it is quite 
accurate for hard disks in 2D and exact for hard rods in ID.

Due to the accuracy of both the SDA2 and FMF functional for hard spheres, the limiting 
factor in accuracy of this DFT approach is generally the mean-field perturbation term for 
attractive interactions (27) and the spherical model of gas molecules. Methods have been 
devised that avoid these limitations [120, 123, 124, 145], but none of them have been used 
in characterization studies.

In the above theories, the Lcnnard-Jones parameters, <r and e, and the hard-sphere diam
eter, d ,  can be chosen independently. Several theoretical methods have been suggested for 
fixing d, given a  and e, such as the Barker-Henderson [117, 146] (BH), Weeks-Chandler- 
Anderson [117, 125] (WCA), Lado [147], and Rosenfeld [148] prescriptions. However, given 
the inherent inaccuracies in the above approximations, particularly the mean-field pertur
bation term (27), it is more appropriate to fit the free parameters to reference data (i.e., 
experiment or molecular simulation data). Lu et al. [149] choose to fit d  so that theory 
agrees with Monte Carlo simulation for the coexisting bulk densities of a Lennard-Jones 
fluid, whereas Walton and Quirke 1150] fit d  along an isotherm. But this still leaves a  and 
e  to be decided if comparison is to be made with experiment. Early studies [39] of nitrogen 
adsorption at 77 K with the LDA functional chose ct — d  and e to reproduce the bulk liq
uid density and pressure at 1 bar. Later, Ravikovitch et al. [129] compared several methods 
and concluded that fitting a  =  d  and e to experimental data for bulk liquid-gas coexisting 
pressures and densities for a range of temperatures was the most convenient and accurate 
approach.

For mixtures of Lennard-Jones fluids, the cross-interaction parameters are required. By 
far, the most popular method employs the Lorentz-Berthelot (LB) combining rules

K /  +  (T„ ) =  J e u E j j  (42)

This can be useful for gas-gas interactions dominated by dispersion forces, for example 
those between methane and nitrogen. But for less symmetric molecular interactions, such 
as between methane and water, it is likely that cross-interactions will need to be fitted to 
mixture data, such as the solubility.

2.3. Monte Carlo Simulation
The equilibrium statistical mechanics of a Flamiltonian can be solved, to within statisti
cal error, with Monte Carlo and molecular dynamics simulations. Not surprisingly, these 
methods, and Monte Carlo simulation in particular, are popular for characterization and 
adsorption studies. Due to the popularity of books [12-14] in this field and detailed articles 
[90, 151] we will not dwell on the theory here.

Whereas with DFT the grand-canonical ensemble is the most convenient choice, with 
Monte Carlo simulation in particular the choice of ensemble is completely open. As 
described earlier, the grand-canonical ensemble is best suited to rigid, inert adsorbents, 
whereas the osmotic ensemble [92] is suited to swelling materials like polymers and clays.

A molecular Monte Carlo simulation is an attempt to sample the relevant microstates of 
an ensemble in accordance with the laws of equilibrium statistical mechanics [152], that is, 
the Boltzmann equation

P ,  ~  Q  ' exp (£,■); Q =  Y1 exP(£; ) (43)
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where p i is the probability of occurrence of microstate is its energy, and the sura is 
over all relevant microstates. Properties of interest, or ensemble averages, are then

where angle brackets denote an ensemble average and A : is the value for microstate i .  

Usually, many millions of states are sampled by starting the system from a particular config
uration (described by the system volume and specification of each static degree of freedom 
for each initial molecule) and performing a sequence of small moves (a Markov chain). 
In a grand-canonical ensemble Monte Carlo (GCMC) simulation, three types of move are 
attempted at random. Attempts are made to randomly displace, create, or destroy particles 
resulting in equilibration of temperature and chemical potential. Usually, moves are designed 
to satisfy microscopic reversibility, so creation and destruction attempts are attempted with 
equal probability. The decision to accept or refuse the attempted move is formulated to 
ensure that the system explores all relevant states in line with the Boltzmann equation (43); 
this is Boltzmann sampling. An osmotic ensemble Monte Carlo simulation consists of a mix
ture in which the number of particles of at least one of the components is held fixed. Random 
creation and destruction attempts are made for the other components to equilibrate their 
chemical potentials, and random system volume changes and particle displacements are also 
made to equilibrate pressure and temperature.

With today’s computing power, simulations of several hundred to several thousand par
ticles are typical. Molecules are often modeled with multisite combinations of Lennard- 
Jones potentials and partial charges. To enable such a relatively small system to mimic a 
macroscopic system requires the use of periodic boundary conditions. Provided the system 
is sufficiently large, these periodic boundaries will not significantly affect results. A system 
is considered sufficiently large when distant particles become uncorrelated. For example, 
the pair-distiibution function, which is a measure of density correlations, should effectively 
decay to unity at a range that is less than the simulation box length. This means that the 
size of the simulated system will depend on the range of interactions and the thermody
namic proximity of the system to critical points. For “long-range” interactions, such as those 
between Coulombic charges, a compromise on system size is usually needed.

The use of periodic boundaries requires a strategy for treating interactions whose 
range is longer than the simulation box length to avoid particles interacting with their 
periodic images. For “short-range” interactions, such as the Lennard-Jones interaction 
and quadrupole-quadrupole interactions, suitable approximations that ignore correlations 
beyond a range longer than the box length can be implemented. Alternatively, these inter
actions can be truncated at a cutoff distance, r(., less than the box length. A general method 
for smoothing the resulting potential to facilitate calculation of quantities derived from the 
gradient of the pair-potential, such as pressure, involves applying a ramp for molecule- 
molecule separations slightly less than /;. For example, the intermolecular potential between 
two rigid molecules whose centers are separated by a distance r :j and with relative molecular 
orientation ip can be written

where cb is a pair potential, i and j  arc molecular indices, the “c/ft” sum is over all pairs of 
sites ( a  sites are on molecule i and ft sites are on molecule j ) ,  tt>uh is the “uncut" spherical

( A )  =  Z P ^ i (44)

cf>ij(rSj , <p) -  ■ j:----- !L V  <f,ah( rahy, r, < r ;j <  r,
i- — y  ''1 ' r .1,

(45)

0 ;

pair-potential between sites a  and ft, r)lh is the distance between sites a  and ft, and r r <  r c is 
the ramp separation. The bulk pressure calculated via the virial route [13] is now

(46)
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'where N  is the total number of molecules present, V  is the simulation box volume, and

For “long-range” interactions that do correlate at ranges beyond the box length, special 
techniques are needed to make progress. Many such techniques have been suggested for 
Coulombic interactions [153], including the Ewald method [13]. These methods are needed 
only to treat long-range Coulombic interactions, such as the dipole-dipole interaction or 
partial charge distributions that mimic these interactions. Several of these techniques have 
been tested recently by Seaton and coworkers [153] in the context of water adsorption in 
slit-pores using grand-canonical Monte Carlo simulation. They find that a method due to 
Fleyes and van Swol [154] is the most efficient in their application and see no reason why 
this should not be a general result.

As the density of the system increases, it becomes increasingly unlikely that attempted 
creation or destruction moves will be accepted because the probability of formation of a 
cavity at equilibrium reduces with increasing density. Nitrogen adsorbed in narrow graphitic 
pores at 77 K and 1 bar, for example, is so dense that it might actually freeze. Not only does 
this manifest as an experimental difficulty associated with poor diffusion, but it also hinders 
simulations because the low probability of creation and destruction results in poor statistics 
even for very long simulations. Many approaches have been suggested in the literature to 
combat this difficulty, including cavity bias [155], excluded volume mapping [156], and staged 
insertion [157]. Staged insertion is an “extended ensemble” method whereby microstates 
that do not contribute to the ensemble are sampled to provide an alternative, “easier,” 
path between microstates that do contribute to the ensemble. Of course, these extended 
states are not counted when calculating ensemble averages. The other methods look for 
suitable “holes” within which to attempt particle insertion. Any potential sampling bias is 
then corrected.

To reproduce experiment accurately, any molecular model must be calibrated. In gas 
adsorption experiments, we need adsorbate molecular models to be accurate both for gas
like and liquid-like densities. Often, molecular models are calibrated by requiring that bulk 
gas-liquid coexistence properties like density and pressure are accurately reproduced. Essen
tially, this means finding bulk gas and liquid states for a particular molecular model that have 
identical chemical potential and pressure. Before the invention of the Gibbs ensemble [158], 
this would typically have involved calculating the chemical potential and pressure along each 
phase branch separately [12, 159], a lengthy process particularly if the molecular model is 
to be optimized to reproduce experiment. However, the Gibbs ensemble [12, 158, 160-166] 
has revolutionized this process as it generates coexisting phases with a single simulation.

In its simplest guise, a Gibbs ensemble Monte Carlo (GEMC) simulation can be pictured 
as a canonical ensemble where phase separation of a system occurs without an interface. 
It answers the question, “What is the most likely, or equilibrium, partitioning of particles 
between two (separated) simulation boxes if their total number, the total volume and tem
perature are held constant?” Essentially, it locates the minimum of the total Helmholtz 
free-energy, or equivalently the minimum of the sum of the Helmhotz free-energies of each 
simulation box. We know that in a phase separated “one-box” canonical ensemble, the inter
face will move to equilibrate the chemical potential and pressure in each phase. In a GEMC 
simulation, equilibration is facilitated by “interbox” moves that allow particles and volume to 
transfer from one box to the other. As with any simulation, periodic boundaries are applied 
to each simulation box, and each box must be sufficiently large to render finite-size effects 
insignificant. The Gibbs ensemble can also be used to study confined fluids, either in equi
librium with a bulk phase [167, 168] or with another confined phase [169, 170]. The reader

y - ' <><t>ab ' **i j  .

ah f “b f “h
(Uj)

(47)
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is directed toward the many detailed accounts of the Gibbs ensemble for specifics regarding 
Monte Carlo moves and acceptance ratios.

Neimark and Vishnyakov have employed a restricted version of the Gibbs ensemble, called 
a “gauge-cell" [67, 171], to study hysteresis in first-order phase transitions of confined fluids. 
With this simulation method, the confined system, fluid in a slit pore, for example, is allowed 
to exchange particles, but not volume, with a fixed volume simulation of the bulk fluid, the 
gauge-cell. In this way, chemical potential and temperature, but not grand-potential density 
or pressure, are equilibrated. So, the aim of this method is simply to generate an ensemble 
with specified chemical potential and constrained density. The equilibrated chemical poten
tial and density can be adjusted by adding or deleting particles in the gauge-cell. In this 
way, an entire isotherm including stable, metastable, and unstable sections can be simu
lated, thereby revealing the potential extent of hysteresis. Actually, this method is similar to 
another Gibbs method for simulating confined fluids [167] where the bulk phase pressure 
rather than the bulk phase volume is fixed except that this method is less stable with respect 
to density fluctuations along metastable portions of phase branches.

The liquid-gas phase diagram of a molecular model can be sketched quite efficiently by 
performing GEMC simulations for a sufficient number of temperatures, or by implementing 
a thermodynamic scaling method [172]. Alternatively, the thermodynamic integration route 
of Mehta and Kofke [173] can be employed to generate the coexistence curve given an initial 
point on the curve generated by GEMC. Whatever method is used, great care is required as 
T  approaches the critical temperature, I ] , because the range of density correlations diverges 
at 7C. For this reason, usually no attempt is made to calibrate a molecular model near the 
critical region, although finite-size scaling methods [174, 175] do exist that would allow this.

Ensemble averages are calculated by analyzing the statistics generated by the simulation. 
First, one has to decide when the system has reached equilibrium. All configurations sam
pled before this point are discarded. If the remaining configurations are analyzed without 
knowledge of the underlying distribution of states, then a straightforward block-averaging 
scheme can be adopted [13]. Alternatively, a histogram that plots the order-parameter of 
interest (density, for example) against probability of occurrence can be analyzed [12]. Gen
erally, this will reveal a single Caussian-like peak from which the statistics can be measured. 
If there is more than one statistically significant peak, it means that the simulation has sam
pled more than one phase and configurations corresponding to the unwanted phase should 
be discarded. The equilibrium phase is that with the highest peak (i.e., is most likely), while 
the other peak corresponds to a metastable state. For a first-order phase transition, the 
difference in the height of these peaks and the depth of the trough between them (or the 
free-energy barrier) will increase nearby linearly with system-size.

3. ADSORBENT MODELS
Scalar surface models are those that describe the surface in terms of only a few separate 
measures, the surface area and gas-surface interaction energy, for example. Vector models 
provide more detail in that one or more of these measures are described by a distribution. 
The obvious example here is a surface described bv a distribution of pore widths. 3D surface 
models are arbitrarily complex.

3.1. Scalar Models
Much of the early work in adsorption employed empirical adsorption equations. Standard 
texts [1--8] on adsorption provide good accounts of their development. Over the years, some 
of these isotherm equations have been given a proper statistical mechanical grounding, for 
example the Langmuir isotherm [I, 176], and many have been extended and adapted to a 
wide range of systems. They are simply too numerous to list completely, but notable equations 
that can be found in the above-mentioned books include those of Henry, Langmuir, Hill- 
de Boer, Brunauer-Emmett-Teller (BET). Brunauer-DDT Anderson-Brunauer, Hill, Frenkel- 
H a ! sey - H ill, D ub inin- Rad u s h ke v i tc h. D u b i n i n - Asia k h ov. D uh i n i n - S toe k 1 i, D ub i n i n -1 zotova,
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Freundlich, Toth, Horvath-Kawazoe, and so on. More recently we have had equations from 
Keller [177, 178], a patchwise supersite isotherm [179], the approach of Ustinov and Do [34], 
a modified BET-Kelvin isotherm [35], various 2D equations of state [180, 181], an improved 
Horvath-Kawazoe isotherm [182], extended or multisite or multilayer or improved Langmuir 
isotherms [183-185], the multispace adsorption model (MSAM) [186], vacancy solution the
ory [187] (VST), a neural network approach [188], a modified Toth equation [189], a “gen
eralized adsorption isotherm" [190], other virial approaches [191-193], and so on and so 
forth.

Some of these isotherms are used to model adsorption in amorphous materials, and some 
of them are used to describe adsorption in idealized pores or on sites with a particular 
energy and are then convoluted with a predefined distribution of sites or energies described 
by a few parameters. Some of them are described as generalized, while others are limited to 
describing only supercritical adsorption, or only subcritical adsorption, or have some other 
limitation. Some of them have been compared with each other for a few adsorbents, but 
given their number it is impractical to expect a thorough comparative analysis. Faced with 
this plethora of options and limitations, the novice, or even the experienced, engineer might 
be daunted and confused as to which approach to choose. What is more, the sheer number 
of these isotherms surely hints at an underlying flaw, for if any of them were generally 
accurate there would be no need to invent so many options. One might also wonder why 
it is that given the existence of theories for adsorption that are, in principle, exact, such as 
density functional theory, that any research continues with these approaches. Clearly, their 
popularity is related to their simplicity rather than their accuracy or applicability. Generally, 
more accurate approaches involve description of a material in terms of a vector or 3D model 
and adsorption theories based on fundamental statistical mechanical approaches such as 
density functional theory or Monte Carlo simulation.

3.2. Vector Models
3.2.1. Quenched-Annealed Model
Some materials have been modeled using the quenched-annealed (QA) model [194-196]. 
The quenched-annealed system consists of a mixture of quenched (immobile, solid adsor
bent) particles and annealed (mobile, fluid adsorbate) particles. Local properties of the fluid 
system are determined for a given configuration of quenched particles, but global properties 
arc obtained by averaging over all possible quenched configurations with the appropriate 
weight. The power of liquid-state physics techniques can be brought to bare on this QA 
system if the “replica” trick [197] is employed. This consists of considering another, different 
“replica” system that can have the same statistics as the QA system. In the replica system, 
the solid adsorbent particles are now mobile and there are s  noninteracting copies of the 
fluid system (of course, each replicated fluid system still interacts with the solid adsorbate 
particles).

At the heart of the replica trick is the mathematical identity

(B v -  1)
In 5  =  lim ^Q-----------  (48)

s

This allows the globally averaged properties of the QA system to be described in terms of 
corresponding properties of the replica system in the limit s  —» 0. This trick was formulated 
originally for the spin-glass system [198] but has been adapted to amorphous (or disordered) 
adsorbents and other systems [197] where some disorder is quenched such as with random 
sequential adsorption.

The replica trick is commonly employed [25] in the context of integral equation theory 
for bulk fluids. More recently [196], it has been implemented in a fundamental measure 
density functional theory. An integral equation theory consists of two parts, a set of Ornstein- 
Zernike (OZ) relations for a fluid mixture and a set of closure relations that provide 
sufficient constraint. For a uniform fluid of spherical particles, the appropriate OZ relations 
are given in (40). The original replica OZ equations of Madden and Glandt [195, 199] were
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corrected by Given and Stell [194] to give

^ q q  qq P q ^ q q  ®  ^ q q

k cu, =  Cuq +  P q Call ® hcjq +  Pu Cc  ® hue, =  h qa

h uo =  Cua +  P q CB<, ® h y a  +  P a Cc ®  K a  +  P a ^ h  h c (49)
h c =  cc +  p„cc 0  h ,  =  hua -  h h

C(ia *-b

where h  and c  are the total and pair-direct correlation function, respectively, which are
functions of the radial distance, subscripts q  and a  indicate quenched and annealed particles,
respectively, and (g) denotes a real-space convolution. Closure relations can be obtained from 
density functional arguments but are generally approximations based on the Euler-Lagrange 
equation (38). For example, the popular Percus-Yevick [117] closure can be used

%('•) -- { ! * ' exp[/3</),;(/•)]}[M r ) +  11 (5°)

where is the pair potential between components i  and j .  This coupled set of equations 
can be solved using fast Fourier transform methods [200] provided the set h qq (or c q q )  and 
the volume-averaged densities, p h  are provided as input and an approximation for c h (such 
as c b ( r )  =  0, the Madden-Glandt approximation [194, 195]) is specified. Finally, the volume- 
averaged densities must be related to bulk fluid properties if adsorption isotherms [201] are 
to be generated (to be clear, the density p i r  corresponding to the average density of annealed 
(adsorbed) particles will generally be different to the bulk (reservoir) density).

Studies with these replica O Z equations are generally limited to fundamental studies of 
phase behavior for a range of adsorbates in gels and, as far as we are aware, they have 
not been used to accurately predict adsorption in real materials. One can speculate that 
they might be employed in this context by fitting (f>qq (or h q q )  to experimental data (e.g., 
an isotherm of a probe adsorbate). In one study [201], Vega et al. provided realistic pair- 
potentials for methane in a silica xcrogcl as input and derived two routes to calculate bulk 
fluid properties. They found good agreement with computer simulation at a supercritical 
temperature for methane adsorption. It seems plausible that the inverse problem, that is, 
generating <jb qq ( h q q )  as output, can be attempted. This could then be used to generate 
adsorption isotherms for other adsorbates. However, as noted in the above study [201] and 
elsewhere [25], it is likely that the replica OZ method will be less suitable for systems 
significantly perturbed from bulk behavior (i.e., for subcritical fluids and denser, nanoporous 
xerogels). More recent work has shown that under these circumstances, metastable states 
significantly influence adsorption and hysteresis. So an integral equation approach based 
on a crude closure approximation will struggle to be accurate. Although the replica OZ 
approach has been useful for studying gels, it seems unlikely that it will be as useful for 
active carbons. For example, the graphene sheets thought to form active carbons are clearly 
not spherical particles. On the other hand, graphene sheets can be modeled as assemblies 
of spherical carbon atoms.

3.2.2. Polydisperse Independent Ideal Pore Models
By far the most popular modern model for characterizing porous adsorbents is the polydis
perse independent ideal pore model. Quite simply, the adsorption in a number of indepen
dent ideal pores with a range of sizes is added together (or integrated over for a continuous 
distribution) to give the total amount adsorbed per gram of material at a particular pressure

N ( P )  =  c l H f ( H ) v ( H , P )  (51)

Here, f ( H )  is called a pore-size distribution (PSD), v ( H , P )  is the “kernel” of “local” e x c e s s  

isotherms (for comparison with experiment), and the mass of material is measured in a 
vacuum. The kernel is pregenerated and the PSD is optimized to minimize the difference, 
usually measured in terms of the root-mean-square (rms) deviation, between an experimental 
isotherm and the isotherm calculated from (51).
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The simplest geometries that generate a confined pore space are slits, cylinders, and 
spheres. We can take advantage of the planar symmetry of fluid adsorbed in an ideal slit
pore to re-express the thermodynamics of adsorption. Quite simply, we can replace the work
term c o c I V  in (9) with a  d  A  -f- f d H  to obtain

c l i l  =  a c l A  +  f d H  -  S d T  -  £  (52)
i

where now we can identify 12 =  a  A .  Here, a  is the energy per unit area required to increase 
adiabatically the area of the slit pore system, A , at constant pore width, / / ,  and /  is the 
energy required to increase adiabatically the width of the slit pore system at constant A .  In
terms of the diagonal components of the pressure tensor, we can identify

a  =  -  [  d z P x i ( z )  =  -  f  d z P v v ( z )  (53)
^ - o c  J ->*

r x  d V w ( z )
f  =  — P .  A  =  - A  £  d z p i a ( z ) - f U  (5 4 )

J  „  d z

where is the interaction between a single wall and site a  on adsorbate molecule z (either 
wall can be choscn because of reflection symmetry about H / 2). Here, 2 is chosen to be the 
distance normal to the plane of the slit pore and * and y  indicate directions orthogonal to 
z. The solvation pressure, Pv, is the pressure normal to the slit required to stabilize the pore 
with width H  and is equal to the difference between the internal and external pressures, 
P * =  P zz -  P IT

In a slit pore, the external potential, K™'(z), is the sum of contributions from each wall,

V g ' { z )  =  V Z { z )  +  V Z ( H - z )  (55)

To preserve transverse symmetry the gas-solid potential is usually constructed by “smearing” 
out individual gas-solid atom contributions. The well-known Steele potential [202] performs 
this integration for each layer of a graphitic surface to arrive at the rather accurate gas-solid 
interaction

K“ (z) = 2irpw(rf eiau,A,
5  \  z  J  V z )  3Ami(0.61 Ami -I- z )3

(56)

where p w is the density of atoms in the wall, A„, is the interlayer spacing between graphitic 
sheets (usually taken to be 114 nm 3 and 0.335 nm, respectively [5, 202]), and criaw and e law 
are the gas-solid interaction length and strength parameters, respectively. These parameters 
can be determined by fitting to experiment, just as with the gas-gas parameters. But we 
leave discussion of this until later.

If we measure a continuous slit-PSD in terms of the internal surface area of slit pore 
per unit pore width per gram, then the total internal surface area and volume per gram of 
material are

A  =  T  d H f ( H ) ;  V = \ f  d H H f ( H )  (57)
Jo I  A)

But these quantities are absolute values, and we know that the surface area and volume of
any porous material can only be measured with respect to a particular adsorbate (i.e., to
the modeled form of K/j’). A simple method for obtaining adsorbate specific quantities is to 
define a “chemical” surface, or boundary, that describes the region of pore space to which 
the adsorbate has access. For example, Fig. 7 is a schematic diagram showing the difference 
between physica! and chemical pore width

H c =  H p  -  8 H  (58)

The pore width, / / ,  is then substituted by H c in (51) and (57).
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Figure 7. S c h e m a tic  d ia g ra m  show ing  th e  d iffe ren ce  be tw een  physical and  chem ical w id ths in a  slit p o re .

Usually, this boundary is arbitrarily defined to reside at one-half the width (ie., a )  of a wall 
atom inside the pore. So for graphitic walls, 8 H  is often taken to be 0.34 nm. Others [203] 
have defined this surface to coincide with the surface V f x l ( z )  =  0 for spherical particles. 
Another choice could be to define an effective “hard-wall" pore in a similar fashion to the 
BH and WCA prescriptions for the effective hard-sphere diameter of a spherical atom. In 
this case, the chemical width equivalent to the BH prescription for a single-site particle is

r H!  2
H , .  =  2 [  '  d z  exp[—/3K/V,'(z)] (59)

where V'l , , \ z )  is the repulsive contribution to the external potential. Just as with WCA 
theory, this repulsive contribution could be delined as

( ] / cxt ( -r\ — I /m in .  7 ^  -m in  

' ' ’ 1  (60)0; z  >  z mm 
/

where V ™ in is the minimum value of V ? xt that occurs at z™"\ With parameters corresponding 
to a model of methane in a graphitic slit ( e iw/ k B =  70.7 K and a iw =  0.357 nm), this gives 
8 H  =  0.328 nm for methane in a very wide slit pore at 293 K. With this method, the chemical 
width is dependent on temperature, the adsorbate, and the pore width.

If the experimental pore volume is calibrated with helium, an effective chemical pore 
width for helium will be required, as discusscd in Section 1.4. The excess adsorption is then 
calculated as

N ( P )  =  f "  c l H f ( H ) r v a h ( H , P ) -  ^ - ^ < . ( / / )  
P  lit-

(61)

where v a h ( H ,  P )  is the a b s o l u t e  local adsorption and p Hv is the corresponding bulk density 
and v ^ c ( H )  is the absolute local adsorption for helium at the calibration temperature and 
pressure. However, most studies of this type avoid using a helium calibrated pore width and 
instead use an arbitrary chemical pore width, for example H r  — 0.34 nm, which leads to 
inconsistencies with experiment.

If the dependence of the local isotherms on pore width is not an analytic function, we 
must instead represent the adsorption integral as a sum. In turn, if our local isotherms arc 
not analytic, then (51) becomes a matrix equation [204J.

N ( P ) = y ( H c , P ) d H ( H r ) i ( H r ) (62)
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where dH is diagonal. The next step is to define the range and number of pore widths. 
Davies et al. [204) carefully describe the issues that influence these choices, and we will 
base the following discussion on their work. They argue that the number of pore widths, 
which is equal to the length of the column vector f,  should be set equal to the number of 
pressure data points, which is equal to the length of the column vector N, to ensure that 
the unique “feasible" solution, if it exists, is found (they define a feasible solution to be 
one for which each element of f is non-negative). This assumes that all the column vectors 
of v are linearly independent. But if a feasible solution does not exist, then the choice of 
the number of pore widths is less clear. They also recommend using a cutoff in the upper 
range of H i to ensure the linear independence of the columns of v, as local isotherms tend 
to become increasingly similar for large H c . Actually, this constraint is dependent on the 
upper range and resolution of pressure data because, for subcritical gases, the maximum 
pore width that can be resolved depends on experimental pressure resolution close to the 
bulk gas-liquid phase transition. They suggest these constraints because they suppose that 
the characterization process is of little use if more than one solution is obtained from (62). 
Of course, the usefulness of a characterization technique can only be defined with respect 
to a particular aim. If the aim is to make accurate adsorption predictions on the basis of a 
characterization, then it is not clear that uniqueness of PSDs is important. But if the PSD 
itself (i.e., f ) ,  is the focus of investigation (e.g., the aim might be to determine the effect 
an activation processes on a material), then uniqueness is important. They also recommend 
the use of regularization techniques to smooth f  so that it is more physically appealing 
and less sensitive to small perturbations in experimental data. Regularization techniques are 
somewhat arbitrary. The smoother the resulting PSD as a result of regularization then, by 
definition, the less sensitive it will be to small perturbations in the data to be fitted, which 
means that the PSD will be less sensitive to experimental error. Choosing a regularization 
technique on the grounds of what is physically appealing could be quite misleading. Finally, 
on grounds of simplicity, they recommend using uniform intervals in H c , which reduces dH  
to a scalar constant. This final constraint is questionable. In line with the requirement that 
local isotherms comprising the kernel should be linearly independent, it seems more sensible 
instead if the intervals in H c are chosen to maximize this requirement, (i.e., to maximize the 
difference in the local isotherms). Typically, this means choosing an interval that increases 
with Wr, perhaps exponentially.

Active carbons are usually modeled with the polydisperse ideal slit-pore model. Although 
the precise nature of the pore surface must depend on the precursor and treatment, there 
is recent evidence from high-resolution electron microscopy [18, 20] (HREM ) that the pore 
surface of nongraphitizing carbons is formed from curved fullercne-like fragments with 5, 6, 
and 7-mcmbered rings. A random arrangement of these elements produces a rather tortuous 
pore-space. Whatever the nature of the surface, the polydisperse slit-pore model can be 
quite successful [28] for activated carbons and some simple near-supercritical gases.

Ideal cylindrical and spherical pores have also been used in polydisperse pore models. 
Ravikovitch et al. [129] model the interaction of a LJ particle with an ideal cylindrical surface 
with radius /?„ with

V ™ ( r )  =  7T-Pi

63
32

- 3

R

(T,
x  F

(J:

/*/ r  \ \
- 4 " 3 3 (  *  V I1 + x  F — — ; l —  )

v 2 ' 2 U ,j  _

(63)

where r  is the radial coordinate measured from the cylinder’s axis and F ( a ,  (3< x *  &)  *s the 
hypergeometric function [200]. The “chemical” internal surface area and volume are now

A  -= r  c lRJ(R, .y ,  V =  ' r  <lR,.R,f(R,)
*'() L J{\

(64)

where R c =  R p — 8 R  is the chemical pore radius. This model was used to study adsorption 
in a regular mesoporous material (MCM-41 [129]) that consists of long parallel channels but 
could also be used to study amorphous materials in place of the usual slit-pore model.

10

p
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Ravikovitch and Neimark [72] modeled the interaction of LJ particles with an ideal spher
ical surface of radius R p using

(7-

K "  (>■) - 277- p w e i w a - „

Now, the chemical surface area and volume are

- Es /̂>={.)
cr, cr.

- Y . ( +  ( -1 )"

R ' ; , ( r - 2 R p y » - < ‘

(J.

R",(r
k ^
2 R „ y -  J

(65)

/I =  [  d R l. f ( R l ) -  V  =  - [  d R c R J ( R c )
J\) J Jo

(66)

This model was also used to study regular porous materials, this time containing cage-like 
pores.

The first DFT characterization method [39] employed a “local” DFT (29) to generate the 
local isotherms. But more recent DFT work [38] has used one of the “nonlocal” theories 
described in Section 2.2, that is, either the SDA2 or FMF for hard spheres [augmented by 
a simple mean-ficld term for attractive forces (27)]. These theories require each component 
of the adsorbate to be modeled as a spherical particle. To solve the Euler-Lagrange equa
tion (38) for the density, these theories also require, at least, calculation of 8 F (,-v/5 p /(r) for 
each iteration of the solution method. Ultimately this requires many integrations of the form

/ (r , )  = J dr2f ( r 2)w(ri2) (67)

where /  has the symmetry of the confining geometry and w  is a spherically symmetric weight 
function. For ideal slit-pores, we can make use of cylindrical symmetry to obtain

/(Z|) =  27T I  dz 2f { z 2) W( z 2 -  Z( ) (68)

where

W ( z )  =

d r r r r w ( r v )
J \ : \  ^  “

m rJ M

(69)
d r rj u ( r [2)

for scalar and (FMT) vectorial weight functions where i. is the unit vector normal to the 
plane of the pore walls. Because W ( z )  can be calculated outside of any iteration loop, 
solution of a nonlocal spherical DFT in planar symmetry is essentially a ID integration 
problem. With FMT, each W ( z )  can be calculated analytically to give [135]

( R j - z 2 )

w
<-)

) =  R i
(70)

w ; 2 v ) ( z )  =  zi

for jzi < R ; ,  and 0 otherw'isc. A great deal of work has used either the SDA2 or FMT 
nonlocal DFTs to analyze adsorption in slit-pores ranging from fundamental studies of fluid 
behavior [10, 54, 205] to materials characterization studies [27, 38].

Solution of nonlocal DFTs in cylindrical geometries is more complicated, particularly for 
FMT. Generally, the characteristic integral can now be expressed in the cylindrical coordi
nates of the confining geometry (Fig. 8a)

( VI )
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(a) ( h )

F ig u re  8. S chem atic  d iag ram s describ in g  (a ) cy lindrical co o rd in a te s  and  (b ) sphe rica l c o o rd in a te s  in a  cylindrical 
geom etry .

where

H7 (/"!, /%) =  f  d ( ) ,  I
, x  J r {2w ( r {2)  

d r i 2  , (72)
J() A• 1

J  r \ z  “  c"

and
rf +  r 2 ; b  =  2r, r2; c  =  J a  — b  cos d 2 \ r \ 2 =  c 2 +  z \ (73)

Once again, solution of a nonlocal DFT becomes a one-dimensional integration problem 
because, generally, W/ ( r , , r 2 )  can be calculated outside of the solution integration loop. But 
to calculate W ( r x, /*2), we first need to deal with the integrablc singularity at r ]2 =  c .  This 
can be achieved with the substitution t2 =  rn  — c to obtain

W ( r { , r 2 )  =  2 I ”  d 0 2 C  d t  
•A) “ h)

( /2 +  c ) w ( t 2 +  c)
(74)

v / ^ + 2 c

which is integrable for reasonably smooth weight functions, w .  For example, for the FMT 
weight function a  =  3, we obtain

w ^ (  r x ,/■,) =  j " '  d f ) 2 y R f  -  c 2; 0*“* =  cos"1 ("max ( - 1 ,  ^  (75)

But the FMT weight functions with a  == 2 and a  =  2u are not sufficiently smooth to allow 
calculation of W ( r x, r 2 )  by numerical integration using (74) (these FMT weight functions 
involve spherical delta-functions). For these weight functions, we obtain from (74)

W . (2V „ r 2) =  * , / '  d 0 2
0 s J R j  - c 2

and

m/(2,), , /  [ ° r K  m  cos(02) r1^ (2,( r1, r 2) \ !
Wy v \ * r i ) = \ r 2 j  "O'*

• J R ]  ~  s - R,

(76)

(77)

where i, is the unit vector pointing in the direction of r, from the center of the cylinder. 
But, once again, these integrals have singularities at 0 2 =  0"lax for r, > ft,. This time they 
can be avoided by using the substitution t 2 =  0™x -  0 2 to obtain

l V r ) { r [ , r 2 ) =

2  R
' i)

d t O'

dt
t  cos (0max — /-) (-)

/  R 2 -  a  +  b c o s ( d ™ * *  -  f2)

r , ^ r ( r „ r 2) \ g 
ft.

a  =  2v

(78)

r
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For r, > R h  these integrals become

7 T R :

W t a \ r ] , r 2 )  =

a  =  2
s f l b

(79)
T r ( r z ~ r  ,)i
------- 7= -----; a  =  2 v

■ J i b

in the limit 0"mx —► 0. The singularities in (78) for /*, < R { can be avoided by reordering the 
characteristic integral, that is, by writing

/ ( r t ) =  4 r  c i e , r  d r , r i f ( r 2 ) W ' ( r i 9 r ^  6 . )  (80)
Jo */()

where

■ / \ / r ,  (81)
c

But now the problem is two-dimensional and its solution is somewhat complicated with this 
route. So for t \  < we advise that the more efficient two-dimensional route devised by 
Figueroa-Gerstenmaier et al. [206] is followed. They use spherically symmetric coordinates 
(see Fig. 8b) to obtain the characteristic integral

/ ( /’i ) =  f  d d 2 f  d(J>2 I  J/v*2 sin (f)2 f ( x ) w ( r ^ )  (82)•A i A )  “ A ) " “ . . -  -
where

x2 =  r2 +  r; sin" </>2 +  2/*, /2 sin cf)2 cos 02 (83)

For the FMT weight functions with a  =  2  and a  — 2 v , this characteristic integral becomes

= 4/?f r  d o , r ' ~  d<f>, sin ^  =  2 (84)
1 Wo - (sin (f>, cos 6 2f ( x ' ) i rj; a  =  2v '

where

.v'2 =  /f  4- /?2 sin2 </>2 -f 2r, /?, sin </>2 cos 0 2 (85)

These 2D integrals are devoid of singularities.
So, to recap, for cylindrical geometries the most efficient method for calculating the char

acteristic integral is to use (71) with (74) for smooth weight functions, which gives (75) for 
the a  —  3 weight function in the FMF. The numerical integration remaining inside the itera
tive solution loop is then one-dimensional. Similarly, the most efficient method for the a  =  2
and a  — 2 v  weight functions in the FMF is to use (78) for r, > R h  which becomes (79) in
the limit 0)liax —► 0. But for r, < /?, we recommend using the 2D integrals (84) with (85) for
these weight functions.

The most straightforward method for solving the characteristic integral for spherical 
geometries is by 3D fast Fourier transforms (FFTs) [200]. The convolution theorem yields

I ( r { )  =  I F T [ f ( k ) w ( k ) ]  (86)

where I FT denotes the inverse 3D Fourier transform operation and k  indicates the 3D 
Fourier transformed quantity. For the linearly independent FMT weight functions, we have

, iij. 'jj
u \ y)( k )  — —— [ s \ n { k R j )  — k R .  cos ( k R t ) \

J>K'

« f ( * )  =  ^ s i n  (** ,)  (87)

I"*»') ■, , .. ( i l l -
w  ~ (k ) =  ;k iv)  ( k )
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Lastoskie ct al. [38] used the SDA2 functional to model the adsorption of nitrogen at 
n l  K in graphitic slit-pores and calculated PSDs for three microporous carbons, including 
AX21. They found that the nonlocal theory could generate a much better fit to experimental 
isotherms than the local DFT. By calibrating their molecular models to adsorption on a low 
surface area carbon (Vulcan), they obtained PSDs for each of the high surface area carbons. 
However, they did not remark on the similarity of the nitrogen isotherms on Vulcan and 
AX21, which indicates the possibility of poor diffusion in AX21. The SDA2 version of DFT 
has been used in various studies of porous carbons [40, 41, 133]. Kowalczyk et al. [40] and 
Puziy et al. [41] have both compared predictions of the DFT+ software with the characteri
zation method of Do and coworkers [35, 85]. Kowalczyk et al. find that the D FT+ software 
tits experimental isotherms better than the method of Do and colleagues. Both groups claim 
that there is good agreement between the two methods for prediction of PSDs, but we are 
inclined to disagree for adsorption in nanopores. Dombrowski et al. [36] and Scaife et al. 
[86] have both performed studies concerning characterization of activated carbons with the 
SDA2 DFT used to model the adsorption of both nitrogen and argon at 77 K in graphitic slit- 
pores. The aim of this work is to assess the agreement between PSDs predicted by different 
adsorbates. But each of these studies could well be flawed because of the low temperature 
used. Indeed, at 77 K argon is 7 K b e l o w  its triple point, so one should not expect it to 
be a useful probe of pore structure at this temperature. Unsurprisingly, these studies make 
rather different conclusions regarding the consistency of PSDs generated by different adsor
bate probes. Dombrowski et a l  conclude that there is good agreement (although this is not 
obvious from their results), whereas Scaife et al. conclude the opposite.

Ravikovitch et al. [27] used the SDA2 DFT and model graphitic slit-pores (56) to analyze 
the adsorption of nitrogen and argon at 77 K (each up to their respective saturation pres
sures) and carbon dioxide at 273 K (up to 1 bar) on several activated carbons. They calibrate 
all gas-surface interactions to adsorption on low surface area carbons and find quite good 
agreement for PSDs generated by the different adsorbate probes on each high surface area 
material (see Fig. 9, for one example). Indeed, the apparent level of agreement is remarkable 
considering their calibration method, the range of temperatures and adsorbates employed, 
and that argon is 7 K below its triple point. Unfortunately, they do not make predictions 
for gas adsorption using these PSDs, so it is not clear how accurate their method actually 
is. Ravikovitch and colleagues have also performed several other studies with the SDA2 
DFT in cylindrical [207] and spherical [72] pores to investigate adsorption and hysteresis in 
regular mesoporous materials. Olivier and coworkers [208, 209] have used a similar method 
to analyze the pore structure in clays and related materials.

Pore w idth, A

F ig u re  9. P o re -s ize  d is tr ib u tio n  o f  C F C M S  ca rb o n  fib e r  ca lcu la ted  from  n itro g e n , a rg o n , a n d  su b a tm o sp h c ric  carbon  
d io x id e  a d so rp tio n  iso th e rm s using  n on local D F T  a n d  g ran d -c an o n ica l M C  s im u la tio n s  to  g e n e ra te  th e  k ernel. 
R e p rin te d  w ith  p e rm iss io n  fro m  [27]. R av ikovitch , e t al., L a n g m u ir  16, 2311 (2000). ©  2000, A m erican  C hem ical 
S ociety.
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Although FMT has become the method of choice for fundamental DFT studies in confin
ing geometries [205, 210], it has yet to be employed to characterize real nanoporous mate
rials. For those unfamiliar with this theory, it might appear more complex than the SDA2 
theory, but in fact it is often more efficient for calculation of the kernel. Indeed, the FMF 
should be preferred to the SDA2 DFT in very narrow cylinders because it is exact in the ID  
limit. However, given the crude nature of the approximation for weak attractive forces (27), 
there might not actually be much to gain by adopting the FMT functional. Goulding et al. 
[211] were the first (as far as we are aware) to employ FMT in cylindrical geometries, but 
they did not publish details of their solution method. They found substantial size selectivity 
for hard-sphere mixtures in nanoscopic cylinders. The 2D integration method corresponding 
to (82) with (83) was first described by Figueroa-Gerstenmaier et al. [206] who examined 
the adsorption of a Lennard-Jones fluid in nanoscopic cylinders and found that the behavior 
differed significantly from that in similarly sized slit-pores (although this difference reduced 
as pore-size increased), and that the FMF [augmented by (27)] was quite accurate even in 
the smallest pores studied (i.e., close to the ID limit), when compared with grand-canonical 
MC simulation results. Gu et al. [212] use the same 2D integration method to examine the 
adsorption of hydrogen in carbon nanotubes at low temperatures where quantum effects 
become significant. They employ a path-integral approach that involves modeling quantum 
particles by unusual classical ring-polymers. Although the general approach involving path- 
integrals is interesting, their particular model ring-polymer is very crude. In their model, 
every site on a ring-polymer interacts with every other via hard-sphere repulsion when, in 
fact, only adjacent sites on the same ring-polymer should interact with a h a r m o n i c  inter
action and only sites with the same label (from 1 to TV) on d i f f e r e n t  ring-polymers should 
interact via hard-sphere repulsion.

Ravikovitch and colleagues [129] have compared the performance of the SDA2 and FMF 
DFTs [plus the mean-field term (27)] against grand-canonical MC simulations for adsorption 
of a LJ fluid in nanoscopic slit-pores and cylinders. They find that the SDA2 functional 
generally produces a slightly more structured fluid than the FMF functional, and that when 
molecular model parameters are fitted to reproduce bulk data (such as coexisting liquid and 
gas densities and pressures), both theories perform quite well compared to MC simulation 
even in very narrow pores. The largest deviations from simulation results are observed at the 
highest bulk densities (pressures) and, for SDA2, in the narrowest cylinders. Unfortunately, 
they do not solve the FMF in cylindrical geometries, so its behavior in the approach to the 
ID  limit (where the FMF is exact) is not assessed.

Despite the undoubted gains made using DFT to generate the kernel, some concerns 
remain. First, there is no e x p l i c i t  evidence that the DFTs and models described earlier in this 
review are able to predict accurately adsorption in real materials, either of the same gas used 
to generate the PSD at other temperatures or of other gases at any temperature. Although 
DFT has proved popular for fundamental studies of the behavior of simple fluids in ideal 
pores and for material characterization studies, there are no studies, to our knowledge, 
that make predictions for adsorption in real materials using DFT We can expect, given the 
accuracy of nonlocal DFTs in ideal pores for simple fluids, that it might be quite accurate 
for predicting adsorption of simple fluids in active carbons. But we have no right to expect 
similar accuracy for more complex fluids with significantly nonspherical molecular shapes or 
with electrostatic moments, such as butane and water. Further work is needed to establish 
whether current DFT methods are sufficient to model a range of gases adsorbed in a range of 
real materials, or whether more sophisticated functionals and models are required. Second, 
most nonlocal DFTs are very numerically demanding; possibly loo demanding to be of much 
use for predicting gas mixture adsorption. Each additional component of a mixture adds 
an additional dimension to the kernel. This means that, although nonlocal DFTs can be 
much quicker than MC simulation for generation of the kernel, they are still very expensive 
numerically for mixtures. Much faster methods are desired for this purpose and they will be 
described in the next chapter.

Several studies use the polydisperse ideal-pore mode! and GCMC simulation to gen
erate the kernel. Quirke and Tennison [88] analyzed the adsorption of nitrogen at 77 K 
and methane at 313 K on an activated carbon PRC 16. They find poor agreement between



M odeling  G a s  A d so rp t io n  in A m o rp h o u s  N a n o p o ro u s  M ateria ls 361

graphitic slil-pore PSDs generated from each adsorbate probe and for the resulting adsorp
tion predictions. They attribute the lack of agreement to the enhanced interaction of nitro
gen at 77 K relative to methane at 313 K on electrostatic or polar surfacc sites (nitrogen 
has an electric quadrupole moment, whereas methane does not). Although this is certainly 
conceivable, a more simple explanation of the poor agreement is their calibration method 
for each gas-surface interaction, which employs a low surface area carbon as the calibration 
material. Gusev et al. [213] have used GCMC and the polydisperse independent slit-pore 
model to generate PSDs for methane at 308 K on BPL-6 activated carbon and are then 
able to predict methane adsorption at higher temperatures (333 K and 373 K) with good 
accuracy. This is encouraging, but is not a particularly stringent test of the model. Lopez- 
Ramon and colleagues [43] have used similar methods to obtain PSDs for three different 
adsorbates (CH4, CF6, and SF6) that probe different pore width ranges (due to their dif
ferent molecular size). They then “stitch” these PSDs together to obtain the “global” PSD 
for Carbosieve G [43] and to analyze pore network connectivity. Unfortunately, there is 
poor agreement between PSDs generated by the different probes in the region of overlap of 
their pore-width ranges. The authors attribute this lack of agreement to two factors: (1) in 
any region of overlap, one probe will be more sensitive than another and better agreement 
could be obtained with a different method for solving the adsorption integral (51), and 
(2) that their calibration method is inaccurate. They use second-virial coefficients to calibrate 
gas-gas interactions and adsorption on a low surface area carbon to calibrate gas-surface 
interactions.

The early work of Samios et al. [214] should be regarded with caution as they employ 
carbon dioxide at 195 K, which is considerably below its triple-point temperature, as a probe 
of pore structure in activated carbon. However, later work by Samios and colleagues [215] 
using similar methods makes good predictions for adsorption of carbon dioxide at 298 K 
based on a PSD obtained from nitrogen adsorption at 77 K on the same material (Norit 
RB4). The reverse process, that is, prediction of nitrogen adsorption at 77 K using the PSD 
based on carbon dioxide adsorption at 298 K is less accurate but encouraging nevertheless. 
They also make generally good predictions for adsorption of these gases at the same temper
atures based on PSDs obtained from carbon dioxide adsorption at 195 K and 308 K, but they 
do not show the resulting fits to experiment at 195 K and 308 K so it is not clear whether 
these results are significant. The consistency between the adsorption of nitrogen at 77 K 
and carbon dioxide at 298 K is remarkable considering the range of temperatures employed, 
their calibration method for gas-surface interactions (they calibrate to a low surface area 
carbon), and the very different PSDs obtained for each gas and temperature. Their success 
can probably be attributed in part to their imposition of an additional constraint (compared 
to other work in this area), that is, they require each PSD to have the same total volume 
(although it is not clear how they choose this volume).

Ravikovitch et al. [27] obtain quite good agreement between PSDs generated with the 
polydisperse slit-pore model and kernels generated by grand-canonical MC simulation and 
classical DFT for adsorption of carbon dioxide at 273 K on a number of activated carbons 
(see Fig. 9 for example). They calibrate gas-gas interactions to reproduce bulk coexistence 
data and gas-surface interactions to reproduce adsorption on a low surface area carbon. 
Unfortunately, as stated earlier, they make no adsorption predictions so it is not clear 
whether the apparent agreement in their PSDs translates to good predictive capability.

Sweatman and Quirke [28] use this model and grand-canonical MC simulation to generate 
kernels to analyze the adsorption of carbon dioxide, methane, and nitrogen on three acti
vated carbons at 293 K. They find quite good agreement between experimental isotherms 
and isotherms predicted on the basis of carbon dioxide PSDs (see Fig. 10). They calibrate 
gas-gas interactions by developing new molecular models using Gibbs ensemble simulations 
and reference experimental data for liquid-gas coexistence densities and pressures over a 
range of temperatures, and they calibrate gas-surface interactions by fitting to adsorption on 
a low surface area carbon (modeled as a porous material rather than a flat surface). These 
results are encouraging, but once again they are not a severe test of the model because 
nitrogen and methane are substantially supercritical at 293 K. Finally, using the same meth
ods these workers analyze adsorption of nitrogen at 77 K and carbon dioxide at 293 K on
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F ig u re  10. E x p e rim e n ta l a d s o rp tio n  iso th e rm s fo r ca rb o n  d iox ide ( to p  c irc les), m e th a n e  (trian g le s ), a n d  n itro g en  
(b o tto m  circ les) in th re e  a c tiv a te d  c a rb o n s  a t 298 K. T h e  full lines a re  fits to  th e  ea rb o n -d io x id e  d a ta  u sing  a  slit- 
P S D  a n d  a  k e rn e l g e n e ra te d  by g ran d -c an o n ica l M C  sim u la tio n . T h e  o th e r  lines a re  a d so rp tio n  p re d ic tio n s  b ased  
o n  th ese  P S D s. R e p r in te d  w ith  p e rm iss io n  from  [28], S w eatm an  a n d  Q u irk e . L u n g m u ir  17, 5011 (2000). ©  2001, 
A m e ric a n  C h e m ica l S ocietv .
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AX21 [91). They find poor agreement between PSDs for each probe gas and consequently 
poor predictive capability. They conclude that, most likely, the poor agreement is caused by 
poor diffusion of nitrogen at 77 K in AX21 (possibly caused by freezing; see Section 1.5). 
However, it could also be caused by calibration of gas-surface interactions to a low sur
face area carbon. Note that in this case, the serious discrepancies arc unlikely to be caused 
by enhanced adsorption of nitrogen at 77 K on electrostatic surface sites because carbon 
dioxide adsorption is underpredicted using the nitrogen PSD. So this result questions the 
interpretation of Quirke and Tennison [88].

So what can we draw from this body of work? It seems that all this work suffers the same 
limitation, that is, that gas-surface interactions are calibrated to reproduce adsorption on 
low surface area carbons and applied to analyze adsorption on high surface area carbons that 
might have quite different effective gas-surface interaction strengths [215]. Some success has 
been gained, but usually these are not stringent tests of the surface model. The exception to 
this conclusion is the work of Samios and colleagues [216], who obtain quite good agreement 
between adsorption isotherms for nitrogen at 77 K and carbon dioxide at 298 K on a single 
carbon. Unfortunately, they do not obtain consistent PSDs. It seems that further work is 
required using these methods, including adsorption prediction for a range of super- and 
subcritical gases for a range of materials.

3.3. 3D Models
Despite the undoubted success of the polydisperse independent pore model for mimicking 
the behavior of some systems, for example the adsorption of weakly polar near- or super
critical gases on activated carbon [28, 213, 215], it is known to be inadequate for a range of 
other important systems. Its failure is the result of two factors: (a) the modeled uniformity 
of individual pores, and (b) the independence of these pores.

In real materials, there will be both geometric and energetic nonuniformities that result 
in phenomena that the ideal pore model cannot capture. Indeed, it cannot even clearly dis
tinguish energetic from geometric nonuniformity or one kind of geometry from another. For 
example, Davies and Seaton [30] and Bojan and Steele [29] have modeled the adsorption 
of simple fluids in ideal pores with a variety of cross-sectional shapes using Monte Carlo 
simulation. They find that the geometry of the pore cannot reliably be determined from 
an adsorption isotherm alone. And Gac and coworkers [31] find using Monte Carlo simu
lation that the adsorption isotherms of a simple fluid are quite similar when adsorbed in 
pores with different energetic and geometrical nonuniformities. Maddox and coworkers [79] 
have investigated the influence of pore-junctions on adsorption of a model of nitrogen at 
77 K using molecular simulation. They found that this geometric nonuniformity resulted in 
pore-blocking and that similarly sized independent pores did not exhibit this phenomenon. 
Papadopoulous et al. [109], Kozak et al. [217], and Gelb [218] have studied the influence 
of boundary conditions on adsorption in smooth-walled pores of finite length using Monte 
Carlo simulation and mean-field DFT. Essentially, they find that adsorption metastability 
is reduced if one end of the pore is closed with an attracting (Lennard-Jones) wall and 
that desorption metastability is reduced for an open-ended pore. The more recent work of 
Gelb [218] suggests that this simple picture is complicated by other considerations such as 
temperature, pore width, and pore length. Ultimately, ideal pores of infinite length exhibit 
enhanced hysteresis because the formation of menisci is suppressed. For strongly dipolar 
molecules, like water, Brennan and colleagues [73, 219] find that energetic nonuniformities 
can lead to water adsorbing at pore entrance, potentially blocking them, a phenomenon 
that is also absent from the polydisperse independent pore model. Kierlik and colleagues 
[23. 59, 60] have demonstrated that pores, or regions, in an amorphous material can have 
an important influence on neighboring regions for subcritical fluids. Their work concerning 
concerning lattice models of high porosity disordered materials (silica gels) has shown that 
the independent pore model would not be able to provide a full account of their adsorption 
phase behavior.

Clearly, characterization of nanoporous materials in terms of a polydisperse indepen
dent pore model is a gross approximation. For activated carbons, high-resolution electron



364 M odeling  G as  A dsorp t ion  in A m o rp h o u s  N a n o p o ro u s  M ateria ls

micrographs [18, 20] indicate that the slit-pore model might be a reasonable starting point, 
whereas for other materials, like silica gels, it might not be as accurate. So there can be great 
value in developing surface models that address specific issues such as energetic or geomet
ric nonuniformity or pore-pore interactions. However, a surface model that can capture all 
of these effects is likely to be very complex. If energetic and geometric nonuniformity are 
predominantly short-range in nature and if pore-pore interactions are long-range, then an 
accurate model will probably be described over a wide range of length scales. Essentially, 
an accurate model will need to capture nanostructure and network topology. Recent articles 
[21, 219] have addressed the development of detailed 3D surface models in some depth. 
Here, we present a summary of some of these models, concentrating on those that have 
been subjected to comparison with adsorption experiments for nanoporous materials, that 
is, the models of Segarra and Glandt [220] and the reverse Monte Carlo (RMC) models of 
Gubbins and colleagues [73, 221-223].

Segarra and Glandt [220] modeled an activated carbon as a collection of randomly ori
ented graphitic disks. Each disk represents two circular graphene layers held parallel to each 
other at a distance of 0.335 nm. Each layer is uniform, and adsorbate-layer interactions 
are modeled by a “smeared-out” Lennard-Jones interaction, which varies only with distance 
perpendicular to the layer and from its circular axis. Each realization of a carbon surface 
is generated by performing a canonical Monte Carlo simulation of hard disks at equilib
rium (see Fig. 11). Adsorption isotherms are generated with GCMC simulation and a single 
parameter, the disk radius, was varied (from 0.5 to 1.0 nm) to make comparison with exper
imental results for the adsorption of methane and ethane at about 300 K. To model the 
adsorption of water an additional adsorbate-dipolar disk edge interaction was introduced. 
The complexity of surfaces generated by this method allows a degree of geometric and ener
getic nonuniformity and pore-pore interaction. But it is essentially a scalar model, so it is 
no surprise that quantitative agreement with experiment for adsorption isotherms was not 
obtained.

Thomson and Gubbins [222] modeled an activated carbon with “reverse Monte Carlo” 
(RMC). This is essentially a method whereby a structural measure of the simulated 
nanoporous carbon, its carbon atom-carbon atom radial distribution function, for example,

F ig u re  11. R e p re se n ta tio n  o f  a 3D  m odel o f  an ac tiva ted  carb o n  (p la te le ts )  an d  ad so rb e d  gas (sp h e re s) . T h e  p latelet 
c o n fig u ra tio n  is g e n e ra te d  by a M C  p ro ced u re . R e p rin ted  w ith p e rm iss io n  from  [220 |. S egarra  an d  G la n d t. Chem. 
Lug. Sci. 49. 295.1 (1994). (0 1994, E lsevier.
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is stochastically optimized to fit experimental data by allowing a large number of small fluc
tuations in the modeled surfacc.

In one method [221, 222J, the model consists of a number of flat graphene sheets contained 
within a given volume, and three types of move are performed: (a) random translational 
and orientational moves of a graphene sheet, (b) random creation or deletion of aromatic 
rings on the edge of a graphene sheet, and (c) occasional creation or deletion of a complete, 
randomly generated graphene sheet. The RMC simulation is initialized from a randomly 
generated realization consisting of a number of randomly generated graphene sheets and 
the moves are accepted if the deviation of the instantaneous simulated carbon-carbon dis
tribution function from experimental data, which is obtained from scattering experiments 
on a macroscopic sample, is reduced (and rejected otherwise). Entire graphene sheets are 
created or deleted to prevent the average density from deviating too far from a desired 
value. This is a “downhill” optimization procedure, and so the name “reverse Monte Carlo” 
is not entirely appropriate. Once the surface is generated by RMC (see Fig. 12 for example), 
GCMC is employed to model the adsorption of nitrogen where each carbon surface atom 
and each nitrogen atom is represented by a Lennard-Joncs site. Thomson and Gubbins [222] 
found that nitrogen adsorption at 77 K on carbon a-MCMB was accurately predicted for 
pressures less than about 10 3 bar, but significant deviation from experiment was observed 
above this pressure. They argue that this is because their simulation cell, which was cubic 
with each side 10 nm, is not sufficiently large to properly capture the contribution from 
pores larger than about 1.5 nm or so. It remains to be seen how large the simulation box-size 
should be to capture the correct behavior. Another consideration is that they follow ear
lier work and calibrate gas-surface interactions to a low surface area carbon. Gavalda and 
colleagues [221] used the same method to model nitrogen adsorption in carbon aerogels. 
In their study, nitrogen adsorption in the nanoporous carbon beads that form the aerogel 
was poorly predicted at all pressures. They suggest that this could be due to poor calibra
tion of gas-surface interactions, to imprecise calculation of the material’s density, or due 
to insufficient sophistication of the surface model. This last factor seems unlikely given the

F ig u re  12. R e p re se n ta tio n  o f  a 3 D  m odel o f  an  ac tiv a ted  carb o n  fo rm ed  from  g rap h en e -lik e  sh e e ts  via a reverse 
M C  m e th o d . R e p rin te d  w ith perm iss io n  from  [222], T h o m so n  and  G ubb ins. L angnu tir  16, 5761 (1999). £> 1999, 
A m e r ic a n  C h em ica l Society.



366 M odeling G as  A dsorp t ion  in A m o rp h o u s  N an op oro us  M ater ia ls

ability of much simpler models, such as the polydisperse slit-pore model, to describe nitrogen 
adsorption on active carbons.

Brennan and coworkers [73] have also used this method to study the adsorption of water 
in a graphitizable carbon. In addition to adopting this method to generate a carbon surface, 
they also randomly decorated the edges of graphene sheets with oxygen sites (represented by 
LJ sites with embedded partial charges), with a range of average oxygen densities. They find 
that this model is potentially able to reproduce pore-blocking due to water adsorption, but 
make no comparison with experiment. Pikunic et al. [223] considered a somewhat different 
RMC approach where individual carbon atom moves are attempted. Moves are accepted or 
rejected to optimize the fit to three target structural measures, the experimental structure 
factor, the average bond angle (27t/ 3), and the average number of carbon atoms bonded 
with three neighboring carbon atoms (carbon atoms are considered to be neighbors if the 
separation of their centers is between specified limits). These measures are weighted and 
a simulated annealing optimization algorithm is employed. For a model mimicking a glassy 
carbon formed by heat treatment at 2773 K, they generated a nitrogen adsorption isotherm 
at 77 K with GCMC but, again, make no comparison with experiment.

The most generally applicable of these different 3D modeling approaches is the RMC 
method of Pikunic et al. [224] as there are minimal arbitrarily imposed constraints. For exam
ple, the RMC method of Thomson and Gubbins [222] imposes the existence of graphene 
sheets comprised entirely of aromatic rings. In principle, one could imagine applying the 
RMC method of Pikunic and colleagues to any amorphous material provided the target data 
is known, that is, the structure factor, average bond angle and density of the most impor
tant component (i.e., carbon atoms in activated carbons). Adsorption isotherms can then be 
generated for a given adsorbate molecular model by GCMC. This is an attractive method, 
but it is numerically intensive compared to the polydisperse independent pore model, for 
example.

Two competing methods are immediately obvious for the prediction of mixture adsorp
tion on a RMC-generated surface. The most accurate method is to simply perform GCMC 
simulations of the desired mixture. But this is laborious, particularly if one wishes to obtain 
data for a range of mixtures (for the purpose of design optimization, for example). A much 
quicker alternative would be to employ a theory that can predict mixture adsorption based 
on pure component isotherms only. This is the aim of ideal adsorbed solution theory [95] 
(1AST). Although IAST is extremely easy and quick to use, it is useful only for ideal (or 
nearly ideal) mixtures (i.e., mixtures where the interactions of each component are quite 
similar). This theory and its limitations are detailed in the next section along with other 
approaches to predicting mixture adsorption on the basis of pure component isotherms.

3.4. Calibrating Interactions
Just as with adsorbate-adsorbate interactions, adsorbent-adsorbate interactions should be 
calibrated when using molecular models of adsorbate and adsorbent. For example, if we con
sider the Steele potential, a popular model for the interaction of a Lennard-Jones adsorbate 
site with a graphitic surface, we see that it is defined by four parameters, interlayer spac
ing A, solid density p, and the LJ length and energy parameters, a iw and e i w . How should 
we set the values of these parameters for a high surface area carbon such as AX21?

First, it should be realized that there are actually only two independent parameters to be 
calibrated, as we can set s  =  Ap e i w . In every case [27, 28, 38, 39, 88, 131, 170, 203, 213-215, 
220, 222, 225-230] in the literature, the remaining parameters are calibrated to reproduce 
adsorption on graphite or a low surface area carbon such as Sterling or Vulcan. Sometimes, 
the "standard" values e . m r / k B =  28 K and a ww  =  0.34 nm. and the Lorentz-Berthelot rules 
(42) are used to derive adsorbate-adsorbent interactions. These parameters were obtained 
from studies of graphite [5, 202], so use of these parameters still corresponds to calibration 
to a low surface area carbon.

This approach (i.e., fitting to a low surface area carbon) is a reasonable first approximation 
but it should not necessarily be expected to yield consistent results for high surface area car
bons. Quite simply, the surface of a high surface area carbon is very different from that of a
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low surface area carbon. So, for example, when using the polydisperse slit-pore model to char
acterize an activated carbon, one should not expect PSDs generated by different adsorbates 
to be consistent if the adsorbate-adsorbent interactions have been calibrated to a low surface 
area carbon. Yet it is often expected that PSDs generated in this way will be consistent. If 
one wishes to use PSDs in a predictive capacity (i.e., to predict adsorption of a pure or mixed 
gas on the basis of a PSD generated by another gas), then it would be more appropriate to 
calibrate the individual pure fluid adsorbate-adsorbent interaction parameters to a reference 
high surface area carbon. The premise here is that surfaces of all high surface area carbons 
are more similar to each other than they are to any low surface area carbon. The same kind 
of approach should probably be employed when analyzing any amorphous adsorbent.

4. PREDICTING GAS MIXTURE ADSORPTION
In nature, most fluids are mixtures. In industry, nanoporous amorphous adsorbents like 
activated carbons are used for a variety of purposes, but most of them involve the separation 
of one fluid component from another. Here we discuss advances in modeling the equilibrium 
adsorption of gas mixtures in these materials.

The problem that fluid mixtures present is concerned with the additional degrees of free
dom generated by each component after the first. For pure fluids, we need specify only the 
bulk pressure and temperature, so an adsorbed phase diagram is relatively easy to map. 
But for mixtures it becomes increasingly difficult to map the adsorbed phase diagram as the 
number of fluid components increases.

If we consider one method for predicting pure fluid adsorption, the adsorption integral 
(62), and attempt to adapt it to mixtures, we find that we need to specify an n  -j-1 -dimensional 
kernel (at a fixed temperature) for an ^-component mixture. If we represent the kernel 
at a fixed temperature by a matrix of, say, 10 elements for pressure, pore width and each 
bulk mole fraction, we find that the number of data entries is 10/l+1, a rather large number, 
even for small n .  So it is quite impractical to try to generate the kernel by calculating each 
data entry using a numerically intensive method such as MC simulation or even nonlocal 
DFT. Alternatively, a 2-D kernel can be generated as needed for a mixture with specified 
composition, although this is still a lengthy computation that needs to be repeated for each 
different mixture.

On the other hand, it is unlikely that any method for predicting mixture adsorption in 
nanoporous amorphous materials will be successful generally unless it models the behavior 
of fluid mixtures at the nanoscale. So our goal is to create a method that is both accurate 
at the nanoscale and very quick. This is precisely why this problem is difficult, interesting, 
and important. An accurate and fast method would be of use both in probing the physical 
chemistry of mixed adsorption and in practical applications to, for example, adsorbent design.

Every approach to this problem in the literature is based on modeling the adsorption of 
the pure components and using a fast theory to make predictions for the mixture. The mod
eling of pure component adsorption was discussed in the previous sections. Various methods 
have been used, ranging from simple “scalar” characterizations of the surface and empirical 
adsorption equations, to complex 3D models of the surface and Monte Carlo simulation of 
adsorption. Most of these methods have been adapted to predict mixture adsorption.

The additional element needed to make predictions for the mixture is a theory that pre
dicts mixture adsorption given pure component data as input. A number of methods have 
been attempted based on extending “empirical” pure adsorption equations to mixtures. 
For example, the Langmuir [9, 177, 185, 231, 232], Dubinin-Radushkevich [233], Dubinin- 
Astakhov [234], and Toth [189] isotherms and neural-network [188] and virial [9, 191-193] 
methods have been adapted in this way to analyze a variety of gas mixture systems. In these 
approaches, parameters describing the adsorbed gas mixture are determined by fitting to the 
pure component data. As with their pure component progenitors, we do not detail these 
methods.

One of the most significant theories for predicting gas mixture adsorption is based on 
a thermodynamic treatment of adsorption at a surface. In 1965, Myers and Prausnitz [95] 
invented ideal adsorbed solution theory (IAST), which is essentially an extension of ideal
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solution theory [235] to adsorption. This theory for the adsorbed mixture takes as its only 
input the pure component isotherms, all at the same temperature. It is able to make predic
tions for gas mixture adsorption at this temperature up to a pressure that is limited by the 
input data. There is no constraint on how the input isotherms are described. For example, 
one could fit straight-line segments between a set of data points. But usually the input data 
is described in terms of a smooth adsorption equation such as the Langmuir [186, 231, 236], 
Dubinin-Radushkevich [237], or Toth [186] isotherms. In 1995, Cracknell and Nicholson 
[238] suggested that the original theory should be recast in terms of the total, or absolute, 
grand potential rather than the “spreading pressure," which, according to them, is the neg
ative of the excess (over bulk) grand-potential density. Vuong and Monson [239] arrived 
at the same conclusion, which was later proved by us [240]. However, we note that in the 
original 1965 paper the theory is initially developed in absolute, rather than excess, terms.

IAST makes no assumptions about the nature of the adsorbent other than it is inert. We 
are not aware of any development of IAST to other ensembles, such as the osmotic ensemble 
that can be used to model swelling materials. IAST itself is not based on any nanoscopic 
model, but the pure component isotherms can be. This means that IAST can be combined 
with a model of the surface, such as a polydisperse pore model. This attractive feature 
has been used by several groups [131, 187, 241, 242] to improve gas mixture adsorption 
prediction beyond the standard application of IAST. Note that a surface model defined in 
terms of a PSD [242] seems to be preferred [241] to one defined in terms of a distribution 
of gas-surface interaction energies [243, 244] (or an ED).

Accurate prediction of mixture adsorption in nanoporous adsorbents requires a theory 
that models both the adsorbent and adsobate at a nanoscopic level. Or, in the language of 
AST, a theory is required that can calculate the effect of the surface on activity coefficients
[245]. Given the success of DFT and molecular simulation in modeling pure gas adsorption, 
one should expect them to be successful in predicting mixed gas adsorption as well. Gusev 
and O ’Brien [230] and Seaton and colleagues [228, 229] have used a slit-PSD to model acti
vated carbons and Monte Carlo simulation to model the adsorption of gas mixtures. Using a 
PSD generated from the pure methane adsorption isotherm and a methane GCMC kernel, 
Gusev and O ’Brien [230] find that they are unable to predict satisfactorily the adsorption 
of methane/ethane gas mixtures at 308 K in BPL-6 activated carbon at moderate to high 
pressures using the same PSD and a GCMC mixture kernel, although they find better agree
ment with experiment at low pressure. Davies and Seaton [228] used the same methods to 
study these gases on a range of activated carbons. They find that pure component adsorp
tion is predicted quite well for both gases for a range of temperatures above 293 K up 
to high pressure (about 30 bar or so) on several carbons using a PSD generated from the 
pure ethane isotherm at 293 K (see Fig. 13 for example). This is despite using gas-surface 
interactions that have been optimized for adsorption on low surface area carbons. They also 
find that selectivity is predicted quite well at relatively low pressure (1 bar or less) but is 
less satisfactory at higher pressures. They compare the use of MC simulation with IAST for 
predicting mixture adsorption and find close agreement, presumably because the mixture is 
relatively ideal under the conditions analyzed. Heuchel and coworkers [229] analyze carbon 
dioxide/methane mixtures at ambient temperature up to 17 bar. They find that, generally, 
better predictions for gas mixture adsorption can be obtained as more and more input data 
is used (i.e., using several pure gas isotherms as input is better than using just one). They 
attribute this to obtaining a more accurate PSD as more input data is used. For example, 
Fig. 14 compares predicted isotherms of several carbon dioxide-methane mixtures, based on 
a PSD generated by fitting to both pure carbon dioxide and methane isotherms simuhane- 
ously, against experimental data. The mixture isotherms, generated using the same PSD and 
GCMC kernels, are not particularly accurate. Also, they find that they cannot accurately fit 
a PSD to all of their data, including the mixture data.

Despite some encouraging results, these are not particularly stringent tests of the model 
because the probe gas (ethane or carbon dioxide at ambient temperature) is only marginally 
subcritical and is used to predict adsorption of the probe gas at higher temperatures and 
methane adsorption at supercritical temperatures to moderate pressure only (less than 
20 bar). Mixture adsorption prediction is also limited to low or moderate pressures. Overall,
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F ig u re  13. A d so rp tio n  o f  pu re  e th a n e  an d  m e th a n e  on  N uxit ac tiv a ted  carb o n  a t v ario u s te m p e ra tu re s . L ines are  
p re d ic tio n s  b ased  on  a  P S D  g e n e ra te d  by fitting  to  th e  p u re  e th a n e  iso th erm  a t 293 K  an d  k ern e ls  g e n e ra te d  by 
g ra n d -c a n o n ic a l M C  sim u la tio n . Sym bols a re  ex p e rim en t. R e p rin te d  with perm iss io n  fro m  [228], D avies and  S eaton , 
A IC h E J .  46, 1753 (2000). ©  2000, A IC h E .

the predictions for mixed gas adsorption in this work are somewhat disappointing consid
ering the level of sophistication. In all of this Monte Carlo simulation work, a likely cause 
of error is due to calibration of the molecular models. In each case, gas-surface interaction 
parameters are fitted to reproduce adsorption on a low surface area carbon. The assumption 
is that this parameterization is valid for high surface area carbons. We feel that this assump
tion is highly optimistic. The simplicity of the slit-pore model might also be important.

There have been no attempts to predict gas mixture adsorption in nanoporous materials 
with a nonlocal DFT of the type detailed in Section 2.2. But, recently, we have found some 
success with a particularly simple, “trimmed-down,” nonlocal DFT [240] that is able to pre
dict the adsorption of gas mixtures in graphitic slit-pores both accurately and quickly using 
as input a single pure gas adsorption isotherm only. Preliminary application of this method 
to a range of activated carbons is encouraging [216]. We will describe this method and its

0 5 10 15
Pressure [bar]

F ig u re  14. A d so rp tio n  o f  ca rb o n  d io x id e -m e th a n e  m ix tu res on  A 35/4 ac tiv a ted  ca rb o n  a t 293 K. L ines are  p red ic 
tio n s  b ased  o n  a  s lit-P S D  g e n e ra te d  by fittin g  s im u ltan eo u s ly  to  b o th  p u re  ca rb o n  d iox ide  a n d  m e th a n e  iso th erm s 
a n d  k e rn e ls  g e n e ra te d  by g ran d -c an o n ica l M C  s im u la tio n . Sym bols a re  ex p e rim en t. R esu lts a rc  show n fo r th re e  val
ues  o f  th e  bu lk  m o la r  frac tio n  o f  ca rb o n  d iox id e , y. R e p rin te d  w ith perm iss io n  from  [229 |. H eu c h e l e t al., L angm uir  
15, 8695 (1999). 0  1999, A m erican  C hem ica l Society.
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relation to IAST in detail, drawing substantially on our published work [240], In summary, 
this success stems from two key advances. The first concerns calibration of the molecular 
models, that is, we calibrate gas-surface interactions to reproduce pure gas adsorption on a 
reference high surface area carbon. The second concerns our novel and simple DFT.

We start by equating chemical potentials in the bulk and adsorbed phases.

where subscripts a  and b  are used to distinguish adsorbed and bulk quantities. Writing the 
chemical potential in terms of a reference chemical potential for the pure fluid

where the (J superscript denotes the pure component quantity, .r, and y, are the mole fraction 
and activity coefficient for component i ,  respectively, and

is the activity. So far, we have yet to specify how f t1/, the grand potential of the pure reference 
state, relates to ft, the grand potential of the mixed state, at the same temperature. Following 
the convention with ideal solution theory, we decide to choose ft1/ such that y, — 1 in the 
low-density limit. To discuss the consequences of this choice in the most accessible manner, 
we use basic results from DFT rather than the arguments put forward by Rudisill and LeVan
[246] and ourselves [240], From the fundamental equations of DFT [(25) and (26)], we have

where c, is a constant. From (88), (89), and the low-density result jS/i.,- — ln(A/ph/), we have 
in this limit

Finally, substituting this result in (90) gives the nonideal adsorbed solution theory (NIAST) 
relations

where each quantity on the left also depends on temperature and the surface, and each 
quantity on the right also depends on just the temperature. ft„ is the grand potential of 
the adsorbed mixture and P  is the pressure of the bulk mixture (for a bulk fluid ft =  
— P V ) .  Because we have yet to make any approximations, the NIAST relations are exact 
and equivalent to the Euler-Lagrange equations. The NIAST equations relate adsorbed 
concentrations to bulk concentrations in terms of pure fluid equations of state and activity

(88)

we obtain

z ,  =  exp ( P f i , ) (91)

/3ft =  £ /</rp,(r){ln[A;V(r)] -  1} + 0 F "

(92)

which with the Euler-Lagrange equation (38) in the low-density limit becomes

(93)

(94)

Putting these two results together gives

(95)

(96)
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coefficients. If for the moment we assume that all the activity coefficients are known, then 
for fixed f l lt and { x h}, if we can determine all the pure fluid adsorbed equations of state 
z \ ' ( i l a ) and bulk equations of state z"(P), then the only remaining unknown quantities arc 
{.v(,} and P .  Because we also know that =  1, we actually have n  +  1 equations with 
n  +  1 unknown quantities. So this set of equations can be solved by matrix inversion. Of 
course, the activity coefficients are generally not known exactly and approximations for them 
must be sought, except in the low-density limit where we have defined y i =  1.

The total adsorption can be obtained by substituting (11) into (89) (with f}(/ =  O. =  ( o V )  

to obtain

dco.

+  k B T  I  c )x iu \  +  k H T  /

a /  r Jai \ ^ a T  J

(97)

Use of (11) again and the fact that x , — 1 gives the desired adsorption relation

<*>

which reduces to Henry’s law in the low-density limit where % =  1.
Equations (96) and (98) are exact relations for the concentration and amount of each 

component in the adsorbed phase. Their solution requires knowledge of bulk and adsorbed 
equations of state for each pure component and all activity coefficients. We assume that 
the pure fluid equations of state are known. So expressions for the activity coefficients are 
required. The most obvious approximation is to set y ai =  y hh  which yields “equal mixing 
adsorbed solution theory” (EMAST) [240]

4 ( 7 \  n ,  v r ) x ai =  z l , ( T ,  P ) x hi (99)

This approximation will be less useful if gas-surface interactions significantly affect mixing in 
the adsorbed phase. So we can expect this approximation to be less accurate with increasingly 
different gas-surface interactions for each component. We note that it is not necessary to 
set y ai =  y hi =  1 (i.e., the fluid mixture is n o t  approximated to be ideal). EMAST simply 
approximates mixing to be the same, ideal or not, in the bulk and adsorbed phases. IMAST 
(ideal mixing) is EMAST with y ui =  y bi =  1. IAST can be obtained from IMAST by using 
the ideal gas approximation for z {} to give

P " , ( T ,  11, v r ' ) x m =  P hx hi ( 100)

Clearly, this approximation will be less accurate as pressure increases.
We compared IAST against a particularly simple DFT and found that our novel DFT 

[240] was significantly more accurate for predicting the adsorption of a model of a nonideal 
gas mixture, carbon dioxide and hydrogen, in ideal graphitic slit-pores. For relatively ideal 
gas mixtures, such as a model of methane and carbon dioxide, there was little difference in 
accuracy. In principle, our DFT approach is not limited in application by the input data as is 
the case with IAST (i.e., once a DFT model is defined it can be applied at any pressure and 
temperature). Although the IAST approach was still quicker by far, our DFT method was 
sufficiently quick to be considered interactive (i.e., an isotherm in an ideal slit pore could 
be generated in under a second on a desktop PC).

Our DFT method, as with all DFT approaches applied to materials characterization, treats 
gas molecules as hard spheres with a mean-field perturbation. Although accurate nonlocal 
theories for hard-sphere fluids exist, they are numerically intensive and inappropriate for 
quick calculations. So we used a local theory, using the FMF (i.e., the PY) equation of state 
for bulk hard-sphere mixtures. We approximate the intrinsic excess Helmholtz free-energy 
with (27), (28), and (29)

F ex = j dr<PHs({P(r}) + \  E / /  dr\dr2pXr\)Pi{r2)^j{r\2) (]0>)
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To simplify matters further, we adopted the slit-pore geometry and symmetrically parame
terized the density into three slabs. In this respect, our DFT has parallels with the MSAM 
model of Gusev and coworkers [186], which divides pore space into two regions, a strongly 
adsorbed region and the remainder.

Our model is presented schematically in Fig. 15 with the density profile represented by 
the vertically shaded region. It symmetrically parameterizes density profiles in terms of the 
set { H  , S H , p u , p 2i , p i h  (ri , j, 8 a h h  z*}, where each element is non-negative. Parameters with 
a subscript can be different for each fluid component, otherwise they are the same for 
all components. The slit width, H p , describes the physical width of the slit (i.e., H p is the 
distance normal to the walls between wall atom centers. The region where the density is zero, 
described by 8 H  — H  — H c„ prohibits fluid particles from overlapping wall particles. The 
three regions or “slabs” of density represent (1) a monolayer of fluid strongly adsorbed at 
the wall with density p 1( and width z u  — minfer,,, +  8 c r h i , H J 2), (2) a thick layer of adsorbed 
fluid with density p l r  and (3) the remaining fluid in the center of the slit with density p3l 
and width z*.

For both the external potential and ideal gas contributions of slab 1 to the grand potential 
[see (25) and (26)], we transform slab 1 so that it has width 8 a hi while conserving the 
total number of particles (i.e., it has density p*u  =  p u z u / 8 ( J l l j ) . This is represented by the 
horizontally shaded region in Fig. 15. In summary, the grand potential is written [240]

m P u W  +  M A X )  -  P h i  -  ' I  1  (

+  Z:,p2,[in(A;'p2,) -  H, „  -  1] +  z*p3,[ln( A/p,,) -  p,„ -  1| j

where z 2i =  H J 2 -  z u  -  z *  and V ? xl is the strength of gas-surface interactions. Because of 
this transformation of slab 1 for the external potential and ideal gas contributions only, in 
effect our prescription for F' ' x is a crude nonlocal approximation.

Minimization of (102) with respect to the density with all other parameters held fixed,
that is, variation of { p u , p 2h p ,(, z * }  at fixed { T ,  H  , 8 H . trw. 8 c r h h  a tti, e a i , V ‘ XI, f i h i } ,  gives
the equilibrium state according to this simple model.

The bulk LJ parameter set, { u h i , s N } ,  is determined by fitting to pure bulk fluid reference 
pressure-density isotherms for a given temperature. 7', with H p -> oc. The adsorbed param
eter set is determined by estimating 8 H  and 8 c r hj, fixing V ?  by fitting to the low-density limit 
of each pure fluid adsorption isotherm, and then fitting {(.r,,, e tll} to the entire range of each 
pure fluid adsorption isotherm. A downhill simplex algorithm initialized near to {(Jhl, e hi} 
was used to find the local minimum of the rmsd (root-mean-square-deviation) of this fit.

For prediction of mixture adsorption, the same DFT model is solved to determine 
{pl(, p2(, p:„, z * }  with all the other parameters fixed, the bulk fluid composition, x hh  known,

[ S ( r ,
n  =  F "  +  2  A  ^

I1!,

W idth

4

F ig u re  15. Schom alic  d iag ram  o f  th e  sim ple density  func tio n a l m odel u sed  tt> p red ic t m ix ture a d so rp tio n  given the 
ad so rp tio n  o f  the  p u re  co m p o n e n ts  in an idea! slit-p o re . R e p rin ted  w ith  p erm iss io n  from  [240], Sw eatm an  and 
Q u irk e . L an tynu ir  IS, 10443 (2002). £> 2002. A m erican  C hem ica l Society.
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F ig u re  16. Selectiv ity  fo r a m odel ca rb o n  d io x id e -h y d ro g e n  m ix tu re  in an  ideal g rap h itic  slit w ith physical w idth  o f  
1 nm  from  an  e q u im o la r  bu lk  m ix tu re  al 295 K. Sym bols a rc  g ran d -c an o n ica l M C  s im u la tio n  d a ta  and  lines a re  the  
p red ic tio n s  o f  theo ry  (see  text fo r de ta ils); slab -m o d el D F T  (solid  line). I M A ST  (d ash ed  line), an d  I A S T  (d o tte d  
line). R e p rin te d  w ith  p e rm iss io n  fro m  [240], S w eatm an  an d  Q u irk e , L a n g m u ir  18, 10443 (2002). ©  2002, A m erican  
C hem ica l S ociety .

and imposition of the LB rules (42) to define cross-interactions. It was demonstrated [240] 
that this DFT model is not unduly sensitive to small variations in the estimated parameters 
<5/7 and 8 a hi for a highly nonideal mixture.

Figure 16 shows the selectivity
S t2 =  P ^ l M  ( 1()3)

P u l P h \

for a model of an equimolar bulk mixture of carbon dioxide and hydrogen in an ideal 
graphitic slit-pore [modeled with a Steele potential (56)] with a physical width of 1 nm at 
295 K. It shows, in this case, that the simple DFT generates significantly better predictions 
than IAST. It is not yet known whether more complex DFT models will be required to 
maintain this performance advantage for more complex mixtures, such as water and alkanes.

This result is encouraging, but the acid test is application to a real adsorbent. We have 
applied [216] our simple DFT approach to predict the adsorption of mixtures of carbon 
dioxide, carbon monoxide, nitrogen, and methane in several activated carbons at ambient 
temperature up to about 40 bar, and we will report these results in due course.

5. CONCLUSIONS
The adsorption of gas in nanoporous amorphous materials is a complex process. But after a 
century of effort, it seems that we are at last making significant progress based largely on an 
improved understanding of adsorption in terms of equilibrium statistical mechanics. A great 
deal of research in the past into this problem has tended to be based on extremely simplified 
modeling both in terms of the surface and adsorption isotherms. This is still the case today, 
although the more sophisticated approaches covered in this chapter seem to be gaining 
wider acceptance. This is fortunate, as it seems that many of the “traditional” approaches 
employed in connection with gas mixture adsorption are very limited or easy to misinterpret. 
For example, in the introduction we highlighted the need to be careful about interpreting 
experiments. The helium pore volume calibration and isosteric method are important cases 
here. But perhaps the most important conclusion in this respect concerns the use of nitrogen 
at 77 K to characterize active carbons. The use of nitrogen at 77 K and any other probe 
gas at temperatures close to its triple point should be considered carefully. If they are used 
to analyze strongly adsorbing materials, problems with diffusivity may well occur. We also 
observe in the literature that relatively little research is published concerning the prediction

i
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of gas mixture adsorption compared to the amount that is published concerning materi
als characterization. It seems to us that given the industrial importance of predicting the 
selectivity, this imbalance needs correction.

Activated carbons are the most important industrial adsorbents and so it is no surprise 
that there is a great deal of research in this area. It seems somewhat fortunate that for 
these materials, a relatively simple model of the surface (i.e., the polydisperse indepen
dent slit-pore model) is reasonably successful for modeling the adsorption of simple gases, 
at least at super- or near-critical temperatures. But this does not mean that this strategy 
will necessarily be successful for other materials or more complex adsorbates or lower tem
peratures. For example, materials that swell significantly might well require an altogether 
different approach. And even for inert surfaces, the polydisperse independent pore model is 
inadequate for systems where it is important to distinguish energetic and geometric hetero
geneity, or where pore-pore interactions are important (in amorphous hysteretic systems, 
for example).

It seems that new methods are needed to predict adsorption in a wide range of materials 
under a wide range of conditions. The ideal method will be nearly as straightforward as 
the polydisperse independent pore model and yet be sufficiently sophisticated that it can 
represent both energetic and geometric nonuniformities and include pore-pore interactions. 
It should also be quantitatively accurate and flexible so that it can be fitted to reference 
data. The RMC method of Pikunic and colleagues [223] is certainly sophisticated but is 
numerically expensive and has yet to demonstrate its accuracy. The lattice DFT method of 
Kierlik and colleagues and Sarkisov and coworkers [60] is more efficient but lacks sufficient 
accuracy at molecular iength-scales. Finally, even if such a model can be developed, it is 
not clear what experimental data will be required to characterize materials. Quite possibly, 
characterization on the basis of a single probe gas will be inadequate.
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1. SLIDING FRICTION: FROM MACROSCOPIC RULES TO 
MICROSCOPIC UNDERSTANDING

Sliding of two bodies against each other usually leads to friction, which acts against the 
mutual movement and transforms (part of) the mechanical energy into heat. This phe
nomenon is one of the oldest problems in physics and certainly one of the most important 
for practical applications. Nevertheless, so far remarkably little is understood about the 
fundamental microscopic processes responsible for friction and wear. Recent years have wit
nessed a surge of interest in understanding the microscopic origin of friction as a result 
of the increased control in surface preparation, the development of local probes like the 
atomic force microscope and friction force microscope and of the quartz crystal microbal
ance (QCM), and the interest for possible applications in nanotechnology. The final goal 
of research on friction at the atomic scale is to become able to control and inhibit/enhance 
friction by understanding the relevant mechanisms of energy dissipation in a given situa
tion. From the experimental point of view, atomic force microscopy (AFM) studies on clean 
surfaces are expected to clarify the intrinsic aspects of friction by eliminating most of the 
unknown effects related to surface asperities, contaminants, and roughness. These condi
tions define a problem that becomes tractable from a theoretical point of view. The findings 
of these experimental techniques have attracted the interest of theoreticians during the past 
years also thanks to the currently available supercomputers that make it possible to carry 
out numerical simulations of systems approaching the size of those of interest for the under
standing of the above AFM measurements albeit not yet on the appropriate timescales.

The microscopic origin of sliding friction is still largely unknown. This is in a sense not 
surprising because sliding friction (or just friction in the following) is essentially a macro
scopic concept. Friction is defined as the force that opposes the beginning and continuation 
of motion of a body sliding onto another. This macroscopic force arises from microscopic 
interactions between the atoms of the two materials, but a detailed description of all the 
processes that can occur at a real interface is not only prohibitive but also not needed. In 
fact, this effective force can be described phenomenologically by means of very simple rules 
that have been known for more than 200 years.

Leonardo da Vinci had observed that the friction force is independent of the area of 
contact, as beautifully illustrated in a drawing of the C o d e x  A t l a n i i c u s  reported in the book 
on sliding friction by Bo Persson [ I] and in the review article by Jacqueline Krim [2] showing 
identical blocks of wood being pulled with sides of different size touching the table. The 
phenomenological laws governing sliding friction in a very wide range of conditions have 
then been discovered and rediscovered many times and now go under the name of Amonton 
or Coulomb. In most experimental conditions, for a given pair of contacting surfaces, the 
friction force is just proportional to the load and is independent of the contact area, surface 
roughness, and sliding velocity. The force needed to put a body in motion is higher than 
that needed to keep it in motion, namely static friction is higher than dynamic friction.
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Despite the fact that the contacting surfaces are in general poorly characterized, with 
asperities and polluted in several ways, these simple rules have been good enough to iden
tify, by trial and error, pairs of materials that have high or low friction as needed. It is 
just this simplicity that makes a phenomenological approach so powerful, all complex pro
cesses occurring at the interface, being cast into few rules that can be used in engineering 
applications as well as in everyday life. Everybody knows which shoes to wear when the 
ground is slippery. However, these simple rules cannot be derived by fundamental laws, and 
indeed deviations from them are often observed [3]. The static friction force is often found 
to increase with time, a phenomenon called aging, and the kinetic friction is not constant 
but increases linearly at high velocity.

At the microscopic level, the simple macroscopic laws of friction become completely inad
equate. Studies at the molecular level often reveal a behavior that is markedly different from 
that of macroscopic bearings. In this regime, dissipation of mechanical energy is dominated 
by atom-atom interactions, surface registry, vibrational and excitation spectra, and by non
linear dynamics leading to new phenomena like velocity-dependent forces and even possible 
frictionless sliding.

Friction processes take place on a large spectrum of length scales, but a real understanding 
of this phenomenon begins at the nanometer scale. The interest in understanding the atomic- 
scale processes giving rise to friction is not only motivated by the hope to understand and 
control macroscopic friction in the future, but it is interesting in itself for fundamental 
physics as well as for application in nanotechnology. Atomic-scale processes that can lead 
to energy dissipation are phononic and electronic excitations, rupture or modifications of 
chemical bonds, and creation and diffusion of defects at the interface. One of the challenges 
for computational physics is the need to examine processes that occur on very different 
timescales, femtoseconds for electronic excitations, picoseconds for phonons up to much 
longer timescales of up to seconds for soft phonon modes and conformational changes in 
organic layers [4].

The questions are formidable, and the possible applications and, in general, the relevance 
for society is enormous.

In this quest, as theorists we are still very poorly armed. A few simplified, nonlinear 
models have been studied extensively and have indeed contributed to form some important 
concepts of friction at the atomic scale, particularly about the role of commensurability of 
the contacting surfaces and of stability and instability of a sliding state. In most of these 
models, the substrate is rigid, one-dimensional (ID), and at zero temperature. However, 
simple as they are, nonlinear dynamical systems are still a challenge, particularly for driven 
and damped systems with many degrees of freedom [5], and their study forms a field of 
research in itself where both physicists and mathematicians are very active. Another possible 
approach is via extensive molecular dynamics simulations with more realistic atomic interac
tions and geometries. This route is usually taken to understand processes of wear and plastic 
deformations and the role of thin layers of lubricant between solid surfaces. The time and 
length scales for a truly realistic approach are still beyond reach as will be discussed in more 
detail later and the computer simulations so heavy that only few cases can be studied.

The current status of research has been the subject of several review articles, each with its 
focus and merits. A general introduction can be found at the Web site devoted to friction of 
the University of Basel [6]. The book of Persson [1,7] has quickly become a classic in the 
field. Its focus is on models that can give a rationale for the behavior of lubricated contacts 
and macroscopic friction, which are the ones currently most relevant for industrial applica
tions. The review by Singer [8] and that by Robbins and Miiser [9] are instead dedicated to 
a review of the models put forward to describe friction at the atomic scale, the latter being 
particularly focussed on realistic molecular dynamics approaches. The reviews by Morita, 
Fujisawa, and Sugawara [10], by Carpick and Salmeron [11], by Gnecco, Bennewitz, Gyalog, 
and Meyer [12] and by Krim [2] are mostly focused on experimental techniques and report 
results for many different sliding systems as well as a discussion of some interpretative theo
retical models. In particular, [10-12] are focused on AFM studies, whereas [2] illustrates the 
use of the QCM and reports also a beautiful historical introduction to the topic of friction.
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When confronted with the task of writing this review article, I have felt overwhelmed 
by the difficulty of summarizing a field of research that is so young and so complex. My 
motivation in writing this article is to attract the attention of people working in different 
fields of theoretical and computational physics on this topic and to provide a basis for further 
studies. Due to its phenomenological approach, the study of macroscopic friction, also called 
t r i b o l o g y  (literally meaning science of rubbing), has been in the hands of a large but rather 
closed and applied engineering community. Friction at the atomic scale, or n a n o t r i b o l o g y , 
instead can be interesting and can profit from the knowledge coming from many fields, from 
mathematics to material science, so that an article in this broad handbook can have a role 
in enlarging the community of scientists contributing to this important topic.

1.1. Focus and Outline of This Review
This review gives a detailed account of the most used nonlinear models for sliding friction 
that have led to concept forming. For their generality, similar models have been studied 
already in different contexts, and they have accounted for the first burst of theoretical and 
computational activity in the field. Besides providing, at present, the most solid results, 
they also constitute a bulk of knowledge that cannot be ignored before proceeding to more 
realistic approaches. Details of computational techniques are given in the last section, which 
can be skipped if the reader is already familiar with them.

This review is organized as follows. In Section 2, the phenomenology of macroscopic 
friction is briefly reviewed and will serve as a basis to go over to the new phenomena 
occurring at the nanoscale.

In Section 3, the conceptual difference between static and dynamic friction will be quali
tatively introduced. An intuitive view of how nonlinear interactions between the sliding sur
faces can lead to dissipative processes as a consequence of the relative motion is presented 
in Section 4.

In Section 5, I will describe the new AFM and QCM experimental techniques that give 
access to measuring friction at the atomic scale together with key experimental results.

In Section 6, we introduce the first and most insightful nonlinear model of friction at the 
atomic scale, the Tomlinson model. This model is not only historically important because it 
has been the first to be proposed to understand the microscopic origin of friction between 
solid surfaces but is also the most used to analyze AFM experiments. The Tomlinson model 
consists of just one body, coupled elastically to a moving support and interacting with the 
substrate via a periodic potential. This model will be discussed in great detail and will be 
used to make contact with several experimental AFM results, as those described in Section 5. 
In particular, the Tomlinson model gives account for the observed atomic-scale stick-slip 
motion in terms of elastic instabilities.

Next, in Section 7 we introduce the Frenkel-Kontorova (FK) model, where the surface 
layer is modeled by a harmonic chain and the substrate is described, as in the Tomlinson 
model, by a rigid periodic modulation potential. The FK model is particularly suitable to 
describe the effects of commensurability between the contacting surfaces that have been 
shown to play an important role, as discussed within the section on key experimental results. 
We will first discuss the Hamiltonian version of this model, where no dissipative terms are 
introduced. It turns out that this model provides a way to describe exactly the onset of 
friction as due to phononic excitations.

In Section 8, extensions of the FK models to include driving and frictional terms are 
presented. For driven and damped systems, our knowledge is still fragmented. Only some 
regimes have been investigated in some detail. These results show that the collective behavior 
of sliding systems can be extremely complex and that the resulting friction may depend 
critically on the applied force and damping mechanisms.

In Section 9, we briefly review the results of molecular dynamics (MD) studies of sys
tems with realistic interactions. In Section l(), theoretical challenges, and perspectives are 
discussed. Finally, relevant numerical methods, and particularly the Langevin approach, are 
described in Section ll.
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2. THE RULES OF MACROSCOPIC SLIDING FRICTION
The phenomenological laws that describe macroscopic friction go under the name of Anion* 
ton or Coulomb laws. They can be summarized as follows:

• The static friction force F ,  which has to be overcome to put a body in motion, is 
proportional to the load L  (often simply the weight of a body) via a coefficient /z that 
is independent of the contact area and surface roughness, namely

F  =  f i L  (1)

The coefficient of proportionality j i  is specific for the pair of surfaces in contact and, if 
present, of the lubricant layer in between.

• The force needed to put a body in motion is higher than the one needed to keep it 
in motion, namely the static friction coefficient ( i s is higher than the dynamic friction 
coefficient f i k (where the subscript s  is for static and k  is for kinetic). The friction 
force is, in not too extreme situations, independent of the sliding velocity. This type of 
velocity-independent friction is often called dry friction as opposed to viscous friction, 
which has a linear dependence on velocity.

A careful account of these findings is given in [1, 7], w'hich I briefly summarize here. The fact 
that static friction depends only on the load and not on the contact area is due to the fact that 
every macroscopic surface presents some roughness. It is the effective area of contact A A ,  

which is much smaller than the whole surface, which will sustain the applied load L  =  M g , 
M  being the mass of the upper body. By assuming that each junction forming the contact 
is in a state of incipient plastic flow, namely that it is subjected to the largest compressive 
stress o (. that can be sustained by the material without exhibiting plastic deformations, one 
can write

L  =  M g  =  crc A A  (2)

a relation that allows estimation of A A .  For steel on steel, with cr(. =  10y N/m2, an effective 
contact area 10  ̂ times smaller than the apparent area of contact is derived [7]. A further 
step to go over to an estimate of the friction force between nonlubricated surfaces was done 
around 1940 by Bowden and Tabor [13]. They assumed that the friction force is the force 
required to shear the junctions of area A/1 between the solids, which is given by F  =  r tA A , 
where r t is the yield stress during shear. By combining this expression with the expression 
of A A  derived above, one finds the linear proportionality of the friction force to the applied 
load, which describes correctly the experimental results as

F  =  t . A A  =  — L  =  i i  L  (3)

The values /xv and f i k for a variety of systems are reported in Table 7.5 of [11. For many 
surfaces that are not intentionally lubricated, the ratio fJLk / f J i s is close to 0.5. This value is 
also found for most lubricants that interact weakly with the surfaces, like hydrocarbons. For 
fatty acids and inorganic layered systems, which have stronger interactions with the surfaces, 
this ratio is close to unity. Qualitatively, a value close to 0.5 is attributed to the presence of 
a fluidized lubricant layer, whereas a larger value is related to a more organized structure 
of the lubricant [14].

When a lubricant is present between the sliding surfaces, two regimes can be identi
fied: hydrodynamic lubrication and boundary lubrication [15]. The first is the most used in 
macroscopic bearings. In this case, the viscous lubricant may develop a pressure that is high 
enough to keep the surfaces apart. The friction force, which can be calculated using the 
Navier-Stokes equations of hydrodynamics, increases with increasing sliding velocity. If the 
velocity becomes small, the pressure developed by the lubricant decreases and the two sur
faces can come in solid contact, being separated by only one or few monolayers of lubrication 
molecules. This is the regime of boundary lubrication w'here the friction force becomes usu
ally much higher and roughly independent of the sliding velocity. If the load is high enough,
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the molecules can even be completely removed from the contact region, leading to very high 
sliding friction and wear. This phenomenon is usually avoided by adding to the lubricant o»il 
additives like fatty acids, hydrocarbon chains with polar end groups. These molecules wiill 
form monolayers tightly bound to the surface. In this regime, the properties of the monolay
ers in the region of closest contact between the surfaces play a crucial role in determining the 
macroscopic friction. An understanding at the atomic scale of the response of an adsorbed 
monolayer to an external driving force is therefore as relevant for the boundary lubrication 
regime as for the sliding of clean solid surfaces without lubricants. We will come back to this 
issue in Sections 8 and 9.

3. STATIC VERSUS DYNAMIC FRICTION
Flere we present an intuitive picture of the different origin of static and dynamic friction, 
illustrated by the cartoon picture of Fig. 1. Most models of sliding friction at the atomiic 
scale are constructed by considering a mobile set of atoms, representing a tip or an adsorbed 
atomic layer interacting with a rigid substrate. For the purpose of illustration, it is convenient 
to represent the mobile atoms by a one-dimensional array of particles connected by springs 
of natural length b  in interaction with a sinusoidal potential V  with period representing 
the lattice spacing a  of the substrate. We will see later that this description is the one given 
by the Frenkel-Kontorova model [16] described in Section 7.

Al rest, the atoms will adjust to minimize their total potential energy. As a result of the 
competition between the elastic intrachain interactions favoring spacing b  and the nonlinear 
forces due to V  favoring spacing a , the minimum energy configuration will, in general, 
be a complex function of the ratio a / b  and of the ratio between the elastic constants and 
the amplitude of the periodic potential. For the simple case of a perfectly commensurate 
match of the lattice parameters of the surfaces in contact (i.e., a  =  />), every atom will find 
itself in a minimum of the potential. The static friction force, defined as the force needed 
to bring each atom of the chain up to the top of the potential hills, would be maximal

F ig u re  1. C a rto o n  d e sc rip tio n  o f  s ta tic  and  dynam ic friction . Top: s ta tic  fric tio n  is the  fo rce  n eeded  to  u n tra p  th e  
system  from  th e  en erg y  m in im um  c o rre sp o n d in g  to  s ta tic  equ ilib riu m . B o tto m : O n c e  the  body is in m o tio n , dy n am ic  
friction  resu lts from  al) p ro cesses tha t cause the  slid ing  to  nor o ccu r rigidly, n am ely  from  any excita tions, such a s  
v ib ra tio n s o f  the  p artic les , o c cu rrin g  in the  slid ing  layer o r  in the  su b s tra te  (see  tex t).
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in this ease and proportional to the potential amplitude. The other extreme case occurs 
when a  and b  are not a simple fraction of each other (i.e., when their ratio cannot he 
expressed as a rational number). In this case, the contact is said to be incommensurate. If the 
interaction with the substrate is not too strong, the positions of the atoms of the chain will 
be continuously distributed over the periodic potential (see also Fig. 14). In this situation, a 
small displacement of all atoms would not change the total energy, as on average there will 
be as many atoms moving downhill and gaining potential energy as atoms moving upwards 
and loosing potential energy. Therefore, even an infinitesimally small force would be enough 
to displace the chain, so that the static friction would vanish. Such a situation can be very 
relevant at the atomic scale for the sliding of two perfectly ordered flat surfaces onto each 
other. For a generic pair of surfaces and for a generic sliding direction, incommensurability 
of the lattice parameters is more the rule than the exception, and indeed evidence of this 
behavior has been experimentally found (see Section 5.3.4).

Once the upper surface starts sliding, be it with finite or vanishing friction force, in absence 
of dissipative processes, conservation of energy would imply that it could slide indefinitely 
if it would move as a whole onto the rigid substrate. Dynamic friction results from all 
processes which cause the sliding to not occur rigidly; namely, that processes of excitations 
as well as plastic deformations occur during the motion either in the sliding body or in the 
underlying surface. In Section 7 we will see how, within simplified models, the process of 
transformation of kinetic energy into heat, leading to dynamic friction, can be followed in 
detail. In Section 8, dynamic friction is shown to be a strongly nonlinear function of velocity.

4. HOW MOTION CAN LEAD TO DISSIPATION
In the previous section, we have introduced the concept of static and dynamic friction for a 
simple model of the sliding system.

The key feature that makes it extremely interesting to study the motion onto a s p a t i a l l y  

p e r i o d i c  substrate with period a  described by a potential energy of the form

V ( x )  =  V u
/ 2 t t  

1 — cos — X
V a

(4)

is that, in the frame of the center of mass x, which moves with a given sliding velocity v  (i.e., 
x  =  v t ) ,  the external potential leads to a t i m e  p e r i o d i c  force

. d V  277 . ( 2 i r  \
F ( t )  =  - —  = ------ V n sin ( — v t )  (5)

d x  a  \  a  J

acting on the moving particles. The frequency

n  =  ^  (6)
a

is often called the w a s h b o a r d  f r e q u e n c y . Therefore, the presence of the periodic substrate has 
two important consequences: first, it brings in the nonlinear forces given by Eq. (5); second, 
it leads to a time-dependent force that can generate resonances with inherent excitations 
of the sliding system. These facts are the origin of the complex dynamics exhibited by the 
model systems that will be described in the following sections.

The washboard frequency can become resonant with particular phonon modes of the 
sliding system and involve in sequence other modes due to anharmonicities. Therefore, close 
to these resonances, in a system driven by an external force, a large increase of the driving
force leads to only a marginal increase of the average velocity, and the work done is turned
into oscillatory motion. The resulting friction as a function of the applied force is highly 
nonlinear and dependent on the damping rate due to the interactions with the substrate [17]. 
Conversely, in an undriven, undamped system moving with initial velocity close to some 
resonances, the excited phonon can couple in cascade to other phonon modes via nonlinear 
terms leading to a decay of the center of mass velocity [18]. In other words, the motion on 
the periodic substrate becomes a probe of the spectrum of excitations and anharmonicities 
of the sliding system.
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5. EXPERIMENTAL PROBES OF FRICTION 
AT THE ATOMIC SCALE

During the past decade, remarkable developments in surface physics and nanotechnology, 
notably the use of the atomic force microscopes and of the quartz crystal microbalance, 
have provided the possibility to perform well-defined measurements of friction on well- 
characterized materials at the micro- and nanoscales. These state-of-the-art local probes with 
nanometer sensitivity, which are often operated in ultrahigh vacuum (UHV), are proving 
essential to make a step forward in our understanding of the origin of friction. Here we 
briefly review the most important techniques and some important experimental results that 
suggest that the laws of macroscopic friction do not hold at the micro- and nanoscales.

5.1. The Atomic Force and Friction Force Microscopes
The atomic force microscope [19] has become in the past decade one of the most powerful 
instruments for measuring and imaging surfaces at the nanoscale level. In an AFM instru
ment, a small sharp tip, typically of 10-100 nm, is attached to a cantilever and brought close 
to a surface as done also in scanning tunneling microscopy (STM) experiments. The forces 
due to the interaction of the tip with the surface lead to a deflection of the cantilever, which 
is usually measured by means of a laser beam deflection method. AFM is suitable to mea
sure metallic as well as nonconducting samples. AFM images of surfaces that show atomic 
details can be found in many papers and Web sites. A topographic image of the surface 
is the one obtained by recording the variation of height of the tip, which yields a constant 
repulsive force while the tip scans the surface.

For measurements of friction, the tip is moved at a constant velocity along given scanning 
lines on the surface. The lateral forces give rise also to a twisting of the cantilever. When 
the atomic force microscope is supplemented by a four-quadrant photodetector, this instru
ment can measure lateral and vertical forces independently [20]. Extremely low forces in the 
range nN to pN can be detected. The effective forces can be derived from the measured 
deflection of the cantilever, which is characterized by the three force constants describing 
elastic deformations for in-plane and vertical distortions. Typically, the force constants char
acterizing the cantilever are such that the spring constant for torsional in-plane distortions 
(k x, k Y)  are much stiffer than for vertical deflection ( k : ) .  Moreover, if x  is taken along the 
scanning direction, usually k Y >  k x . For a silicon cantilever, these values are estimated on the 
basis of continuum mechanics in [21] to be k x —  4.03 N/m, k y —  101.1 N/m, k z =  0.2 N/m. 
The high ratio of torsional and normal spring constant results in a relatively small frictional 
force signal. The group of Joost Frenken in Leiden has recently developed a new type of 
cantilever with four arms, the so called tribolever [22, 21], which allows enhancement of the 
frictional signal by making k . larger than k K and k y. The estimated values for this instrument 
are k x =  k y  =  5.75 ±  0.15 N/m, k z =  26 ± 1  N/m [23].

Because the lateral forces in the direction of the motion are by definition the friction 
forces, this variant of AFM, also called lateral force microscopy (LFM) or friction force 
microscopy (FFM), has triggered the beginning of the new field of n a n o t r i b o l o g y ,  the study 
of friction at the atomic level. We note that studies of friction and adhesion are always 
done in the so-called contact mode, namely with the tip probing the repulsive short range 
part of the tip-surface interactions [11]. FFM measurements can be done in several types 
of environments: UHV, ambient air, controlled atmosphere, and liquids [11]. Here, we will 
focus on UHV and ambient air measurements.

The first measurements of friction with this technique were performed in 1987 by Mate 
et al. [24] using a tungsten tip on graphite. At the nanometer scale, the lateral forces mea
sured while scanning the surface show a sawtooth behavior corresponding to what is called 
s t i c k - s l i p  motion. The measured lateral force grows almost linearly until it drops suddenly 
and then starts growing again. The lateral forces measured on the (100) surface of copper 
show that the sawtooth periodicity is the one of the underlying surface [25]. This makes that 
atomically resolved images of surfaces can be obtained also by imaging the lateral forces. 
The stick-slip behavior observed at the atomic scale can be understood on the basis of simple 
models such as the Tomlinson model, which we will discuss in detail in Section 6, as due
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to the fact that the tip stays predominantly close to potential minima, with sudden jumps 
among them. A recent detailed theoretical/experimental study [26] of AFM images obtained 
in this regime on graphite substrates shows, however, that, strictly speaking, the AFM images 
are not a t o m i c a l l y  r e s o l v e d  but rather h o l l o w  s i t e  r e s o l v e d , as they reveal the periodicity of the 
potential minima of the hollow sites of the hexagonal graphite lattice rather than the actual 
atomic positions. This is shown in Fig. 2. This means that it is not always possible to image 
the full atomic structure of the surface, as only the minima of the tip-surface interaction 
potential are in contact with the tip for a significant time. Another important characteristic 
of the measured friction force is also the hysteresis or friction loops found between forward 
and backward scans [24].

For completeness, we note that recently the new technique called dynamic force spec
troscopy or noncontact force microscopy has been introduced. The method is based on the 
measurement of the resonance frequency as a function of the resonance amplitude of 
the oscillated cantilever [27, 28]. This technique has been shown to be able to measure 
the tip-surface potential with true atomic resolution, allowing also the detection of defects. 
However, this technique does not allow linking the atomic corrugation to the friction force, 
and it is therefore not very relevant in the context of this review.

5.2. Quartz Crystal Microbalance
A role as important as that played by AFM studies for the development of nanotribology is 
that of studies performed by means of the QCM [2J. The technique aims at probing energy 
dissipation by measuring the conversion of mechanical energy into heat at the molecular 
level. The mechanisms of energy dissipation are traced back to the generation of phononic 
and electronic excitation in the sliding layer or in the substrate. The QCM consists of a single 
crystal of quartz that has very little internal dissipation, so that it oscillates at a very sharp 
frequency, typically 5-10 MHz, with a quality factor Q  near 10 5, depending on its mass and 
elastic constants. The oscillations are driven by applying a voltage to thin metal electrodes 
applied on the quartz surface. The QCM has been first used to monitor thin crystal growth

o

c-

F ig u re  2. C o n to u r  p lo ts  o f  the  tw o -d im e n sio n a l p o te n tia l used  in [26) to  d escribe  the  in te rac tio n  w ith th e  g rap h ite  
su b s tra te s . T h e  m ax im a o f  th e  p o te n tia l, in d ica ted  by o p e n  tr ia n g le s, c o rre sp o n d  to  the  po sitio n s o f  the ca rb o n  a to m s 
in th e  su rface  layer, w hich  fo rm  hexagonal rings w ith  la ttice  spacing  o f  1.42 A. T h e  b lack  do ts, w hich re p re se n t the 
tip  p o sitio n s  a l ail lim es in th e  sim u la tio n s , show  th a t th e  tip  slays p re d o m in a n tly  a t th e  hollow  sites o f  th e  su rface , 
so  th a t  only  th ese  m in im a  o f  th e  p o te n tia l a re  p ro filed  by th e  tip . T h e re fo re , th e  m e a su re d  la te ra l fo rces in A F M  
e x p e r im e n ts  show  a p e r io d ic  s tru c tu re  w ith the p e rio d ic ity  o f  2.46 A  o f  the  hollow  siles  ra th e r  th an  the ca rb o n  
a to m ic  positions . R e p rin te d  w ith  p e rm iss io n  from  [26], H . H o lsc h e r e t a l., Phys. Rev. B  57, 2477 (1998). ©  1998, 
A m e ric a n  Physical Society.
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with submonolayer sensitivity [29], Thin films can be deposited on the electrodes, lowering 
the resonance frequency with a shift proportional to the mass of the adsorbates.

Jacqueline Krim and coworkers [30-33] have widened the scope of this instrument by 
noting that the resonance is broadened by any frictional energy dissipation due to the relative 
motion of the adsorbate layer and the microbalance. Data obtained with this technique are 
analyzed under the assumption that the friction force has a viscous behavior proportional to 
the velocity, which can be written as

F  =  T ) v A ,  t? =  -  (7)
7

where A c is the true area of contact, v  is the sliding velocity, and the damping coefficient 7) 

is written in terms of p ,  the mass per unit area of the sliding layer, and of a characteristic 
slip time r. The solution of the equation of motion of a particle in presence of a constant 
damping gives an exponentially decaying velocity. The slip time r  represents the time it 
takes for the film speed to drop to 1 / e  times the original value assuming it is stopped by 
frictional forces of the type of Eq. (7) alone. A short slip time corresponds to high friction 
and v i c e  v e r s a .  The slip time can be derived by the shifts of the inverse quality factor 5(Q_I) 
and of the frequency S f  via the relation [30]

S (C T ')  =  4 tttS /  (8)

With the QCM, it is possible to measure friction only if it is relatively low so that significant 
sliding occurs and an appreciable broadening is observed. Therefore, this technique has heen 
mostly used to study the frictional behavior of rare gases on metal surfaces. In this case, 
the interactions of the adsorbate layer with the metal substrate can be described by weak 
van der Waals interactions modeled by Lennard-Jones potentials [34-36],

The assumption of a viscous force linear with velocities has been tested experimentally by 
Mak and Krim [33] and found to hold for complete monolayers both solid and fluid, whereas 
at lower coverages a sublinear dependence has been observed. The sliding velocities reached 
in these experiments are estimated to be in the range of /xm/s to cm/s [30, 33]. Recently, 
a promising new technique called quartz crystal resonator has been proposed [37] to reach 
velocities of a few m/s.

The results obtained by the QCM are of extreme importance in addressing the role of 
commensurability between the lattices of the sliding layer and of the substrate and to study 
the contribution of electronic excitations to frictions. We will describe the most significant 
experimental results on these two aspects in Sections 5.3.4 and 5.3.5, respectively.

5.3. Key Experimental Results
5.3.1. Dependence of Friction on Contact Area
According to the macroscopic definition given by Eq. (I), the ratio of lateral to vertical 
forces yields the friction coefficient. Therefore, FFM can in principle be used to measure the 
friction coefficient directly [38]. However, the usefulness of this macroscopic definition of 
the friction coefficient is due to the independence of the macroscopic friction force from ti e 
apparent contact area as discussed in Section l. Intuitively, one does not expect this relaticn 
to hold when two perfectly ordered, flat surfaces are brought into contact. In FFM experi
ments, however, only the surface can be perfectly characterized, whereas such a control of 
the tip is still beyond reach. The dependence of the contact area on the load has been inter
preted in terms of models of continuum mechanics that describe the contact area between 
a sphere (tip) and a plane (sample) first studied by Hertz [39], who showed that the conta:t 
area A  grows with the load L  as a power law with exponent 2/3. namely A  ~  L 1 ; i . This rela
tion implies the same dependence ~ L : ’ for the friction force as a consequence of Eq. (I). 
The dependence on the relative effect of elasticity to adhesion, which is not included in tie 
Hertzian model, has been incorporated by two refined models, the Johnson-Kendali-Rober.s 
(JKR) [401 and the Derjaguin. Muller, Toporov (DMT) [41] models, which apply to soft con
tacts with short-range adhesion and to stiff materials with long-range adhesion, respective I/.
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The results of Carpick et al. [42] on mica have been interpreted in terms of the JKR [40] 
model, whereas Enachescu et al. [43] identify the DMT model appropriate to describe the 
contact of a W tip with the (111) hydrogen terminated diamond surface. More details on 
these models and their applicability can be found in [11, 43]. Moreover, in [43] the depen
dence of the friction force on the contact area has been addressed by a clever combination 
o f  AFM and scanning tunneling microscopy (STM) techniques. The dependence of the mea
sured friction as a function of the load is found to follow the same behavior of the measured 
conductance, showing convincingly that indeed, at the nanoscale, friction is proportional to 
the contact area, at variance with the macroscopic behavior.

5.3.2. Velocity and Temperature Dependence
Typical velocities in FFM experiments are extremely slow, ranging from a few nm/s up to 
f j L m / s .  The dependence of friction for velocities in this range has been experimentally studied 
by means of AFM by different groups [24, 25, 33, 44-50]. Depending on the investigated 
systems and on the experimental conditions, different and somewhat contradictory results 
for the velocity dependence have been found.

In the original experiments of Mate et al. [24], the authors state that the frictional forces 
of a tungsten tip on graphite shows little dependence on velocity for scanning velocities up 
to 400 nm/s. A similar behavior up to velocities of several /xm/s has been reported also 
in the work of Zworncr et al. [49], where friction on different carbon structures has been 
studied. However, an increase of the friction force has been observed even for small velocities 
in [25, 46, 48] where it has been attributed to thermally activated processes leading to a 
logarithmic dependence of friction on the sliding velocity. A nonlogarithmic dependence of 
friction on velocities has been observed in [50] where it is attributed to an effective two
dimensional motion of the tip, and no temperature effects are invoked. All these results 
are interpreted in the framework of the Tomlinson model described in Section 6. We will 
describe there the theoretical arguments that lead to a logarithmic dependence of friction 
on velocity as proposed by Gnecco et al. [48] and by Sang et al. [51].

5.3.3. Load Dependence
The friction force depends on the applied load L  for macroscopic friction between multicon
tact surfaces. As discussed in Section 5.3.1, a power law dependence L 2/3 is instead predicted 
for a single Hertzian contact. Such a dependence has been observed experimentally for rel
atively large tips on different substrates, hydrogenated diamond [43], mica [42], and carbon 
compounds [52, 53]. The results reported by Mate et al. [24] for graphite suggest rather a 
linear dependence, although deviations toward a lower exponent appear at low loads.

Atomistic computational studies have been performed for two very different cases. In a 
molecular dynamics study [54] of an extended 5 x 5-atom Cu(l 11) tip on Cu(l l l) ,  a linear 
relation between friction and load is derived. The authors note that because the contact area 
in the simulation cannot change with the load, as in macroscopic contacts, the increase of 
friction must be due to a linear increase of the average shear stress tc. By studying tips of 
different area (from 3 x 3 up to 9 x 9  atoms), the friction force is also found to scale linearly 
with contact area. For a point-like contact formed by one carbon atom on graphite, the 
friction force is found to scale with load as a power law with exponent ~1.5 [55]. A slightly 
smaller exponent M .3  is found for larger undeformable graphite tips on graphite [56]. An 
a h  i n i t i o  total energy calculation for Pd monolayers on graphite [38] finds a sublinear relation 
not further specified.

O ther  nanoscale aspects that depend on the load, like the type of motion and the effec
tive potential corrugation, have been studied in a few experimental [57-60] and theoretical 
papers [55, 61].

In [57], a NaF(OOl) surface is studied. Clear sublattice atomic periodicity with high and 
low peaks allowing to distinguish Na and F sites are measured for loads up to tens of pN. 
By further increase of the load, only the large peaks remain, and above 6 nN an abrupt 
increase of the friction force occurs. The latter effect is attributed to large deformations 
of the surface at this load. A similar behavior is found in [59]. Maps with periodic spacing
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shorter than a unit cell have been reported also for a /3-MoTe2 surface [62]. A model for 
this surface has been proposed in [63].

In [58], Fujisawa et al. present a very interesting study of graphite with loads ranging 
from 22 nN to 327 nN. They show, at 44 nN, a change of motion from smooth sliding to sa 
more and more pronounced stick-slip as a function of the load. Furthermore, in the stick- 
slip regime, they find the tip motion to have a two-dimensional zig-zag character at inter
mediate loads going over to a one-dimensional motion at the highest loads. They give a 
qualitative interpretation of their results as due to increasing interaction with the core of 
the substrate atoms. Interpretation of the images at different load by means of a static two
dimensional Tomlinson model with Lennard-Jones interaction with the substrate [64] are 
presented in [61]. The observed change of motion with load is also reproduced in [55] by 
MD simulations based on a realistic interaction potential for graphite [65].

A very recent AFM study by Sokoliuc et al. [66] has also reported the transition from stick- 
slip motion to continuous sliding on cleaved NaCl by reducing the load. Hysteresis disappears 
in the sliding regime, and the friction therefore drops below the accuracy of the instrument. 
The observed behavior is the one expected on the basis of the Tomlinson model, and the 
drop of the kinetic friction corresponds to the disappearance of the elastic instabilities, which 
arc the main cause of dissipation, as will be discussed in Section 6. Actually, the change of 
behavior of the friction force reported in [66] closely resembles the one reported in Fig. 10 
in going from A > 1 to A < 1. Therefore, no assumptions concerning the presence of large 
contacts and incommensurability effects are invoked, contrary to the experiment of Hirano 
et al. [67] and Dienwiebel et al. [23], which will be discussed in Section 5.3.4.

Another interesting aspect of studying the load dependence is that it gives the possibility 
of probing the effective tip-surface interaction potential. This argument has been suggested 
in [58] and has been pursued by Ricdo et al. [60] and in [55]. In [60], the motion of the 
silicon tip on a mica substrate is related to the thermally activated motion on an effective 
sinusoidal interaction potential. From the dependence of the measured friction force on 
scanning velocity, the authors extract the values of the potential barrier as a function of the 
applied load, finding a power-law dependence with exponent M .2  [68]. The computational 
study for graphite point-like and extended contacts mentioned above [55, 56] find that the 
potential corrugation varies with the same exponent (M .5  for point-like, —1.3 for extended 
contacts) found for the dependence of friction on load. This finding suggests a direct link 
between atomistic friction and energy barriers for diffusion.

5.3.4. Effect of Commensurability
For a tip constituted by several atoms or for a whole adsorbed layer as studied by means 
of the QCM, commensurability effects become crucial in determining the effective fric
tion force. As we will discuss in Section 7, within the ID Frenkel-Kontorova model, for 
an infinitely extended incommensurate contact, the static friction is found to vanish [69]. 
Frictionless sliding of incommensurate contacts also at finite and large velocities has been 
predicted in [70], and this effect has been named superlubricity. In [67], experimental evi
dence for this superlubric behavior is found in an STM study in ultrahigh vacuum of a 
W(011) surface sliding on a clean Si(100) surface. The use of STM instead of AFM for 
measurements of sliding friction is not common, and I refer to the paper for experimental 
details. The area of contact is estimated to be a few nanometers squared. The authors report 
a drop of the friction force from 90 nN to less than 3 nN (sensitivity of the experimental 
setup) in going from a commensurate to an incommensurate contact. Similar behavior had 
been observed by the same group also for the sliding on mica surfaces [71]. The authors 
claim that these experimental results support the prediction of superlubricity of [70].

The friction on graphite substrates is currently studied in the group of Joost Frenken in 
Leiden by means of a new generation AFM setup, the so called tribolever [22, 21] mentioned 
in Section 5.1. For this surface, it is conjectured [21, 23] that the tip cleaves a flake of graphite 
when brought into contact so that the effective system under study is the contact of a graphite 
flake with a graphite surface. These studies show that also for finite but large contacts of 
about hundred atoms, the friction force becomes vanishingly small [21] when the sliding 
occurs in a generic direction where the registry between tip and substrate is incommensurate.
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The friction force is studied there over a range of substrate rotation angles. Two peaks of 
high friction with a value of 360 and 203 ± 2  pN are found at angles of 0 and 61 degrees. 
In between, a wide angular range of ultralow friction close to the detection limit of the 
instrument is found. A fit of the data by means of an extended 2D Tomlinson model indicates 
t hat the contact is formed by a symmetric hexagonal flake of 96 atoms. Also, these authors 
call superlubricity the extremely low friction found for sliding along directions in which the 
tip and the substrate are incommensurate. It should be noted however that in [70], the 
prediction of superlubricity applies to velocities up to many order of magnitude higher than 
what can be attained in this type of experiment. Instead, these results certainly support 
the fact that the kinetic friction tends to zero in the quasistatic limit for incommensurate 
contacts. We will come back to this point in Section 7.

Interestingly, in other measurements presented in [21, 23], there is also evidence that the 
tip can suddenly get locked in a commensurate registry with a sudden increase of the friction 
force. This result is attributed to the contact formed by a graphite flake loosely attached to 
the tip, which rotates under the effect of the torque exerted by the surface on the nearly 
aligned flake.

The second group of results that addresses more directly the dependence on commen- 
surability arc the ones obtained by the QCM for rare gas adsorbed on atomically smooth 
and atomically rough metal surfaces [31, 32, 72-74]. The adsorbed film can be either fluid 
o r  solid depending on temperature and pressure [31]. The results of these studies clearly 
indicate the role of commensurability. Krim and coworkers showed for Kr monolayers on 
gold substrates [31] that incommensurate solid monolayers did not exhibit any static fric
tion force. Both solid and liquid monolayers were showing a viscous force law (e.g., a linear 
dependence of friction on velocity). Even more impressive is the fact that incommensurate 
solid monolayers display a viscous friction much weaker than fluid monolayers [31]. Another 
evidence that indeed the incommensurate registry was at the origin of the very low friction 
force for solid monolayers is that only in this case, contrary to fluid layers, the measured 
friction was found to depend on the roughness of the substrate. Recently, the results for 
Kr on gold have been confirmed in [73, 74], which report also the detection of the depin- 
ning transition from a locked to a sliding state by slowly increasing the amplitude of the 
substrate oscillations. Again, qualitatively, these findings can be understood in terms of the 
Frenkel-Kontorova model. More specifically, these data have been interpreted by detailed 
numerical simulations based on Lennard-Jones potentials, which can reproduce quite well 
the weak van der Waals interactions between the rare gas atoms and between adsorbate and 
substrate [34—36]. Persson and Nitzan [75] use instead a Morse-like potential for the inter
action with the substrate and Lennard-Jones between rare gas atoms. The results of [34-36] 
lead the authors to conclude that dissipation is dominated by phonon excitations. Conversely, 
friction is attributed to electronic excitations in [75]. We come back to this still unresolved 
controversy in the following Section 5.3.5.

5.3.5. Electronic Friction
Any excitation that can couple to the motion can be responsible for the occurrence of 
friction. In the case of metals, the possibility of friction due to electronic excitations could, in 
principle, contribute to friction as much or more than phononic processes. An experimental 
proof of the importance of electronic friction on metal surfaces, which had been discussed 
in several theoretical papers (75-80], is given in the QCM study of Dayo et al. [81] where 
the sliding of nitrogen onto lead is studied across the superconductor phase transition in 
the lead substrate. A sudden drop of friction to about half its value is observed at the onset 
of superconductivity in the substrate. The slip time is substantially longer when the lead 
substrate is in the superconducting state than when it is in the normal state. By analyzing 
their results, the authors find that, if the reduction of friction is interpreted as an abrupt drop 
of the conduction electron contribution when the lead enters the superconducting state, then 
the phononic and electronic friction should be approximately equal in magnitude. However, 
they note that the number of conducting electrons is not expected to drop suddenly at the 
transition. Indeed, the sudden collapse of friction at the superconducting transition is a 
puzzling result, as argumented by Persson and Tosatti [82].
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In a comment to Dayo et al. [81], another group [83] reports an experiment, nominally 
for the same system of Dayo ct al. and with improved cryogenics conditions, without finding 
any jump of the friction force at the superconducting lead transition. They assume that a 
small amount of surface disorder is enough to pin the adsorbed film at low temperature 
as expected on the basis of the theoretical work of Volokitin and Persson [80]. Krim [84] 
answers by stressing the importance of surface preparation, which is apparently not the same 
in the two experiments. Renner et al. report more extensive results in [85], finding that 
the nitrogen film is always rigidly pinned to the substrate at low temperature so that there 
is no friction, and therefore no effects at the superconducting transition can be expected. 
Again, differences in surface preparation must be invoked to reconcile these results with 
those of [81]. While waiting for further experimental evidence on better characterized metal 
films, many theoretical papers are contributing to an ongoing discussion on the mechanisms 
of electronic friction and on the relation to the superconducting transition [86-92],

In this section, we present a simple one-dimensional model, introduced by Tomlinson in 
1929 in the paper “A molecular theory of friction” [93], which captures the main atomistic 
features giving rise to static and dynamic friction as well as the transition from uniform 
sliding to stick-slip motion. This model turns out to be very useful in analyzing experimental 
FFM results [49, 94], as shown in Section 5.1. Because, in its simplicity, this model is ideal to 
understand many aspects characterizing friction and energy dissipation at the atomic scale, 
we will present its properties with more details than what can be found in research papers. 
This section is mostly based on [9, 95] and is supplemented by original material.

6 .1 . P o te n tia l E n e rg y  an d  D y n a m ic s

The Tomlinson model describes a particle of mass m  attached via a spring to a support 
sliding with constant velocity V in an external periodic potential representing the substrate, 
as illustrated in Fig. 3. Pictorially, one can see the atom as bound by the spring to its own 
bulk sliding onto a crystalline surface. Vibrations of the spring can then be dissipated via 
the damping term into the bulk and lead to energy dissipation.

The total potential energy V " ”  can be written as:

The first term V el  represents the elastic energy due to the spring of strength K  with x  the 
position of the particle and x x — v t  the position of the moving support with respect to the 
periodic substrate. The substrate potential V per has periodicity a  and varies between zero 
and 2 V U. The minimum of V u „ is found for x  =  x s =  n a  with n  —  0, 1, 2, . . . .  The static

6 .  T H E  T O M L I N S O N  M O D E L

V 1"' =  K ,  +  V p e r  =  ? K ( X  -  X s f  +  Vf) 1 -  cos (9)

V

Figure 3. S ch em atic  illu s tra tio n  o f  th e  Tom linson m odel. A  partic le  o f  m ass m  a tta c h e d  via a sp ring  10 a support 
s lid ing  w ith  co n s ta n t velocity  v in an  ex te rn a l period ic  p o ten tia l re p re se n tin g  the su b s tra te .
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friction force is given by the maximum of the force - d V j)cr/ d x

F s u m c  =  —  K  ( 1 0 )
a

The dynamics resulting from V lot is studied with the addition of a viscous damping term 
proportional to the velocity of the particle. This term represents a possible coupling to 
external degrees of freedom in the substrate such as bulk lattice vibrations (phonons) and 
is added to counterbalance the drive constituted by the moving support.

The equation of motion is:

m ~  =  F el +  F per +  F v =  - K ( x  -  x s ) -  V {)~  s i n ^ ~ )  -  m r , ^  (11)

where the subscript e L  p e r , and v  represent elastic, periodic, and viscous, respectively. The 
solution of Eq. (11) is periodic, with period n a / v  [95]:

x ^ ^  — x ( t )  4 - n a  for integer n  ( 1 2 )

Usually, n  =  1. Only in the underdamped regime (77 < y / K / m )  jumps of the tip with period
icity larger than one lattice parameter (i.e., n  > 1) occur. It is convenient to rewrite Eq. (11) 
in adimensional units. We multiply each term of Eq. (11) by 2 i r / ( K a )  so that by defining

_ 27 t x  ,  t ^  f m  . V J 2 t t ) 2
x = ----- , / =  - ,  r] =  7 ] T with r =  — , A =  -  (13)

a  r  V a. (Kfl")

Eq. (11) becomes

From now on, when using adimensional units, we drop the tilde sign on all of them. The
timescale 7 is the inverse of the natural frequency (ol} of the spring.

Now we go back to discuss the total potential energy in rescaled variables

v „ „  =  -  .Yt ) 2 +  Af 1 -  cos(x)] (15)

The conservative force deriving from V lol is

d V
F  = ----- - 2 L  =  F cl +  F pcr =  - ( x  -  x s )  -  A sin(x) (16)

d x

Two different regimes, with a single or more minima of V (ol for all values of x s , can be 
identified for values of A smaller or larger than one. The occurrence and the implications of 
these two regimes become clear by looking at the forces as well as at the total energy.

The condition of equilibrium F  =  F d  F per  =  0 implies

( x  — x s )  =  — Asin(jf) (17)

A graphical solution of the above equation, as reported in [9], shows that for A < 1 there is 
only one stable solution for any value of x s , whereas multiple solutions are possible for A > 1. 
In fact, the left-hand side represents a straight line with slope 1 and the right-hand side starts 
off with slope A. The solutions for which the second derivative of V lol with respect to .v is 
positive (i.e., 1 -f Acos(x) > 0) define the possible metastable states of the system. For A < 1, 
1 4- A c o s ( a' )  >  0 always and no instabilities can occur. For A >  1, instead, 1 +  A c o s ( jc)  can pass 
through zero for certain values of x .  More and more metastable states appear as A increases. 
In this case, even if the support moves very slowly, the second derivative of the potential 
is bound to vanish at some point so that the particle is not in equilibrium anymore, and 
sudden jumps between different metastable minima cannot be avoided. In Fig. 4 from [64],
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F ig u re  4. T h e  to ta l p o te n tia l en e rg y  in th e  T om linson  m odel is the  sum  o f  th e  e lastic  en erg y  d u e  to  the sp rin g  
( V ,  in th e  figure, Vet in th e  tex t) an d  o f  the p artic le  su rface  in te rac tio n  (V TS in the  figure a n d  Vpfr in th e  tex t) 
fro m  [64). Two cases fo r  (a ) a s tif f  can tilev e r  an d  (b ) a so ft can tilev e r  a re  p re se n te d . (1 )—(4 ) p re se n t th e  tim e  
ev o lu tio n  w hile the  p artic le  is d raw n  o n to  th e  su b s tra te  by the  m oving su p p o rt. F o r the  stiff can tilev e r , th e  to ta l 
p o te n tia l V,  is nearly  p a rab o lic  a n d  th e  partic le  is alw ays lo ca ted  al th e  m in im um . C onversely , fo r the  so ft can tilev er, 
severa l m e tas ta b le  po in ts , c o rre sp o n d in g  to  local m in im a, a p p e a r  and  the  p a rtic le  sticks in o n e  local m in im um  and  
ju m p s  ab ru p tly  to  th e  next m in im um  w hen  the  b a rr ie r  be tw een  two m in im a d isa p p e a rs . R e p rin te d  w ith p e rm iss io n  
from  |6 4 |, N. Sasak i e t  a l., Phys. Rev. li  54. 2138 ( 199ft). 1996, A m erican  Physical Society.

the elastic and periodic potential and the resulting V w t  are shown schematically for two cases 
with A smaller or larger than one. The metastable states for A > 1 here show up very clearly 
as a series of relative minima in V m r

On the basis of this model, uniform sliding at the velocity ( x )  —  v  occurs for A < 1. The 
only source of energy dissipation comes from the viscous term, which vanishes in the limit 
v  —► 0. Note that the vanishing of kinetic friction does not imply vanishing static friction, as 
the periodic surface potential always pins the particle. For A > 1, a discontinuous stick-slip 
motion occurs and opens a new channel for energy dissipation. Part of the energy gain due 
to the sudden jump to the next minimum can be converted into vibrations of the particle. In 
presence of some damping mechanism, this energy abandons the interface and is dissipated 
into phonons (heat) or other excitations. Thus, when the stiffness of the interaction of the 
atom with its own bulk is weaker than the one with the other surface, finite friction results 
also in the limit of low sliding velocity contrary to viscous friction, which vanishes in the 
quasistatic limit.

The two regimes of motion (uniform sliding and stick slip), are shown in Fig. 5a where 
we plot the position of the particle as a function of time for the two values A — 0.5 and 
A =  3 obtained bv solving numerically Eq. (14) with damping 77 =  2. Incidentally this value 
of 77 corresponds to the critical damping of a damped oscillator of natural frequency w {) [5]. 
In Eq. (14), to,, =  I. One can see that the uniform sliding for low A goes over to stick-slip 
motion at higher A. The increase of _v occurs gradually for A =  0.5, whereas for A =  3, it 
occurs in steps, the particle remaining in a given minimum until it jumps to the next one 
very suddenly. The corresponding velocities x  for v  — 0.08 are shown in Fig. 6. For A =  0.5, 
the velocity is always different from zero and close to v ,  whereas for A — 3 it is close to zero 
in the sticking region and reaches values much higher than u during the short slip time.
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t t

F ig u re  5. T im e  d e p e n d e n c e  o f  th e  p artic le  p o sitio n  fo r su p p o rt velocity  v  =  0.08. ( a )  solid  line: A =  0.5. r\ =  2 
(c ritica l d am p in g ); d o tte d  line; A =  3, rj =  2. N o te  th e  tran s itio n  from  sm o o th  slid ing  fo r  A <  1 to  stick-slip  beh av io r 
w ith  rap id  ju m p s  o f  o n e  su b s tra te  la ttice  p a ra m e te r  fo r A >  1. (b ) C o m p ariso n  o f  d am p ed  and  u n d am p ed  m o tio n  in 
th e  stick-slip  reg im e w ith  A =  3; so lid  line: rj =  0; d o tte d  line: 77 =  2 [sam e as in (a)]. N o te  the  com plex  u n d am p ed  
m o tio n , w ith severa l f re q u e n c ie s  o f  o sc illa tion  and  less well d efined  periodicity .

In Fig. 5b, we compare the stick-slip trajectory calculated for A =  3 at critical damping to 
the one obtained by solving the equation of motion with 77 =  0. After each slip, strong oscil
lations take place, and also the stick-slip motion becomes more erratic, with a less defined 
time periodicity. One can see that, despite its simplicity, in the undamped or underdamped 
limit, this model shows complex dynamics, typical of nonlinear systems. For the Tomlinson 
model, the natural frequency of the spring co() =  1 becomes co =  y J d 2 V l(}l/ d x 2 \x=2n7T =  
y/\ +  A cosa ' |a-=2ww- =  >/I +  A close to the minima of the periodic potential. However, from 
Fig. 5b one can see that the oscillations of the particle calculated with 77 =  0 are not simply 
given by this frequency. Certainly one of the most challenging aspects faced by theoretical 
studies of atomistic friction is that one has to describe a situation that is always away from 
equilibrium. All regions of the potential are probed during the motion contrary to most 
solid-state problems where usually the situations of interest concern atoms that are close to 
equilibrium positions so that a harmonic approximation can be applied. We refer to [95] for 
a discussion of the nonlinear aspects of the model that are particularly marked, with chaos

t

F ig u re  6. T im e d e p e n d e n c e  o f  the  p artic le  velocity  x  fo r su p p o rt velocity  v  =  0 .08  and  critical d am p in g  17 =  2. Solid 
line A =  0 .5 , d o ite d  line A =  3. In the  sm o o th  slid ing  reg im e fo r A =  0 .5 , the  p artic le  velocity  is always d iffe ren t 
from  ze ro  a n d  close to  v, w h ereas  for A — 3. the velocity  is nearly  van ish ing  in the stick ing  reg ion  and  reach es  
v a lu es  m uch  h ig h e r th an  ?» d u r in g  the  sh o rt slip  tim e.
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and bifurcation behavior, for the ease A > 1, low damping, and high velocities, which are 
less relevant for the typical regime of AFM experiments.

In Fig. 7 we show the corresponding total energy given by

<18)

calculated for 77 =  2. The total energy starts from zero with the particle in a minimum of Vper, 
the spring at the equilibrium distance, and zero velocity. For A =  0.5, the behavior of the 
total energy parallels that of the potential energy term V  ,r with maxima of height 2A. The 
particle moves adiabatically along the potential energy surface due to the periodic potential 
V p e r , and the spring remains almost at the rest length. For A = 3 instead, when the support 
starts moving, the total energy increases due to the stretching of the spring reaching a value 
higher than the potential barrier 2A. Then, the particle jumps and the energy gets totally 
dissipated during the rapid slip motion. The rise time is clearly much longer than the time 
during which the slip occurs. In the following Section 6.2, we show how the Tomlinson model 
can be used to describe AFM experiments. In Section 6.3, we give an exact definition of the 
friction forces that are derived from the measured lateral forces in an AFM experiment, and 
in Sections 6.4 and 6.5, we describe in detail the forces in the different regimes and we give 
typical values for them.

6.2. The Tomlinson Model for the Interpretation of AFM Experiments
The Tomlinson model gives a simple but appropriate description of AFM experiments. The 
moving support can be seen as the moving cantilever during a scan of the surface. The 
spring through which the particle is attached to the moving support represents the cantilever 
stiffness. The case A < 1 corresponds to a stiff spring, A > 1 to a soft one. The fact that a 
single particle can represent small but finite tips, with tens to thousands of atoms, relies on 
the approximation, that goes under the name of Tomlinson-Prandtl or independent oscillator 
(IO) model. The atoms of the tip are considered as a set of particles, spaced with the lattice 
parameter of the substrate, each attached to the moving support by a spring with same 
force constant and not interacting with each other. Therefore, the motion of each atom is 
the same. Within this approach, the motion of a single atom given by the Tomlinson model 
represents the average of the real tip-surface contact [9, 49],

The sinusoidal potential V  may be thought as given by an ordered array of atoms in a 
crystalline surface. This approximation, which amounts to taking only the first Fourier com
ponent with wavevector I tt / ci of the periodic potential, is rather well justified because higher

t

F ig u re  7. T im e d ep e n d e n c e  o f  th e  tola! energy  [E q . (1 8 )| fu r v =  I).OH. rj -  2. an d  tw o values of A: solid  line 
A =• 0.5. d o tte d  line A =  3. T h e  rh in  d o tted  line jiives V  , fo r A — 0.5 (see  lext).
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components arc known to decay exponentially. Moreover, it is supported by c ib  i n i t i o  calcu
lations such as the one of [96]. In Fig. 8, we show the potential, calculated by a b  i n i t i o  pseu
dopotential total energy calculations, felt by a pyramidal Si4Hy tip sliding on a GaAs (110) 
surface represented by a 6-bilayer slab [96]. The tip is placed at fixed distance from the sur
face and moved at different positions on it along the paths indicated in Fig. 9. The structure 
is then fully relaxed, and the resulting total energy and forces are reported in Fig. 8. The 
approximate sinusoidal behavior of these quantities is apparent.

The values of the amplitude V n of the periodic potential are not always known. In princi
ple, as shown in [55, 66], they can be extracted from the measured forces. Further knowledge 
can result from the noncontact spectroscopy described at the end of Section 5.1. Typical 
values range between 0.1 eV and 1 eV. The fact that experimentally a stick-slip behavior is 
observed indicates that the regime that applies is the one for A > 1. Actually, as described 
in Section 5.3.3, also the transition between the two regimes has been observed [58, 66].

F ig u re  8. (a )  T o ta l en e rg y  an d  (b ) fo rces c a lc u la te d  ab  in itio  to r  a  Si tip  on  G a A s ( llO )  a long  th e  p a th s  given in 
Fig. 9 fo r sev era l va lu es o f  th e  t ip -su rfa c e  d is tan c e  rf. T h e  sinuso id a l b eh av io r found  in th ese  ca lcu la tio n s su p p o rts  
the  r e p re se n ta t io n  o f  th e  su b s tra te  as a rigid p e rio d ic  p o te n tia l used  in th e  T om linson  m odel. R e p rin te d  with 
p e rm iss io n  fro m  (% ]. S. H . Ke e t a I., Phys. Hew B  60. 11631 (1999). ©  1999. A m erican  Physical Society.
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F ig u re  9. Top view o f the (u n re lax e d ) G a As( 11(1) surface show ing as d o tte d  lines th e  p a th s  along w hich  the  ca lcu 
la tions o f  Fig. S are  p erfo rm ed . W hite  circles co rre sp o n d  to  A s atom s, black circ les to  G a  a tom s. R e p rin te d  with 
perm iss io n  from  [96], S. H . Ke e t al., Phys. Rev. R  60, 11631 (1999). ©  1999, A m erican  Physical Society.

Because the AFM scans are performed by moving the cantilever along a line on the 
surface, even a simple one-dimensional model turns out to be appropriate in first approxi
mation. Several extensions have been used to make the model more realistic. In particular, 
extensions to 2D and 3D periodic modulation as well as other specific tip-surface interac
tions have been considered in [21, 26 50, 55, 63, 64, 97), leading to an impressive agreement 
with experimental results [26]. In [63], a two-dimensional model for a lattice with the sym
metry of the NaCl lattice has been proposed, revealing the two-dimensional character of the 
lateral forces as well as sublattice periodicity, as also observed in experiments [59],

As discussed in Section 5.1, FFM can measure the force F x felt by the cantilever along 
the motion, the so-called l a t e r a l  f o r c e .  In the following Section 6.3, we examine how the 
representation of friction in terms of lateral forces can be reconciled with the dissipation of 
energy due to the viscous forces describing the coupling rj to bulk excitations.

6.3. Expression of the Friction Force in Terms of Lateral Forces
Consider again the equation of motion of the Tomlinson model given by Eq. (14) with 
x s =  v t  corresponding to the case of a support moving with constant velocity

x  +  -qx +  A sin(jr) -I- a -  v t  — 0 (19)

For the periodic motion Eq. (12) with n  =  1, the energy dissipated in one period 2 tt/ v  

( a  =  277 in adimensional units) is

AM--' =  I Fr d x  — 7j j  . i d x  — r/ /  .v2 d t  (20)
Jn ■'» Jn

and the friction force is given by

(21)
A W

\ tt

Now we can multiply both sides of Eq. (19) by i  and integrate over one period:

f l T T . ' V  p h r / v  jsT .7 T f V  * 2  77/ r  r .? .T T jVt* — *1 , t  nm. 11 / L p . .  it  / I ' ft f  I  a*. II j  (

x x  d t  +  Y) I  x 1 d r  4- U {) x  sin x  d i  -f I x x  d t  — v  j  t x  d t  — (J (22) 
Al J[i J\\ Jo J 0
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By use of the definition Eq. (21) and by integrating the last term by parts, Eq. (22) 
becomes

—x
1

+  27t F 0 .u . +  U (l{ 1 -  cos .v)!^ '" +
■7!iv , 2  m i

+ v  " x  d t  -  2 n x ^  j  =  0 (23)A
■

Due to the periodicity of the solution Eq. (12), the first and third term of Eq. (23) vanish 
and Eq. (23) can be written as

,2ir/v
2 i r F fric - - (27 t)“ +  v  x d t  =  Q (24)

■ Z •'u

We introduce £ =  x  — v t .  We can rewrite the last expression, obtaining

1 plTT/V pl w/ v

- v F f r u -  =  i(27T)2 - V  g d t - v 2 t d t
Z J (I J{)
1 -> a 2 t t / v  I T  /  2  7 7  \  2 f l 2 . T r / v

=  - ( 2 „ ) - - „ |  { * - T ( T J = - « l  (<11 (25)

Because v t  — x  =  —̂  is the lateral force Fx , we obtain an alternative expression of the friction 
force

v f2v/v
Flr i c =  r -  /  F x d t  =  ( F x )  (26)

Z tt J o

where (•) indicates a time average. Thus, finally we have proven that

r2tr/v v r2n/v
x  d t  =  —  F x d t  (27)

A )  Z77  J i )
V

This relation allows one to reconcile the lateral friction force as defined within the context
of AFM experiments, which is not dissipative in nature as it represents the work done to
slide two interacting surfaces over a finite distance, with the dissipated energy due to the 
damping term r/i.

6.4. Friction Force in the Tomlinson Model
In the Tomlinson model, the lateral force Fx is given by

F x =  K ( x s - x )  (28)

or, in adimensional units

F \  =  ( x s ~  x )  (29)

As demonstrated in the previous Section 6.3, the time average of this force ( F x)  is defined 
as the frictional force F fr i c . In Fig. 10, we show the lateral forces F x calculated during the 
trajectory shown in Fig. 5. For A < 1, ( F x )  oscillates around zero, yielding an average value 
F fr j c , which vanishes in the limit v  —> 0. Notice that the maxima of this force represent 
the static friction force that would be needed to pull the particle over the potential barrier 
and set it in motion. The small deviations of the maxima of F x from A are due to the 
damping term r \ d x / c l t . which is not negligible for A < 1. This regime has also been recently 
observed [66], as discussed in Section 5.3.3.

For A > 1, the stick-slip motion gives a sawtooth behavior of the lateral force similar to the 
one observed in most AFM experiments [25]. Although the particle sticks in the potential 
minima, the lateral force increases roughly linearly. The slope of this growth can be used 
to determine the stiffness of the cantilever as suggested in [11, 98, 99]. The effective spring
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F ig u re  10. T im e d e p en d en c e  o f  th e  forces fo r v =  I).OH, rj =  2, and th re e  values o f  A, A =  0 .5 ,3 , 8 as ind ica ted . 
For A < 1, (/■',) osc illa tes a ro u n d  zero , y ie ld ing  an  av erage  value F/fh., w hich v an ish es in the  lim it v  —<■ 0. F or 
A > 1, the  stick-slip  m otion  gives a sa w to o th  b e h a v io r  o f  th e  la tera l force sim ilar to th e  one observed  in m o st A F M  
exp erim en ts . T h e  stra igh t line vr g ives the lim iting  slo p e  expected  fo r large values o f  th e  p o ten tia l am p litu d e . T h e  
la te ra l fo rces fo r A =  hi show a fe a tu re  that is co m m o n ly  observed  in exp erim en ts , nam ely  the first l in e a r  in crease  
s ta rtin g  fro m  rest lasts longer th a n  the ones in fo llow ing  stick ing  reg ions (see text).

constant of the total system formed by the cantilever of stiffness K  and by the tip-surface 
contact can be described as a series of two springs as

(30)

where is the stiffness of the tip-surface contact, namely the second derivative of
V  at equilibrium, K CI)
I S

* c o n t a c t

— ^ 2 ^ ' n e i / ^ x ': \.x=x ■ With our form of V  [Eq. (9)], we have for

K .
4 7r2 V n

a -
(31)

For large V u (or equivalently large A in adimensional units), K c n  tends to the bare cantilever 
stiffness K .  In Fig. 10, we have reported also a calculation with a large A =  8. One can see 
that, in this case, the slope of the lateral forces tends to the slope v ,  which is the one obtained 
for K L,jf =  K  with K  — 1 in our units. The lateral forces for large A —  8 show also another 
feature that is commonly observed in experiments; namely, the first linear increase starting 
from rest lasts longer than the ones in following sticking regions [26). Again, the maximum 
value of the lateral force represents the static friction force. For A > 1, the frictional force 

is finite and grows with increasing A.

6.5. Parameters of the Model in Physical Units
When written in adimensonal units, the Tomlinson model can describe two very different 
situations. In fact, in AFM, problems two kinds of dynamics are present: the slow motion of 
the massive cantilever, with typical resonant frequency of 10',-l()h Hz and the fast vibrations 
of atoms in the contact area, with typical frequency of 10i: Hz. Due to the extremely large 
difference of timescales. these two dynamical modes can be decoupled [100]. Typical values 
of the mass and of the stiffness of the cantilever used in AFM experiments are respectively 
m  H r " 1 kg and K  — 10 N/m, with scanning velocities ranging from nm/s to /im/s. The 
corrugation depends on the nature of the substrate and on the applied load: as men
tioned in Section 6.2, it can typically vary from 0.1 eV to 1 eV. Assuming critical damping,
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the damping parameter in this case results to be 77 — 2 y / K / r n  — 6.4 • HP s_1. Converting 
these values of the parameters in adimensional units (indicated explicitly by the tilde), taking 
for example V n =  0.5 eV, v  =  10 nm/s, and a  —  0.246 nm (lattice constant of graphite), one 
gets A 2: 5.2, v  ^  0.8 x 10~\ and f j  =  2.

However, it is also possible to adopt an atomistic approach, in which the dynamics of 
the atom, instead of the motion of the whole cantilever, is considered. In this extreme 
situation, m  represents the mass of the atomic contact between the tip and the cantilever 
(e.g., for a carbon atom of mass m  ^  10-26 kg), and the velocity v  is typical of atomic motion 
(v  — 1 m/s) [55]. Using these new values of m  and v  and taking the same values of V (], K , 
and a  as in the previous case, we obtain the same values of the adimensional parameters, 
A ~  5.2, v  ~  0.8 x 10“\  and f j  =  2. Note that in this case, 77 ~  10"13 s_1. Thus, the same 
adimensional parameters may correspond to very different physical values of the masses 
and of the scanning velocities. In order to integrate Eq. (14) numerically, a value of the 
time step h  has to be chosen. Then, h  =  h y J m / K .  Choosing for example h  =  10“3, we find 
h  ^  10_s s for m  —  10“ 10 kg and h  —  10-16 s for m  —  10"2ft kg. Note that this latter value of 
h  is the one typically used in atomistic MD simulations. This means that we can in principle 
solve Eq. (14) with a fixed value of the time step and of the adimensional parameters, still 
describing diverse situations where the dynamical processes take place on timescales that 
differ by several orders of magnitude.

6.6. Thermal Effects in the Tomlinson Model
Up to now we have considered the statics and the dynamics of the Tomlinson model at 
T  =  0 (i.e., in the absence of thermal fluctuations). However, it has been pointed out that 
thermal effects can be relevant for the frictional dynamics and can be responsible for the 
logarithmic dependence of the friction force on the scannning velocity [48, 51] mentioned in 
Section 5.3.2. This issue has been theoretically analyzed by using a simple thermal activation 
probabilistic approach [48] as well as by means of numerical simulations of the Tomlinson 
model at finite temperature [51]. These studies have shown that temperature can be effective 
in overcoming the potential barriers A£ , activating jumps of the tip between minima of the 
total potential energy V t o r  The situation is schematically illustrated in Fig. 11, which shows 
V U)( as a function of x  for three different values of x s . At T  =  0, the tip can jump when the 
maximum between two metastable minima disappears, namely when AE  =  0. On the other 
hand, if T  ^  0, jumps of the tip can occur, particularly for values of the barrier AE  that are

x [nm]

F ig u re  I I .  I as a fu n c tio n  o f  x  fo r th re e  d if fe re n t va lues o f  T h e  d is ta n c e  b e tw een  h o riz o n ta l lines o f  the  sam e 
type in d ica tes  th e  en e rg y  b a r r ie r  A E  b e tw e e n  su b se q u e n t m in im a. A t T  — 0, th e  tip  c a n  ju m p  w hen  the  m axim um  
b e tw een  tw o m e ta s ta b le  m in im a d isa p p e a rs , n am ely  w hen  A E  =  (J. as show n in th e  to p m o s t case . If T  ^  0, ju m p s 
o f  th e  tip  can o ccu r as a c o n se q u e n c e  o f  th e rm a l ex c ita tio n , p a r tic u la rly  fo r va lu es o f  th e  b a r r ie r  A E  th a t a re  
c o m p a ra b le  to  th e  th e rm a l en erg y  k HT  (sec  text).
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comparable to the thermal energy k B T .  In this case, the displacement of the cantilever is 
smaller than the one needed to observe a jump at T  =  0, resulting in a lower friction force 
for finite temperatures.

The role of thermal activation on the dynamics of the tip can be understood within the 
simplified model proposed in [48], which has been used to explain the velocity dependence 
of the friction force observed in the experiments [25, 46, 48]. Let us consider a point-like 
particle in a well of the potential V lol of Eq. (15). If p  indicates the probability to find 
the particle in this minimum, 1 — p  is the probability of the tip to jump to the next, lower 
minimum. The master equation that describes this process (assuming that the particle can 
only jump from the higher to the lower minimum, and not v i c e  v e r s a )  has the form

^ =-/”cxp(zf^)"<') (32>
where / 0 is an attempt frequency and A£(/)  is the energy barrier between these minima. 
Equation (32) can be rewritten as

Assuming that F x depends linearly on x s with slope k cff ,  we have

^  j f - j x • i
=  (34)

In [48], it is also assumed that the energy barrier AE  depends linearly on the lateral force, 
that is,

AE { F X) =  v ( F ' -  F x ) (35)

where F * is the force needed to induce a jump at T  =  0 and v  is of the order of V ()/ F s tat jc . 

Given these facts and imposing the maximum probability transition condition

< * >

we obtain the result of Gnecco et al. [48]

=  +  (37) 

Thus, the friction force F fric =  ( F x )  depends logarithmically on the scanning velocity v  at a 
given temperature T .  This is called linear creep regime, because the energy barrier AE  van
ishes linearly with the lateral force. The essential ingredient in this approach is the activated 
hopping between potential wells, which can be determined solely by thermal fluctuations.

In a more recent work, combining numerical simulations with analytical considerations, 
Sang et al. [51] have corrected the logarithmic dependence Eq. (37) in order to account for 
ramped creep that should be important at not too small velocities. The main improvement
of the above reasoning lies in the modification of Eq. (35). The authors prove that the
dependence of the barrier on the lateral force is given by

A £ =  / i ( F - F , ) 3'2 (38)

where f i  =  4\/2Ku/ (3 P ') .  Inserting Eq. (38) in Eq. (33) and following the same steps leading 
to Eq. (37), it can easily be seen that in this case, the dependence of the lateral force on 
scanning velocity becomes
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F ig u re  12. F ric tion  fo rce  at T  =  an d  T  =  300 K as a function  o f  the  su p p o rt velocity  u. N o tice  the  lo garithm ic  scalc 
used  fo r  v. A lth o u g h  a sm all d e p e n d e n c e  on  th e  velocity  is fo u n d  a lso  a t T  =  0, th e rm a l f lu c tu a tio n s a re  th e  m ain 
co n tr ib u tio n  to th e  velocity  d e p e n d e n c e  o f  a to m is tic  fric tion  a t low velocities (see  text).

The relation Eq. (39) is applicable for large A in a wide range of velocities, while the linear 
creep holds in the small velocity regime, that is, for velocities satisfying the condition

Figure 12 shows a comparison of the friction force as a function of sliding velocity for 7  =  0 
and T  =  300 K, from which it is evident that, at very low velocities, the main source of 
velocity dependence comes from thermal fluctuations and that the functional form Eq. (39) 
can successfully he used to describe the data for T  0.

The Frenkkel Kontorova (FK) model, introduced in 1938 to describe dislocations in crys
tals [16], has been applied not only to this problem [101] but also to a variety of quasi 
one-dimensional physical phenomena such as charge-density waves [102-104], adsorbate lay
ers on surfaces [105], and Josephson junction [106], This model has taken a prominent 
role also in the field of sliding friction because it is ideally suited to study effects related 
to the commensurability of the sliding lattices. In particular, it is the prototype model to 
describe systems where competition between two incommensurate lengths determines the 
ground state energy. The FK model describes the surface by a harmonic chain in interac
tion with a substrate represented by a rigid periodic potential. Its ground state properties 
depend on the ratio of the lengths involved, the chain lattice spacing b  and the period of 
the potential a .  For incommensurate values of these two lengths, Aubry [107] has shown 
that, at a critical value of the coupling to the periodic potential, the ground state of the 
system displays a structural transition (Aubry transition) from a floating to a pinned con
figuration. Below this threshold, the ground state can be shifted by an infinitesimally small 
force, namely the system displays a vanishing static friction force. Therefore, if the macro
scopic rules of friction would hold, one might expect a frictionless regime also in a dynamic 
situation. Indeed, for this case, Shinjo and Hirano [70] have predicted that for incommen
surate values of the chain lattice parameter to the period of the modulation, a s u p e r l u b r i c  

regime should exist where the chain would slide indefinitely without kinetic friction but with 
a recurrent exchange of kinetic energy between center of mass and internal vibrations. This 
work was followed by the STM study [67] quoted in Section 5.1 showing, at the low velocities 
attained in this type of experiments, a drop of the friction force to values below exper
imental resolution in going from commensurate to incommensurate contacts for a W tip

(40)

7 .  U N D A M P E D ,  U N D R I V E N ,  F R E N K E L - K O N T O R O V A  M O D E L
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sliding on the Si(001) surface. A similar finding has recently been reported also for the 
sliding on graphite [23]. As described in Section 7, the prediction of frictionless sliding also 
at high velocities of [70] is oversimplified [18]. Moreover, the term s u p e r l u b r i c i t y  has been 
criticized in several papers [66, 108] because it suggests a transition to zero friction that can 
be compared to superfluidity or superconductivity, whereas there is no threshold value of 
the velocity below which the kinetic friction vanishes. Nevertheless, the term s u p e r l u b r i c i t y  

has become very popular and used to describe low friction in the quasistatic limit accessible 
by AFM [23].

We present in this section the Hamiltonian version of the static and dynamic incommen
surate FK model, which has led to the prediction of superlubricity, whereas in the following 
Section 8 we will consider the FK and FK-like models with driving and damping.

The dynamics deriving from the FK potential energy without the addition of external 
forces and dissipative terms conserves the energy and, strictly speaking, cannot be used to 
describe frictional properties. In [18, 70], the dynamics of the undriven FK chain without 
dissipative terms is studied as a function of the initial center of mass velocity and of the 
coupling to the substrate potential. The interest of this approach is that the center of mass 
motion can couple only to a finite number of excitations provided by the phonon spectrum 
of the chain, which can be described exactly. In this way, this model represents the simplest 
exact atomistic model of friction where one can follow in detail how mechanical energy is 
transformed into heat, or in other words how translational energy of the body as a whole 
can be transformed into vibrational energy.

The FK model has also been studied for the commensurate case a  =  b  in [109] to study 
the effect of impurities and the appearance of localized modes.

7.1. Static FK Model
The FK model [16] has been introduced as the potential energy describing a harmonic chain 
in interaction with a periodic substrate. Here we write it with the definition of parameters 
for which an exact value of the critical coupling at which the Aubry transition [69] occurs has 
been derived [110]. For N  particles in one dimension, connected by springs and placed in a 
periodic potential, the total energy can be written as the sum of a harmonic and a periodic 
term

b ) -  +
i - 7r

1 -  C O S -------.V (41)

As in the Tomlinson model, here also A represents the ratio of the coupling to the periodic 
potential to the harmonic spring constant. If in the Tomlinson model, the limit of strong 
coupling (A > 1) is the one suitable to describe the AFM data described in Section 5.1, for 
the FK model we will consider more in detail the limit of weak coupling, which applies to 
the experimental QCM results of Section 5.3.4.

The two lengths a  and b  are the period of V  H.r and the unstretchcd spring length, respec
tively. In absence of V p e n  the position of the particles is simply given by x „  =  n b  +  a, where 
a  is an arbitrary phase.

If the ratio of the two lengths a and b is a rational, namely b / a  =  M / N , with M  and 
N  integers, the registry is commensurate. This implies a finite periodicity N b  =  Ma  of the 
system. For two arbitrary surfaces in contact, this case is rather unlikely. The most interesting 
case is the incommensurate case where the ratio r  =  b / a  is an irrational number, namely it 
cannot be expressed as the ratio of two integers. This means that one cannot define a finite 
period of the total system. This is why the model for incommensurate contacts is usually 
considered in the thermodynamic limit, in which the number of particles N  tends to infinity.

One can define the w i n d i n g  n u m b e r  as the mean distance between the particles over an 
infinite range. The boundary conditions can be fixed in such a way that the winding number 
is kept at the unstretched length of the springs, namely

b  —  lirri ---------
n  — n'

( 4 2 )
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The presence of two incommensurate lengths is the reason of a complex behavior of the 
model. The interparticle potential V/uirm favors a uniform separation b between the particles, 
whereas the potential V  tends to pin the particles at the minima of the periodic potential, 
therefore favoring a spacing a. Aubry [69] has shown that the ground state positions x n can 
be described by the hull function f ( x )  as

a„ =  f ( n b  -f a )  =  n b  +  a  -f g ( n b  +  a )  (43)

The function / ( x)  is a strictly increasing function that depends on the ratio r =  b/ a,  and 
g( x )  is periodic with the same period of Vpcr. The function g( x)  is also called the modulation  
function because it describes the variation of the ground state positions from the equidistant 
spacing resulting from Vhorm alone. Aubry has shown that, for irrational values of r, f ( x )  
is an analytic function for values of A < A(., where Ac(r)  is a critical value that depends 
on /', whereas for A > Ac the increase of f ( x )  occurs only by discontinuities. Therefore, 
the transition occurring at At. is called the breaking o f  analyticity or Aubry transition [69]. 
This transition is signaled also by other quantities, in particular by the existence of a zero 
frequency phason mode below Ar, which moves to finite frequency (the so-called phonon 
gap) at the Aubry transition [111, 112].

In [111], the equivalence of the equilibrium states of the FK model to the standard 
map [5, 113] is also demonstrated. It is following this route that the precise determination 
of A(. and of several critical exponents has been obtained by MacKay [110]. Greene [114] 
has numerically shown that for r  =  t s and its inverse r ~1, the critical value A(. is the largest, 
where r K —  is the golden mean. Mackay [ 110] has developed a successful renormaliza
tion approach that gives At.(Ts ) =  0.971635406.

In principle, the hull and modulation functions contain all the information about the 
ground state. However, there is no analytic solution for these functions, so that in practice 
one proceeds the other way around. Usually, the period a  of the potential is taken a  =  1 so 
that r  becomes equal to the rest chain spacing b. The potential energy Eq. (41) is minimized
for a large but finite number of atoms TV, and the ground state configuration {xn} gives
approximations for a discrete set of points in the period of /  and g:

f ( n b  modulo a) =  x n modulo a (44)

g ( n b  modulo a) =  x n -  nb  (45)

The minimum energy configuration must be found by numerical calculations which require 
to introduce some approximations.

First periodic boundary conditions are introduced, that is,

Xll+N =  x „  +  N b  (46)

In this way, it is possible to fulfill the requirement (42). Second, we need to deal with the 
irrational number r that, as already said, does not allow definition of a finite period of the 
total system. It is well-known that the golden mean, can be approximated by the ratio of 
successive Fibonacci numbers (F, =  1, F2 =  1, Fn — Fn_.{ +  Fn_2 for n > 2), namely

r  =  lim ~  (47)
/i—‘■■x p  .1 /l+l

If the period of the potential is a =  1, so that r =  b, the number of particles N  and the
winding number b of the nth  approximant in numerical implementation of the FK model
are therefore defined as:

F M
N  =  Fm+i =  ^  (4H)

' / l + l  iV

The true FK model with infinite number of particles and a true irrational b  can now be seen 
as the limit of these approximants for n  —> oo.
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Within these approximations, Aubry and Andre [115) and Aubry and Le Daeron [116] 
proved that a relaxation method starting on an equidistant input configuration, x n =  nb +  a, 
always converges to the true ground state.

In Fig. 13, the hull and modulation functions are shown for two values of A above and 
below Ar, showing the occurrence of a structural transition. Continuity of the modulation 
functions means that the particles are uniformly distributed over all possible values of V p e n  

or, equivalently, that x n modulo a  form a dense set in the unit ceil of the periodic potential. 
Discontinuities, instead, signal the occurrence of forbidden region of the potential. This 
feature is illustrated in Fig. 14 where the ground state positions are shown for A below and 
above At..

Another way to express the modulation function and its change across the Aubry transi
tions, which can be more intuitive for solid-state physicists, is the one given by our group 
in [117-119]. Once the model has been defined on a lattice with N  sites with periodic 
boundary conditions as defined in Eqs. (46) and (48), one can write the modulation func
tion explicitly in terms of the deviations from the equidistant spacing b , which describes the 
ground state for A =  0 as

y „  =  x n ~  n h  -  Q  =  s ( / l b  modulo 1) Q  =  ~  (49)
II

where a  =  1, and Q  represents the center of mass position. One can then rewrite Eq. (41) as

£l o t

n=\
i ( y « +i -  1 ~  cos ( ” <7 +  27ry„ +  277(2))
I  \ ^ 7T)~

(50)

where we have defined the substrate modulation wavevector

(j = 2irb = 2 tt—  (51)

0.04 |-------- 1-------- r

F ig u re  13. Top: the  iiuil function  / ( .y j  ( ieft)  and the m o d u la t io n  func t ion  # ( x )  ( r ig h t ) for A =  0.7  <  Ar . B ottom : 
sam e for A ~  1.4 >  A, ca lcu la ted  tor  a system o f  N  — 233 par t ic les  o n  a pe r iod ic  po ten t ia l  o f  pe r io d  a — 1. T he  
w inding n u m b e r  b is chosen  to he an  app ro x im a t io n  o f  I he go lden  m e a n  as b  =  144/233. A l th o u g h  these  figures 
consist  o f  a d isc re te  set of  points, o b ta in e d  accord ing  to the p re sc r ip t io n  Eq. (45),  continuity  for A < A, is apparen t .  
F or  A > A . the  m o d u la t io n  and  hull functions b eco m e  d iscon tinuous
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F ig u re  14. T h e  p o s itio n s  o f  th e  p a rtic le s  in th e  g ro u n d  s ta te  co n fig u ra tio n  fo r A =  0.7 <  A,. ( to p )  a n d  A =  1.4 >  At. 
(b o tto m ) . N o tice  th a t fo r  A <  A( , the  p a rtic le s  a re  d is tr ib u te d  a t all p o sitio n s in the  p e rio d ic  p o te n tia l, w h ereas 
fo r A >  At., fo rb id d e n  reg io n s  a ro u n d  th e  p o te n tia l m axim a a p p ea r. O nly  p a rt o f  th e  system  fo rm e d  by N  =  233 
p a rtic le s  as in Fig. (13) is show n.

In the limit of weak coupling, it is convenient to go over to their Fourier transformed 
coordinates defined as

with k  =
2tt K  

N
and (52)

which represent the phonon modes of the system for A =  0. The dispersion for the linear 
chain with A =  0 is

a ) k =  2
k

s i n  i - (53)

It is then to be expected that., in the limit of weak coupling, the deviations from the equidis
tant spacing y n will be modulated with the wavevector q  as due to the frozen-in phonon 
t o (j. For weak coupling A <$C \ c , the Fourier transform related to q  has the strongest ampli
tude, and the amplitudes of higher harmonics r n q  scale as A|w|. Indeed, as shown in the top 
panel of Fig. 15, the amplitude of the low Fourier components \ y k \2 is very pronounced for 
A < A(. and w'ashed out at A > Ar. In the bottom panel of Fig. 15, the amplitudes are ordered 
as a function of m q  so that the exponential decay shows up clearly. Notice, however, that 
the finite numerical precision makes that the high order components cannot be calculated 
numerically. Therefore, the ground state in the low A regime can be seen as the unperturbed 
state modulated by a number of harmonics with the periodicity of the substrate potential.

The Aubry transition has important consequences for the static friction force, which in 
the context of the FK model is also called the depinning force [69] and is defined as follows. 
If we apply a force F  to each atom of the chain, the equilibrium condition of the system 
obeys, if a stable state exists, F  =  — d V t o! / d x n or

d V
2*„ - x , H {  - x n _ {

per

d x
-  F  =  0 (54)

The static friction force F s is defined as the critical value for which the chain will not be 
anymore at equilibrium and will start sliding or, in other words, F s is the value for which (54) 
has one or more solutions for F  <  F v and no solution for F  > /%.
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F ig u re  15. L eft: A m p litu d e  o f  th e  F o u rie r  tran sfo rm  o f  the  d isp lac em en ts  from  e q u id is ta n t spacing  in th e  F K  
ch a in  \yk |2 given by Eq. (52) fo r  (a ) A < A. an d  (b ) A > A ,. N otice th a t th e  c o m p o n e n t re la te d  to  th e  m o d u la tio n  
w avcvecto r q  [Eq. (51)] has th e  s tro n g est a m p litu d e  and  th a t the  a m p litu d es  o f  h ig h e r  h a rm o n ics  m q  sca le  as A1"'1 
(n o tic e  lo garithm ic  sca le). R ight: T h e  a m p litu d e  o f  th e  F o u rie r  tran sfo rm  o f  th e  d isp la c e m e n ts  from  eq u id is tan t 
sp ac in g  in th e  FK chain  a re  p lo tted  as a function  o f  m u ltip les o f  the m o d u la tio n  w av ev ec to r q  fo r (a ) A <  At. and
(b )  A >  A, (see tex t).

Below the Aubry transition, the chain is not locked by the periodic potential and an 
arbitrary small value of F  is enough to cause the sliding and to let all stationary stable states 
disappear, namely F s —  0.

For A > X c , some energy is needed to bring the particles over the forbidden regions, 
the tops of the potential hills. In order to produce an infinitesimal translation to the right, 
energy is needed to bring the particle, situated at the left side of a forbidden region, over 
the top at the right hand side of it. The energy that is needed to overcome the largest dis
continuities in the hull function is called the d e p i n n i n g  e n e r g y  or the P e i e r l s - N a h a r r o  barrier. 
The Peierls-Nabarro barrier E r N  and the friction force Fs start to grow at At. with a critical 
exponent 'P [ 110].

E P N ( X ) ,  F s ( X )  oc (A -  X c f  V  %  3.0117222 (55)

Before closing this section, we quote a number of interesting papers for further studies.
In [120], the Aubry transition is described in relation to the devil's staircase. Chou and 
Griffiths [121] give analytical and numerical strategies to find the ground state of the FK 
and similar models. Also, the effect of perturbation due to additional harmonics to V  is 
examined. In [122], the existence of an Aubry transition for a realistic model of an incom
mensurate gold/gold interface is found. An incommensurate gold grain boundary has been 
found to be stable by high resolution electron spectroscopy [123]. This study therefore shows 
the occurrence of vanishing static friction for this real system when the grain boundaries 
are unstrained. In [124], the effect of finite chains with open boundary conditions is exam
ined. In [125, 126], quasiperiodic potentials are investigated. In [127], the conditions for the 
existence of a transition analogous to the Aubry transition are derived for a generalized FK 
model where the harmonic intrachain interactions are replaced by a modified Morse poten
tial. which can represent better interatomic interactions. Xu et al. [128] generalize the FK 
model to a diatomic chain. The effect of quantum fluctuations on the Aubry transition is
studied in a numbers of papers of this group, which are reviewed in [129].

Weiss et al. have also studied the FK-Tomlinson model [108], which adds to each atom in 
the chain a harmonic interaction with a rigid upper body as in the Tomlinson model. This 
model exhibits a structural transition, similar to the Aubry transition of the FK model.

7,2„ Dynamic FK Model
As already mentioned, the prediction of superlubricity [70] follows from a study of the 
dynamics of the incommensurate FK model. For its importance, it is worthwhile to treat this 
topic in detail.

(a) k=3q

îkjuiJjL

<=2q k=q -  

l l l l

-  ! ! -



Sliding Friction at the  A tom ic  Scale 4 0 9

Wc follow the notation of Shinjo and Hirano [70] and define the FK Hamiltonian obtained 
by supplementing the potential energy Eq. (41) with a kinetic energy term.

where q n and p n are the particle positions and momenta, b  is the equilibrium spacing of the 
chain for A =  0, and A is as in Eq. (41) the strength of the coupling scaled to the elastic spring 
constant. Notice the difference of notation with respect to Eq. (41) where the positions were 
denoted as x „ .  Moreover, there is a difference of a factor 2 v .  This is due to the fact that for 
the dynamics, the first derivative of the potential energy, namely the forces, are the relevant 
quantities so that the present definitions leads to a simpler form of the equations of motion. 
With this definition, the Aubry transition takes place at Ar =  0.1546.. . [130].

The incommensurable ratio of b  to the period a  of the periodic potential is chosen as the 
golden mean as described in the previous section by choosing a  =  1, b  — t  =  (1 +  v/5)/2 
expressed through commensurate approximants according to Eq. (47). Periodic boundary 
conditions <yv+1 =  g, +  N b  are implemented according to Eqs. (46) and (48). In [70], the 
number N  of particles considered in approximating the golden mean is not mentioned. As 
argued in [18, 1 17, 119], a too small approximant could be the reason for the absence of 
dissipation, named superlubricity reported in this paper in a wide range of velocities. The 
center of mass (CM) position and velocity are defined for convenience as

The undamped and driven dynamics is studied by giving the CM an initial kinetic energy 
and monitoring whether this energy is transferred to the internal motion. In this way, this 
Hamiltonian model can be used to study the frictional properties by monitoring how the 
translational CM kinetic energy is transferred to the internal motion of the atoms of the 
chain. To this purpose, the relative position and velocities of atom n  with respect to the CM 
are defined as

where #„(/),, q , )  involves only the degrees of freedom of the internal motion, so that the 
coupling of the internal motion to the translational degrees of freedom P  and Q  comes only 
through the periodic potential.

The authors solve the equation of motion resulting from Eq. (7) with initial conditions 
for the CM velocity P  — P t„  q„ corresponding to the ground state of the system and all 
5, =  0. The normalization used to define P  is such that all p n ( t  =  0) =  P a . Notice that for a 
given initial velocity P„, particles pass over the minima of the potential with the washboard 
frequency f 1 =  2 t t P (). Shinjo and Hirano find two regimes of motion, a frictional and a super
rubric regime and draw the phase diagram sketched in Fig. 16, where the two regimes are 
given as a function of the CM initial velocity and of the coupling strength A. The s u p e r l u b r i c  

regime is characterized by a recurrent increase and decrease of translational energy. This 
regime is characterized as the one where the kinetic friction force, defined as the average 
value of the force resulting from the periodic potential given by

e = „ £ < / » >  p = j j T : p »
(57)

P n  =  P n  ~  P  Ih, ~  Rn ~  Q (58)

With this notation.

(59)

W p e r i Q i  +  (?) (60)

vanishes. Therefore, for all values of the sliding velocity and coupling A of Fig. 16, the 
:hain would slide with no dissipation. In the following Section 7.3, it will be shown that this
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Superlubricity

Friction

0.0
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F ig u re  16. S k e tch  o f  th e  p h ase  d iag ram  p re se n te d  in Ref. [70], w ith su p e rlu b ric  a n d  fric tional b eh av io r  for ran g es 
o f  va lu es o f  th e  in itia l C'M velocity  Pn and  co u p lin g  to  the  su b s tra te  A. T h e  vertica l d ash ed  line d raw n  fo r A =  
0.5 A( /3  in d ica te s  th e  ran g e  o f  initial ve locities fo r w hich s im u la tio n s a re  p re se n te d  in Fig. 18. T h e  su p e rlu b ric
b eh av io r d e sc rib e d  in Ref. [70] c o rre sp o n d s  to  the  in itial b eh av io r o f  the  CM  as show n in Fig. 17 b u t d o es  n o t 
a cco u n t fo r th e  d ecay  o f  C M  v e lo c ities  found  in lo n g e r s im u la tio n s (see  Fig. 18).

recurrent behavior with no kinetic friction breaks down as a result of parametric resonances, 
which have not been found by Shin jo and Hirano.

Notice that the superlubric regime in Fig. 16 extends up to velocities as high as more 
than twice the frequency of the zone boundary phonon of the chain, namely hundreds of 
m/s. In fact, a value of PQ =  1 gives a washboard frequency H =  6.28. As given in Eq. (53), 
the maximum frequency of the chain is o) =  2. To estimate the velocity in physical units, P(] 
should be rescaled by the factor a - J K / m .  By taking for the lattice constant a , the harmonic 
force constant K ,  and the mass m  of silicon, one finds that the value of P  in m / s  is given 
by P ( m / s )  =  1.3 x 10}  P{).

These findings have been thoroughly reexamined in [18, 117, 119] described in Section 7.3, 
showing that the conclusions drawn in [70] are oversimplified as a result of either too short 
simulation times or of too small system sizes.

7.3. Conversion of Translational Energy into Heat: An Exact Model
In this section, we present the results obtained in our group, by Consoli et al. [18, 117-119] 
who have reexamined the finding presented in the previous section, coming to different 
conclusions. The model studied is exactly the same of [70], described in the previous Section.

The time evolution of the CM momentum is studied mostly for A — A(./3 and several 
values of P{]. According to the phase diagram of [70], a superlubric behavior with recurrent 
and persistent exchange of energy between CM and internal energy should be observed 
for this value of A and P{) > 0.1. Consoli et al. find this type of situation only in the very 
initial phase of motion as shown in Fig. 17. Here there is indeed an oscillatory behavior of 
P  around the value of the velocity corresponding to the washboard frequency P  =  0 /(2 7 7 ) , 
going back to the initial value P„ after each period of oscillation. However, this behavior 
does not continue indefinitely as it should in the superlubric regime.

In Fig. 18, the temporal behavior of the CM velocity is shown on a larger timescale for 
several initial values P{). A nontrivial time evolution with oscillations of varying period and 
amplitude is found. This is related to the resonant coupling to particular modes of the chain 
with wavevector related to the modulation periodicity q .  A very fast decay of the CM velocity 
occurs for P{) ~  (o(j/ (2rr ) .  Note again that the dynamics is studied in the absence of a damping 
term in the equations of motion and that therefore the decay of the CM velocity is only due 
to the excitations of phonons, which for this simple model are treated exactly. A similar, but
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F ig u re  17. In itia l b e h a v io r  o f  th e  C M  velocity  P  fo r N  — 144, h =  233 /144 , and  w eak  co u p lin g  A =  0 .015 ~  At./1 0  fo r 
a  few va lu es o f  th e  in itia l C M  velocity  P{] a ro u n d  the  m ain  re so n an c e  a t P  — w J ( 2 t t ) .  T h e  so lid  lines a re  c a lc u la te d  
hy  in teg ra tin g  th e  full system  o f  eq u a tio n s  (61) an d  a re  ex trem ely  w ell rep ro d u c e d  by th e  d a sh e d  lines, w hich  a re  
o b ta in e d  by solv ing  th e  m in im al se t o f  Eqs. (62) (see tex t). R e p rin te d  w ith p e rm iss io n  fro m  [18], L. C o n so li e t  al., 
Phvs. Rev. Lett. 85, 302 (2000). © 2000, A m erican  Physical Society.

much slower, decay is found for n P {) — cu /(27t). In the study of the driven underdamped 
FK [17] discussed later in Section 8, it is shown that at these superharmonic resonances, 
the differential mobility is extremely low. Reference [18] presents an analytical description 
in terms of the phonon spectrum, which explains the complex time evolution of the CM 
velocity and identifies the dissipative mechanism that is triggered by these resonances. The 
oscillatory motion of the CM in the initial phase of the motion shown in Fig. 17 leads to 
excitation of phonon modes via a sequence of parametric excitations involving more modes 
in cascade. This mechanism is particularly effective close to the harmonic resonances at a ) n u r  

which act as a d r i v i n g  term for the onset of dissipation via subsequent complex parametric 
excitations.

It is useful to show how this mechanism, which represents a common feature of non
linear lattices, can be followed in detail by means of the following theoretical approach. 
The N  equations of motions resulting from the Hamiltonian Eq. (56) are solved numeri
cally, for example, by a Runge Kutta algorithm, with initial momenta p n =  P {) and q „ ( t  —- 0)

0 1000 
Time

Figure 18. T em p o ra l b e h a v io r  o f the  C M  velocity  P fo r N  =  233, A =  0.05. E ach  so lid  line c o r re sp o n d s  to  a 
d if fe re n t in itial v a lu e  P{). T h e  d ash ed  line c o rre sp o n d s  to  the  m ain  re so n an c e , at P„ =  a)fl/ ( 2 ir )  =  0 .2966 . T h e  so lid  
d o ts  c o rre sp o n d  to  h ig h e r reso n an ces.
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corresponding to the ground state obtained by minimizing numerically the potential energy 
Eq.(41). With the definitions of Eq. (57) and by writing q n —  n b  +  x „  +  Q ,  the equations of 
motion for the deviations x „  from a rigid displacement read

x „  =  JfII+1 +  x n ] -  2 x „  +  A cos ( q n  +  2 t t x „ +  2 i t Q )  (61)

In the limit of weak coupling A, it is convenient to go from real to reciprocal space by 
defining Fourier transformed coordinates x k =  ^  e ~ ' k" x „  and x „  =  e ' knx k , where k  -

2 v K / N  with K  e ( - N / 2 ,  N / 2 ] ,  and the normalization is chosen to remove the explicit 
N -dependence in the equations of motion, which become:

x k =  - 0> i x k +  2^  £ > - '* " [  +  e x . ]  (62)

(63)
n

with w k given by Eq. (53). Equation (63) is expanded in x u as:

, . A -  ( H t t )"'  ZwQ

Z  m = It

+  ( -1  Y " e - W X k l - - - X k J k ^ km^ k ] (64)

Because in the ground state the only modes present in order A arc jc =  x  q —  A / 2 a t h e  
CM is coupled only to these modes up to second order in A:

Q  =  i \ i r { e a 'n Q x _ -  c  , l j !(Jx q ) (65)'/
A

+ - e i l i r Q (66)

In Fig. 17, the behavior of P ( t )  =  Q ( t ), obtained by solving the minimal set of Eq. (65) 
with the appropriate initial conditions Q ( t  — 0) — 0, P ( t  —  0) =  P 0 , x q ( t  =  0) =  A/(2&^), 
x  ( t  — 0) =  0, with the one obtained from the full system of Eq. (61). Equation (65) repro
duces very well the initial behavior of the CM velocity, which displays oscillations of fre
quency A around the value H/(2tr), but does not predict the decay occurring at later times 
because, as we show next, this is due to coupling to other modes. To this aim, we analyze 
the relation between the initial CM velocity P lt and 0 /27 r.

The initial behavior of the CM motion (Fig. 17) can be described by the a n s a t z :

O .
Q ( i )  — - — t  +  ff+ sin(A, 0  +  sin(A l )  (68)

27r 1

Inserting the ansatz (68) in the coupled set of Eq. (65), keeping only terms linear in a ± , 
both Aa are found as roots of:

A: =  A V  [2Z(0) -  Z(A) -  Z ( —A)] (69)

Z(A) being the impedance

1 (70)
u-  -  (SI +  A )2

In general, Eq. (69) has (besides the trivial solution A — 0) indeed two solutions, related to 
the sum and difference of the two basic frequencies in the system, o) and .0 :



Slid ing Friction at the  A tom ic  Scale 413

Close to resonance, 11 — w  , the amplitude a _  dominates (sec below), and the C’M oscillates 
with a single frequency A =  A as shown in Fig. 17. Very close to resonance [more precisely.

the system turns out to be bistable as P lt passes through (u / ( 2 i t ) [18].
Analytically, the relation between 12 and P (l and the amplitudes a ± is determined by 

matching the c m s a t z  (68) with the initial condition:

Notice that this equation, which is derived by keeping only linear terms in a _, is not 
accurate enough to describe in detail the instability around w . t where o' diverges.

Art initial behavior similar to that for P u ~  co / ( 2 t t ) is observed in Fig. 18 for i i l ^  ~  
i o i h i / ( 2 t t ) .  Each of these resonances can be studied as done for the main resonance at &>(/ 

by taking into account terms in higher order in A in Eq. (64). For n  —  2, Eq. (64) shows that 
x 2(j is driven in next order in A by x q \

When 2 ttQ  ~  12/, x q will be ~  A<?'n', so that x 2l) is forced with amplitude A: and frequency 
2 0 ,  yielding resonance for 212 =  w 2,r  Because x 2l/ couples back to x (f, we have a set of 
equations similar to Eq. (65), but at order A2.

This approach shows that the coupling of the CM to the main harmonics n q  cannot explain 
the onset of friction causing the decay of the CM velocity seen in Fig. 18 at later times. The 
decay of P  is due to the fact that the oscillatory behavior of P  in the initial phase of the 
motion leads to parametric resonances involving other modes as shown next. Because x q is 
by far the largest mode in the early stage, one can consider second-order terms involving x  

in Eq. (64):

with A  — 2(A7t ) 2/ Z ( 0) and B  ~  a  _. Clearly, Eq. (76) is a Mathieu parametric resonance 
[131, 132] for mode x k . The relevance of parametric resonances has been recently 
stressed [ 133]. However, in this case, due to the coupling of the CM to the modulation mode 
q , resonances are not with the washboard frequency O but with A ~  11 — w (/. Therefore, 
instability windows are found around t o :k +  A  =  ( n A/2)2. Because A is small close to reso
nance, one expects to find instabilities for acoustic modes with k  small. Indeed, as shown 
in Fig. 19a, the decay of the CM is accompanied by the exponential increase of the modes 
k  =  2, 3, 4 and, with a longer rise time, k  =  1. However, the instability windows resulting 
from Eq. (76), shown in Fig. 19b, cannot explain the numerical results of Fig. 19. In Eq. (65), 
the only linear terms left out in Eq. (75) are couplings with x k ± q , which are much higher 
order in A. Nevertheless, these terms are crucial, as they may cause new instabilities due to 
the fact that, for small k , they are also close to resonance. In [18], it is shown that a wider 
range of instabilities, which accounts for the behavior found by solving the full system of 
equations (61), is found by solving the coupled set of equations for mode x ±k and x k ±  . This 
mechanism where a parametric resonance is enhanced by coupling to near resonant modes is 
quite general in systems with a quasicontinuous spectrum of excitations and is related to the 
one proposed [134] in explaining instabilities in the Fermi Ulam Pasta chain in a different 
physical context.

In [117, 118], this mechanism is shown to lead to a dynamical transition in the system, 
which is analogous to the Aubry transition for the static model. Without giving the details

t o  < 12 < w(/ +  (2A; 7r 2/w (/)  ̂], the root A _ becomes imaginary, signaling an instability. In fact.

A2tt11 I
(72)

2a;2 ( o j q ±  l l ) 3 

11 A27rli f 1
;■-----I- t----- rr +  77v (73)

(74)

(75)

(76)
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F ig u re  19. (a ) E x p o n en tia l grow th o f th e  a m p litu d e  o f  th e  F o u rie r  tra n fo rm  | .v j : o f  th e  first four acoustic  m o d es  
from  Eq. (61) fo r N  =  144. A =  0.015. an d  Pt) =  0.29. T h e  p a ra m e tric  excita tion  o f  these  m odes is th e  cause  o f  th e  
decay  o f  th e  CM  velocity. N o tice  tha t th e  th ird  m ode has the  fa s te s t grow th , (b ) D isp e rs io n  re la tio n  fo r  a ch a in  o f  
/V =  144 a to m s {k  a re  in un its o f  277/144). T h e  unstab le  m o d es show n in p anel (a ) arc  ind ica ted  by so lid  d o ts . T h e  
sh a d e d  k  ranges a re  the  instability  w indow s resu ltin g  from  th e  M a th ie u -ty p e  Eq. (76). w hich can n o t give ac c o u n t 
o f  the  instability  lead ing  to  ex p o n en tia l g row th  found  in the  s im u la tio n s . C onverse ly , the  w iggled reg ions o f  th e  
p h o n o n  d ispe rs io n  a rc  the instability  ran g es o b ta in e d  bv c o n s id e rin g  also m o d es x kzl/ (see text). T h e se  in stab ility  
ranges give acco u n t o f  the  found  in stab ilities an d  o f  the  sh o r te s t rise  tim e o f  th e  th ird  m ode, w hich falls in th e  
m idd le o f  the  instability  range. R e p rin te d  with perm iss io n  from  [18 |, L. C onso li et al., Phys. Rev. Lett. 85 , 302 
(2000). ©  2000. A m erican  Physical Society.

of the analytical results derived in those papers, we point out that indeed the average of the 
friction force given by Eq. (60), which is proportional to X n c o s ( 2 i T q n / a ) ,  can vanish or be 
finite depending on whether the positions are uniformly distributed over the potential or 
not, namely

{P ) =  0 if q n modulo a  is continuous (77)

(/>) zfc () if cj„ modulo a  is discontinuous (78)

Therefore, the initial phase of the motion, in which indeed a recursive exchange of kinetic 
energy between the CM and internal modes occurs without dissipation, goes over to a dis
sipative regime with decay of the CM velocity P when the continuous modulation of the 
atomic position disappears as a consequence of phonon excitations.

For computer simulations, it is important to realize that parametric resonances give rise 
to instability energy windows leading to exponential growth of the amplitude of phonons in 
that energy range. Therefore, if the chain is too small, the discreteness of the spectrum can 
lead to a situation where no modes fall inside the instability range. As shown in Fig. 20 for 
/V =  144, the CM velocity P  quickly decays, whereas for A/ =  21 no decay exists as predicted 
in [18] on the basis of the previous treatment, which allows one to estimate the conditions 
for the existence of resonant growth of modes as a function of N .  The effect of decreasing 
chain lengths has been studied also by Sokoloff [135], who analogously predicts vanishing 
friction for nanoscale solids due to the discreteness of the phonon spectrum.

In Fig. 21, all energy terms are examined. Initially, the system possesses only the CM 
kinetic energy Ej!h r  which decays to zero with time, being transferred into potential energy 
and kinetic energy of the phonons in equal parts. At the end of the simulation, where com
plete energy transfer has occurred from the CM to the internal modes, the modes roughly 
behave as expected from equipartition as |.v/c|2 1/ark [119]. More detailed studies should
be performed to establish this fact with certainty. For the driven damped FK model, small 
deviations from equipartition are found in [17].

Lastly, there is also another type of parametric resonances that also lead to decay 
of the initial momentum [136]. Based on our expansion (65), we find that modes x q/2 are 
parametrically excited by the oscillatory motion of the CM:

-v„: =  ~

0  =  i X i r ( e r- ^ x .  „ -  *"Cir% )  -  Att2 ( t ^ r +  e (79)
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T im e

Figure 20. T em p o ra l b e h a v io r  o f  P  fo r  A =  0.015 and  Pu =  0 .29  fo r  tw o va lu es o f  N .  (a ) N  =  144, (b ) N  =  21. 
In  th e  last case, n o  decay  o ccu rs  d u e  to  th e  d isc re ten ess  o f  th e  sp e c tru m , w hich  p re v e n ts  m o d es from  beco m in g  
u n sta b le  (see  tex t).

These resonances give instability regions (leading to excitation of internal motion and thus to 
frictional behavior) centered around the values w M l  =  2 cd<i and cdM2 =  2(x)7T_ ^ .  When com
pared to the standard Mathieu equation, the parametric resonances described by Eq. (79) 
can be considered peculiar for two reasons: first, the equation for mode x% is in fact a set 
of two coupled equations ( x k being a complex number). Second, the back coupling to the 
resonant mode x^ in the equation for the CM motion drives Q inside and outside the 
instability window, which is not a standard feature of this type of phenomena.

In conclusion, for the ID FK model, a dynamic frictionless superlubric regime cannot exist 
because the resonant coupling of the CM to the modes n q  or ( f , i t  -  ‘j )  gives rise to an 
effective damping for the system via a cascade of couplings to more and more modes via the 
nonlinear terms in Eq. (65). An a p p a r e n t  s u p e r l u b r i c i t y  can arise in numerical calculations 
(thus with finite N )  and can be attributed to the discreteness of the spectrum on the scale 
of the size of the instability windows.

T im e

Figure 21. 'Tem poral b e h a v io r o f  k in e tic  an d  p o te n tia l en erg y  te rm s fo r the  case  o f  Fig. 20a. T h e  p o te n tia l energy  
1' a n d  in te rn a l k in e tic  en e rg y  E ^'n a re  no t d is tin g u ish ab le  in th e  figure.
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Notice that the dynamics of FK model given by Eq. (56) represents the discrete version of 
the well-known sine-Gordon equation, which can be derived from Eq. (41) by letting N  go 
to infinity while keeping the system size constant so that the interparticle distance goes to 
zero [132]. The term resulting from the harmonic intrachain coupling x n+] 4- x n_ i — 2 x n 

becomes the second derivative of the continuous variable ( j ) ( x ,  t )  yielding:

d2d) d~(b
—  =  — +As i n  ( 4 >)  (80)
a t -  a x ~

This is why the FK model is also called the discrete sine-Gordon equation. The sine-Gordon 
equation is exactly solvable [137] and has solutions in the form of solitons or solitary waves. 
In discrete models, k i n k s  are analogous to solitons. The relation to the continuous sine- 
Gordon equation and its solutions is used in [138] to study the kink dynamics in finite FK 
chains. Resonance mechanisms due to the interplay between kink velocity and the phonons 
of the chain are also outlined in this paper and shown to lead to energy localization at the 
surfaces.

8 .  D R I V E N ,  D A M P E D  D Y N A M I C S

An important step toward the understanding of friction at the atomic scale is to be able 
to describe the response of a system of strongly interacting atoms to an external driving 
force in presence of a periodic potential and of some damping mechanism at finite temper
ature. This knowledge is relevant to understand nanoscale friction as well as macroscopic 
friction in the boundary lubrication regime described in Section 2. This step implies study
ing the nonequilibrium dynamics of driven systems of interacting particles onto periodic 
substrates, a complex phenomenon with many facets depending on temperature, bound
ary conditions, range, strength and nature of interactions, commensurability, and external 
fields. The steady-state in these experimental situations are usually studied by means of 
the Langevin dynamics with viscous dissipative terms and stochastic forces as described in 
Section 11.3. The resulting complex dynamics, particularly in an underdamped regime, is all 
but fully explored and understood.

For noninteracting atoms, this problem reduces to the diffusion of a Brownian particle in 
presence of a periodic potential, a situation that has been studied intensively, particularly 
in the context of surface diffusion and crystal growth, and which, about a half-century after 
the seminal work of Kramers [139], is by now almost completely understood [132, 140]. In 
Section 8.1, we review the main results due to Kramers for the driven motion of a single atom 
on periodic potentials at T  =  0 and T  ^  0. In the same section, we compare these results 
with those resulting from the simplest system of interacting particles: a harmonic dimer. 
This simple example [141] illustrates how the interplay between interatomic interactions 
and thermal fluctuations can lead to new effects. Then in Sections 8.2 and 8.3, we go over 
to a description of the main results obtained for more complex driven systems at T  =  0 
and T  ^  0.

8.1. Driven Motion of Single Particles and Dimers
Let us reexamine the main results due to Kramers [132, 139, 140] to appreciate the effect 
brought in when considering not a single but many interacting particles. Consider the motion 
in presence of a ID periodic potential.

.. , 277 , /  2 l T \  , , v
m x  -f- m r j x  = -------- K iS in  — x  +  F  +  f ( t ) (8 1 )

a  \  a  )

As described in detail in Section 11.3, the friction 77 and the noise / '( /)  describe the coupling 
to nondescribed degrees of freedom, which serve as a heat bath. The fluctuation dissipation 
theorem requires

< /< 0 / ( 0 >  =  2 m V k HT 8 ( t - - t ' )  (82)

7.4. Relation to Sine-Gordon Equation

w h e r e  k B is t h e  B o l t z r n a n  c o n s t a n t  a n d  T  th e  t e m p e r a t u r e .
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This equation can he made adimensional by introducing a characteristic time

T = )
and by defining

X , / = - ,  f)  =  T j T, V {) —
T

X  =  ------ A',
a

For typical values m ~ 2 x 10“2A kg, T  =  300 K, a  ~  2 A, we have r  ~  70 fs. In adimensional 
units, and dropping the tildes on all rescaled variables, the equation of motion becomes

Consider first the situation at T  —  0 by setting /  =  0. When a constant force F  is applied 
to a particle, the total potential is a corrugated plane with slope F. Local minima, where 
the particle can be locked exist for small forces and disappear at forces F f  — V 0 (or 2V{]it / a 
in physical units). Thus, by slowly increasing F ,  the atom goes from a locked to a running 
state when the force exceeds the static friction force F  =  F f .  Then, the particle slides with 
constant drift velocity v  on the substrate, resulting in a linear relation between v  and F  for 
high values of the driving force:

The relation between the applied force and the average drift velocity is called velocity-force 
characteristic and its slope defines the m o b i l i t y  B  as

Conversely, if the force is decreased when the particle is in the running state, the critical 
force for the transition to the locked state may be shifted to a lower value_f], due to the 
inertia of the motion. In the underdamped regime identified in [132], r \ l  J V 0 < 1.19, the 
value of the backward force is

In the underdamped regime, the forward critical force F f is larger than the backward value Fh 

so that hysteresis can occur. In other words, at T  =  0 the particle is bistable for values of the 
force between F h and /y, as it can either be locked at the bottom of a local minimum or in a 
running state where the energy gain between potential minima compensates the energy loss 
due to friction. Notice that the forward force F f does not depend on the damping, whereas 
the backward value Fh depends linearly on it. Therefore, the bistable region shrinks with 
increasing rj and vanishes at 17 < 17,. =  j ^ / V q . For forces F  <  F h, only the locked state exists.

Kramers considered the effect of thermal fluctuations and obtained a formula for the rate 
at which the particle switches between the stationary locked and running state, showing that 
the 7  =  0 bistability disappears at finite temperatures. Moreover, the particle has always 
the chance to get untrapped because of thermal fluctuations so that also the locked state at 
forces below F h is, strictly speaking, not locked anymore. However, when the thermal energy 
is much less than the energy barrier, the drift velocity, and hence the mobility, will vanish, 
although the particle can occasionally jump from well to well. In this situation, one talks 
about c r e e p  motion. The threshold between creep and running motion is not sharp but can

x  +  r j x  ~  — V { l s m x  +  f  +  F (83)

with

( / ( 0 / ( 0 ) — 2 r ] 8 ( t  — t ' ) (84)

F  =  r / v (85)
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be identified by an increase of the mobility. Computationally, the creep regime is obviously 
the most difficult to study, and it is often disregarded in the studies of many interacting 
particles that will be discussed in Section 8.3.

The situation for interacting particles is more complex, and very intriguing results have 
been reported that suggest that bistability can survive at finite temperatures for chains of 
interacting particles [142, 143],

We compare now the driven motion of a single particle with that of a dimer, formed by two 
particles interacting via a harmonic potential with force constant K  and equilibrium length 
b .  The stretching frequency of the dimer is thus a)0 =  s f l K .  By comparing these results 
to those obtained for a single atom, it is easy to understand how interatomic interactions 
together with thermal fluctuations can lead to new effects.

In Fig. 22, we show the velocity-force characteristic for the monomer and for a dimer with 
b  =  T ^ a  on a periodic substrate of depth V {) =  2.5 at T  =  0, where hysteresis appears for 
forces between Fh and /y. In Fig. 23, thermal fluctuations are considered, and the threshold 
value of the force for motion disappears. As a consequence, the mobility is always different 
from zero when F  0. Note that the energy barrier is only 2.5 times the thermal energy. 
We have reported also the analytical behavior derived by Kramers in the limit of large 77 for 
the velocity as a function of the driving force:

v  =

I/-
H  [  / ^ - ( 2 r 0- /7 T )  _  / -- (2k„+/-7r)

2

where 2V{) — F i t  and 2V0 +  F n  are the energy barriers for forward and backward motion, 
respectively (note that in adimensional units t t  =  a/2) .  As we can see from Fig. 23b, Eq. (86) 
reproduces the simulation results for F  < 1, but this range increases for larger values of V (), 

where the activated processes are more pronounced. The behavior of the mobility for large
F ,  where the particle performs a drift motion with a small contribution of the noise term, 
can be shown to be [1]

f  =  t?T  +  ^ 7  (87)

In particular, if F  is very large compared to V {), the term in parentheses tends to one and 
the characteristic curve becomes linear:

F  2= r j v  (88)

We note in passing that Fig. 8.8b in [TJ, which reports the same results as in Fig. 23, is
only a sketch and that the numerical values given there are not exact.

V VCM

F ig u re  22. V eiocitv -fo rcc  ch a rac te ris tic  e t a  m o n o m er (a )  an d  a d im e r  w ith b =  7  a  (b ) o n  a p e rio d ic  su b stra te  of 
d e p th  r o — 2.5 at T  — 0. F o r th e  m o n o m er, hysteresis a p p e a rs  fo r fo rces b e tw een  Fh an d  F, (see tex t). F o r the 
d im er, a seco n d  hyste resis loop  a p p e a rs  fo r C M  velocity r f w w here  th e  w ash b o ard  frequency  is m re so n an c e  with 
th e  s tre rch in g  frequency  o f  th e  d im e r  o>u ( 2 K) '  2. exciting  th e  in te rn a l d e g re e s  o f  freedom .
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o 0
0 2 3 4 5 0 2 3 4 5

V

F ig u re  2.V V elo c ity -fo rce  c h a ra c te ris tic  o f  (a ) a m o n o m e r (filled  circles) and  (b ) o f  a d im er w ith b =  tvii (o p en  
c irc le s)  c o m p ared  to th e  m o n o m e r (filled  c irc les) at T  0  o n  a perio d ic  su b s tra te  o f  d e p th  V„ =  2.5 (in units o f 
K t!T ). A t T  /  0, the  th re sh o ld  value  o f  the fo rce  for m o tio n  d isa p p ea rs  in bo th  cases. In (a), the lim iting  beh av io r 
fo r  low velocity  given by E q. (8(i) an d  fo r high velocity  by E q . (87) a re  p lo tte d  w ith d o tte d  lines. N otice that 
th e  d im e r  d rift velocity  is m uch  h ig h er th an  th a t  o f  a  single a to m  w hen  the  d rift velocity  is less th an  the  n a tu ra l 
s tre tc h in g  frequency .

Next we consider the dimer. Equation (81) can easily he generalized for this case [141], 
and the motion of the center of mass (CM) can be monitored. The presence of the frequency 
w() brought in by the interparticle interaction gives rise to a richer dynamic behavior. As for 
the monomer, a critical force F f ‘m , which depends on the value of b ,  is needed to achieve 
motion for T  =  0 as shown in Fig. 22b. For larger values of F ,  the velocity increases as a 
function of the external force, but at a certain value of the force F  —  F r , another plateau 
appears in the v ,  v/ -  F  characteristic ( v CM being the CM mean velocity), signaling a dynamic 
crossover in the system. Finally, keeping increase of the force, the linear regime is recovered 
as shown in Fig. 22. As described in Section 4, in the CM frame, the external potential 
leads, for a drift motion x ( S,  — v C M t ,  to a time-periodic force acting on the particles, with 
"washboard” frequency given by v C M . The force F n  where the second plateau appears, phys
ically corresponds to the point where the washboard frequency is in resonance with the 
stretching frequency of the dimer wn — \ / 2 K ,  exciting the internal degrees of freedom. In 
correspondence with the two plateaus in the characteristic curve, two regions of hysteresis 
and bistability are found. Thus, when F  is decreased, a first hysteresis occurs in proximity of 
dcw — w(l, at a value F  <  F r , where the characteristic curve has a discontinuous derivative, 
while a second hysteresis is found when F  is decreased further from F f and another critical 
value F j !"",  where v CM — 0, is obtained as for the monomer. The qualitative behavior is 
the same for different b  [141], but the values of F f m and Ffj"" can differ significantly as a 
function of b .

The behavior outlined for 7  =  0 smears out at finite temperatures. The static friction 
force vanishes and no bistabilities and hysteresis are present, as shown in Fig. 23. The most 
noticeable result coming out of the comparison between the behavior of a single atom and 
a dimer is that for weak forces, the dimer drift velocity becomes much higher than that of 
a single atom when the drift velocity is less than the natural stretching frequency. However, 
this behavior reverts when the forces get larger and the drift velocity comes close to the 
frequency w0 corresponding to the stretching vibration of the dimer. The mechanism of 
excitation has been studied in detail in [141] and shown to consist of a parametric excitation 
of the stretching mode due to the drift CM velocity.

For completeness, we mention that the motion of atoms on periodic potentials is very 
important for thermal diffusion, which is described by Eq. (81) with F  =  0. Information 
about the diffusive behavior of the particles is obtained by computing the mean square dis
placement (MSD) ( , r ( / ) ) ,  where (■) denotes the average over the realizations. The diffusion 
coefficient D  is defined by

(89)
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Usually, it is assumed that the dependence of D  on temperature should follow the Arrhenius 
law:

D  =  D „  ex p (-£„ )  (90)

where D(l is a prefactor and E a is the activation energy for diffusion, scaled to k B T .  In 
Eq. (90), both D() and E a are assumed to be T  independent. However, some recent studies 
have already shown that there may be deviations from the Arrhenius behavior [144-146]. 
Deviations from Arrhenius behavior is also found for the dimer [141] except for the com* 
mensurate case b  =  a .

8 . 2 .  D r i v e n  S y s t e m s  a t  T =  0

The dynamics of the driven damped incommensurate FK model at zero temperature has 
been thoroughly studied in two subsequent papers by Strunz and Elmer [17]. The over
damped limit taking x  =  0 has been treated in [103]. In the underdamped limit, this situation 
has been studied for a small number of particles ( N  < 10) in [147, 148]. More results for 
incommensurate and commensurate cases at finite temperature are discussed also in relation 
to the results at T  ^  0 in the following Section 8.3.

In [ 17], Strunz and Elmer start from the equation of motion of the FK model for a chain 
of lattice spacing b  with a periodic potential of periodicity a  in presence of a driving force 
F  and a damping term 77:

*/, +  J =  X »+1 +  *„-! -  2 x n -  A *in (*,,) +  F  (91)

with y  =  7 } / \ / k n u  A =  (277/ a ) 2 V J K ,  and F  =  ( l i r / c i ) F / K .  Lengths and time are in units 
of a / ( 2 r r )  and y j m / K , respectively, where m  is the mass of the particles and K  the force 
constant of the harmonic interactions. We note that these units correspond to those of the 
potential energy Eq. (41) so that the critical value at which the Aubry transition occurs is A =  
A(. =  0.971635406. Chains of N  particles (with N  =  ranging from 144 to 2584) with periodic 
boundary conditions x n + N  =  x n 4- A/7), with b  expressed as b  =  2 i t M / N  arc considered mostly 
for incommensurate ratios of the equilibrium chain spacing b  =  (3 -  \/5)/2. Smaller values 
of N  as well as nearly commensurate ratios are also considered for comparison. In the first 
paper, they consider the underdamped regime with y  — 0.5 and in the second one the case 
with extremely weak damping y  =  0.05.

By writing the sliding velocity v  as the time average of the particle velocities

V =  ( x )  =  lim -  I  -j- j r  X „  d t  (92)
T— / J{) tv /j=|

and by defining an effective temperature 7’\  related to the fluctuations of the particle veloc
ities as

r  =  /lim 7  f  (93)N /|=1

the kinetic friction force as a function of the sliding velocity v  can be obtained by equating 
the work of the force to the energy dissipated by the damping as

F  =  y v (94)

Equation (94) shows that, once in motion, the chain can slide indefinitely if y  =  0 and that 
the mobility B  — v / F  is always less or equal to the value 1/y ,  which applies in the limit of 
zero coupling to the substrate (i.e.. A =  0).

The authors point out that a state that is compatible with the symmetry of the problem 
is the u n i f o r m  s l i d i n g  state where every particle performs the same motion shifted in time
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hy / , ,  namely a*/h  , ( / )  =  x n ( t  +  f , ) ,  which can be described by generalizing the modulation 
function Eq. (43) to a d y n a m i c  m o d u l a t i o n  f u n c t i o n  as

a „ ( / )  =  a n  +  v t  +  a  +  g ( a n  +  v t  +  a )  (95)

where a  is an arbitrary phase.
The velocity force characteristics for the uniform sliding state is studied analytically by 

solving Eq. (94) by use of the a n s a t z  Eq. (95) for the uniform sliding state. The behavior 
o f  F ( v )  is shown in Fig. 24. The velocity force characteristic is found to be non-monotonic 
as a result of resonances. The difference from the kinetic friction y v  without interactions 
with the substrate is given in the inset. One can see a series of peaks, which imply that 
a large increase of the force is needed to achieve a small increase of velocity. The work 
done by the force is only partially turned into kinetic energy of the CM of the chain and 
leaks away via the damping of the internal oscillatory motion. These results are another 
manifestation of the resonant behavior generated by the washboard frequency that we have 
discussed qualitatively in Section 4 and in more detail in Section 7.2.

Note that the velocity force characteristic shown in Fig. 24 only addresses the role of 
kinetic friction of the uniform sliding state with sliding velocity v .  The transition from locked 
to running states and the occurrence of fluid sliding states is studied by Strunz and Elmer 
in the second paper for very weak damping.

The other important finding concerns the stability of the uniform sliding state. Two types 
of resonances, due to the washboard frequency, are shown to lead to instabilities of the 
uniform sliding state indicated by dotted lines in Fig. 24. The first type are the resonances 
due to coupling of the CM to the phonon modes with the wavevector of the modulation 
potential q  =  l i r b j a  and to its harmonics n q .  Resonances occur at values of the velocity 
t.j#i =  a)  / ( I i r n ) .  As described in Section 7, the excitation of these phonons gives rise to dis
sipation via the subsequent parametric excitation of more and more modes. The second type

F

F ig u re  24. V elocity fo rce  c h a ra c te r is tic  o f  th e  u n ifo rm  slid ing  s ta te  d esc rib ed  by th e  an sa tz  o f  E q . (95) fro m  
Ref. 117]. Solid  a n d  d o tte d  lines in d ic a te  s tab le  an d  u n sta b le  so lu tio n s , respec tively . T h e  p a ra m e te r s  are  
b  =  { 3 -  v /5 ) /2 , y  -  0 .5 , an d  A = 1 (le ft cu rv e) a n d  A = 2 (rig h t cu rve). T h e  a rrow s d e n o te  th e  r e so n a n t va lues 
o f  v g iven by v n =  a ) { 2 i r n )  w h ere  th e  n u m b e r  in d ica tes  th e  value o f  n. R e p rin te d  w ith  p e rm iss io n  fro m  [17], 
T. S tru n z  a n d  E lm er, Phys. Rev. h  58, 160.1 (1998). ©  1998, A m erican  Physical Society.
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of instability is given by parametric resonances that describe the decay of n  washboard 
waves into two phonons of wavevector n a / 2  ±  q , also described in Section 7. In presence 
of damping, parametric resonances occur only beyond a certain threshold of the coupling
' v  -y 1

Close to each resonance of the first type, where the velocity-force characteristic of the 
uniform sliding state have a negative slope, the system becomes bistable, but now the two 
stationary states are both running. The system can organize in domains of different uniform 
sliding states, as shown in Fig. 25. Two types of domains appear, each being characterized by 
uniform sliding with particle densities either larger or smaller than 1 / a .  Neighboring domains 
are separated by domain walls of finite size. All domain walls move with the same velocity, 
which can be different from the center of mass velocity. These two-domain solutions are not 
found in numerical simulations for values of the registry close to an integer. It is remarkable 
that domain formation occurs also in the ease of commensurate registry where, intuitively, a 
uniform sliding state should be the most favored [149]. There are no rules to predict which 
will be the structure of the domains. The two-domain state can become unstable toward 
multidomain formation, particularly near higher order resonances that are relatively close 
to each other. The authors conjecture that the appearance of domain formation should lead 
to hysterctic behavior at each resonance, which could be observed experimentally.

In the second paper [17], the authors examine the underdamped regime for extremely 
weak damping y  =  0.05. A decreasing damping increases the complexity of the motion, 
and spatiotemporal chaos appears. The focus is now on the transition between the locked 
stationary state and the sliding states and on the chaotic sliding stales. Hysteresis loops are 
observed between three types of solutions: the stationary l o c k e d  state, the chaotic sliding 
state, which the authors call f l u i d  s l i d i n g  s t a t e , and the s o l i d  s l i d i n g  state, which corresponds 
to a motion with practically no internal vibrations. The latter, which corresponds to the 
highest mobility B  =  1/y, becomes the only solution for very high values of the driving force. 
The authors note that in principle all sliding states that do not attain the maximum mobility 
could be called fluid sliding states, but they restrict it to states with spatiotemporal chaos that 
appear for extremely weak damping and were not found in the regime y  =  0.5 studied in 
the first paper. They ascertain the chaotic nature of these states by studying their Lyapunov 
exponents. The velocity force characteristics of the fluid sliding state is almost featureless 
contrary to the case of Fig. 24, where domain formation occurred. Interestingly, the chaotic 
nature of the fluid sliding state does not depend on the commensurability of the chain but 
represents a general feature at low damping.

The authors investigate also the situation with values of the interparticle distance close to 
commensurate. In this case, by increasing the drive, they observe a rather sharp transition

Figure 25. D ynam ical dom ain s o l d iffe ren t p artic le  density . A  se ries  o f  -snapshots taken  at eq u id istan t tim e  steps 
( 8r  — 2 t r /u )  a re  show n. A. p articu la r  zig-zag sh a p e d  sn a p sh o t is h igh ligh ted . T he zigs an d  zags c o rre sp o n d  to  two 
d iffe ren t k in d s o f  d o m ain s tha t a re  ch a ra c te riz e d  by un ifo rm  sliding. P a ram eters : N  =  144, M  =•• 55, A =  2, y  =  0.5, 
F  — O.S. R e p rim e d  w ith perm iss ion  from  |17], T. S tru n z  and  E lm er, Phys. Rev. E  58. 1601 (1998), © 1998, A m erican  
Phvsieal S ociety .
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from the fluid sliding state to a state with domain formation. One type of domain is so small 
that they can be seen as traveling kinks. Examples of a kink dominated sliding state and of 
the fluid sliding solution are given in Fig. 26. This transition displays no hysteresis for long- 
enough chain, whereas short chains display bistability between the different sliding states. 
The authors suggest that the hysteresis found in studies at finite temperature by Braun and 
coworkers [105, 150, 151] could be due to limited chain lengths. However, in [151], hysteresis 
is said not to be affected by finite size effects. We discuss further the results of Braun and 
coworkers in the following Section 8.3.

The fluid sliding state can also be characterized by the effective temperature T % defined 
as the average kinetic energy in frame comoving with the center of mass [Eq. (93)], due 
to excitation of phonon modes. The authors pose the question whether the spatiotemporal 
chaos can be considered equivalent to a system in thermal equilibrium. This question has 
been posed also in the context of thermal diffusion [152, 153]. They find that although the 
velocity distribution is Gaussian, small deviations from equipartition are present, so that they 
conclude that the chaotic state is not in thermal equilibrium, which is to be expected for a 
driven system.

8.3. Driven Systems at T ^  0
The results for driven and damped motion at finite temperatures are not yet so clear cut and 
arc certainly the most difficult to review in a coherent fashion. The models used are more 
complex, aiming at describing particular adsorbate layer-surface systems and are therefore 
more difficult to compare. However, from the studies we discuss next, the role of interactions 
in the sliding layer are consistently shown to lead to complex, hysteretic dynamics also at 
finite temperatures, irrespective of the dimensionality of the system. We remind that, as 
discussed in Section 8. 1, at finite temperature, creep motion due to thermal excitations is 
always possible. However, because it corresponds to a vanishing mobility, as in the original 
references, we will loosely use the term p i n n e d  or l o c k e d  for states in the creep regime.
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F ig u re  26. T h e  dynam ics o f  th e  k in k -d o m in a te d  slid ing  s ta te  (a ) an d  o f  th e  fluid slid ing  s ta te  (b ). Severa l sn a p sh o ts  
are  tak en  a t eq u id is ta n t t im e  s te p s  (a ) fit — 2 i r /v ,  (b ) S t =  207t/ v . In  each  case , a p a r tic u la r  sn a p sh o t is h igh ligh ted . 
P a ra m e te rs  a re  (a )  F  =  0 .2 . (b ) F  ~  0 .3  an d  N  — 500, M  =  25 (i.e., b =  77-/10), A =  2, y  — 0 .05. R e p rin te d  with 
perm iss io n  from  [17]. T  S tru n z  and  E lm e r, P/iys. Rev. F  58, 1601 (1998). €> 1998, A m erican  Physical Society.
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Pioneering work on the problem of the driven motion of adsorbed monolayers has been 
done by Persson [15]. Single adsorbates and clusters are studied in [154], In [15], Persson 
studies the Langevin dynamics of a system of particles interacting via Lennard-Jones poten
tials (with energy e  at the equilibrium distance ;•.,) on a corrugated square lattice surface 
described by a potential of the form:

y , u M , y )  =  V ,
2 tt \  ( 2 tt

2  -  cos — x -  cos — y  
a  V a  '

(96)

Parameters are chosen to describe Xe on the Ag(iOO) with a ratio of r„ to the lattice spacing 
a  of the substrate r„./a =  1.56. At half coverage, depending on the ratio of the relevant 
energies e  and V g , the minimum energy structure of the adsorbate is either a commensurate 
c ( 2 x 2) lattice at large V n/ e  or an incommensurate triangular structure at low V 0 / e .  Such 
an incommensurate structure is also obtained at coverages slightly higher than a half.

The commensurate c(2 x 2) structure melts at a temperature 7' =  l-2e for F()/e  =  2. 
Below T c , this structure is strongly pinned by the substrate. In this case, the adsorbate begins 
to slide for applied forces higher than a threshold value . For forces above this threshold, 
the layer goes over from a c (2 x 2) lattice to a fluid state that resembles the triangular 
incommensurate unpinned structure found for low coupling to the substrate. When the force 
is then decreased, the system gets pinned again at a lower value of the force F h <  F f as 
found for a single particle. Persson draws the genera! conclusion that hysteresis will always 
be present in velocity-force characteristics for a solid commensurate adsorbate structure. We 
note that hysteresis is a process that, in general, depends on the rate with which the force 
is changed and that should vanish in the adiabatic limit. This issue is not addressed in the 
papers quoted in this section. The presence of hysteresis is justified by the analogy of the 
process leading to the pinned structure when the force is decreased to a nucleation process. 
The fluid state becomes unstable against formation of solid c ( 2  x 2) islands. These islands 
move into a fluid that acts as a drag force giving rise to energy dissipation and leading to a 
heating of the fluid. When the layer is in the fluid sliding state, it is possible to characterize it 
by the effective temperature T *, which can be calculated from the particle velocities during 
the simulations as [155]

k B T *  =  m  —  1  j  (97)

v  =  ( x )  being the drift velocity. Alternatively, T *  can be calculated by equating the energy 
transferred to the layer by the external force to the energy transferred to the substrate, 
yielding

f 2  f ,  Vk „ T *  =  k B T  +  m - ------r  1 - 4  (98)
2 m r j r j \  17 /

where 77 =  F f ( m v ) .  Indeed, at a force lower than F f , an increase of the layer temperature 
occurs. By analyzing several simulations, the force Fh at which the fluid system goes back 
to the c ( 2  x  2) pinned structure is found to occur at Fh — F f / 2  or when the temperature 
in the layer reaches (from above) the melting temperature T r . Hysteresis is then expected 
whenever solid adsorbate structures can be formed. Moreover, the result F h =  F f / 2  implies 
a ratio of kinetic to static friction of 0.5 as found experimentally in many sliding systems 
(see also Section 2). Another important finding is that while reducing the force, the velocity 
jumps discontinuously to zero at F h . The layer cannot sustain a constant sliding. If the layer 
were driven by a spring moving at constant velocity as done in macroscopic experiments, 
stick-slip motion would be observed.

Conversely, no hysteresis and bistability is found for the liquid layer above T c , nor in the 
case of weak coupling to the substrate or away from exact half coverage where the adsorbate 
layer is incommensurate.

In successive works, the situation of commensurate adsorbates has been examined by 
Granato and Ying [143], whereas an incommensurate situation close to commensurability, 
which is similar to the one studied by Persson in [ 15 j close but not exactly at half coverage,
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has been studied by Braun and coworkers in an anisotropic 2D model in [105, 150] and in 
ID in [151], Incommensurate contacts are studied in [150].

The study of Granato and Ying [143] aims at verifying how general is the finding of 
hysteresis [ 15] in the transition from a locked state to a fluid sliding state for a commensurate 
contact in Lennard-Jones systems. They consider a pinned commensurate overlayer within 
a uniaxial 2D FK-model

'• J

where the second and the third term represent intrachain and interchain harmonic interac
tions.

Simulations at finite temperature are performed, as usual, by Langevin dynamics. Due 
to the harmonic interactions, the particles have a fixed number of neighbors contrary to 
the case of interactions with a finite range like the Lennard-Jones potential. Therefore, 
even at high temperature, when no long-range order exists anymore, the fluid keeps some 
order [156] and strictly speaking cannot be called a fluid. For the same reason, the process 
of melting of this structure cannot go via topological defects such as dislocations. With 
this caveat in mind, the equilibrium structure is a chain-like commensurate structure that 
displays a melting transition at a critical temperature T c to a fluid that is depinned from 
the substrate. A hysteretic transition is found also for this system, confirming one of the 
main findings of [15] for Lennard-Jones systems. Also in this study, the layer temperature is 
monitored as described above. At T  <  T n  when the layer begins to slide at /y, its temperature 
remains very close to the substrate temperature T .  The system is a s o l i d  s l i d i n g  s t a t e , with 
no internal motion; the sliding structure is indistinguishable from the solid pinned phase, 
if periodic boundary conditions are used. However, the structure becomes incommensurate, 
as for Lennard-Jones systems, if a small misfit is considered. Therefore, the force causes a 
transition from a commensurate pinned phase to a sliding incommensurate solid. By reducing 
the force, a behavior similar to the one described by Persson is found, including overheating 
of the sliding layer leading to a “dynamical” melting and the velocity gap with resulting stick- 
slip behavior. The authors also show that hysteresis disappears if the substrate temperature 
is higher than T ( . The only difference with respect to Persson’s results [15] is that the ratio 
of static to kinetic friction is not found to be 0.5. Moreover, as shown in [157], the general 
features of the dynamics survives also in presence of weak disorder.

Lastly, we note that, due to the strong anisotropy of the potential, the system is quasi- 
one-dimensional, but the authors say they find a similar hysteretic behavior in more isotropic 
situations. As argued by Granato and Ying, one would expect the dimension to be rele
vant. The drift velocity of a commensurate layer is limited by the nucleation and mobility 
of defects like kinks and antikinks. In one dimension, the kinks are excited at any finite 
temperature, whereas in two dimensions, kinks become domain walls that require a finite 
activation energy to be formed for T  <  T c . It is a pity that the effect of thermal fluctuations 
and of dimensionality have not been addressed systematically also within the conventional 
ID and 2D FK model, as to make a direct contact with results obtained without thermal 
fluctuations like the ones of [17].

The issue of dimensionality comes back also in the work of Braun and coworkers [105, 
142, 150, 151]. In [105, 150], they study a generalized 2D FK model for nearly commensurate 
contacts, in the underdamped regime at finite temperature by means of Langevin dynamics. 
The FK model is extended by replacing the harmonic interatomic interactions by an expo
nential interaction with a repulsive core. Moreover, the periodic potential is not a simple 
cosine function but a rectangular, strongly anisotropic potential meant to describe a surface 
with corrugated channels like W( 112) on which Na atoms are adsorbed. However, as pointed 
out by the authors, this model has the same features of the FK model, in that the substrate 
is rigid and the commensurability of the lattice parameters of the mobile lattice of atoms 
and substrate can be chosen at will. The ground state in this case is pinned and consists of 
commensurate regions separated by kinks. The sliding state, starting at F  =  F f , is a kink run
ning state in which only the kinks and not the individual atoms move. The forward force F,

PJj , K  
+  T

K ,

<+:
. , 2 t t x u

- X , . )  -  V„  cos (99)
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can be estimated, in analogy to the one-particle case, as the effective Peierls-Nabarro energy 
barrier E k for the motion of a kink in the tilted periodic potential [158] as Ff  =  7r E k / a ,  

where a  is the substrate lattice parameter along the channels. Contrary to the previously 
described case of commensurate contacts, while increasing the force, the sliding state passes 
through a hierarchy of (hysteretic) depinning transitions and a highly nontrivial velocity force 
characteristic. The system goes through different stages with a different organization of the 
domains up to a state where all atoms are running and the mobility is maximal. If the force is 
decreased from the state with highest mobility where kinks do not exist anymore, the system 
goes back directly to the pinned state at a force Fb .

As discussed above, a remarkable and surprising fact is that the authors find a similar 
behavior also in one dimension [151]; hysteresis occurs also in this case both at T  =  0 
and 7 ^ 0 .  The reason for this behavior is found in collective effects that forbid a single 
particle to go over to the running state due to the interactions with the neighbors, so that the 
system has to go as a whole from one state to the other. The transition from the locked to 
running state proceed via avalanches of particle motion that cannot go backwards when the 
force is slowly decreased, whence the hysteresis [151]. Strunz and Elmer [17] point out the 
similarity of the velocity force characteristics found at T  ±  0 in [105, 142, 150, 151] with their 
results at T  =  0 for the cases close to commensurate registry and low damping. One of the 
intermediate transitions between the locked state and the highest mobility state is similar to 
the transition from the kink-dominated regime to the fluid sliding that we have discussed 
in the previous Section 8.2, although a fully chaotic sliding state is not reached. Strunz and 
Elmer conjecture that the presence of hysteresis at finite temperature might be due to the 
finite size of the system, but in [151] the authors exclude this possibility. Finally, in [142] 
also, incommensurate contacts are studied, leading to the conclusion that hysteresis occurs, 
both in ID and 2D, irrespective of the commensurability, for not too high temperatures. 
The results are compatible with those of [15] but as in [143], the prediction F h =  /y /2  is not 
confirmed. Therefore, the relation to friction in macroscopic lubricated contacts is not yet 
established firmly.

The stick-slip dynamics of strongly pinned ID chains with both periodic and free boundary 
conditions is studied in [159, 160]. In [159], strong enhancement of the friction with respect 
to uncoupled oscillators is found, confirming that the interatomic interactions in the sliding 
layer act as an additional source of friction. Moreover, in [133], this group of authors show 
that the center of mass velocity of finite, small chains ( N  =  10 to 100) displays a discon
tinuous behavior as a result of resonances in the system. This finding can be explained by 
studying the resonant behavior of phonon modes due to the center of mass motion onto a 
periodic potential along the same lines discussed in Section 7.

The dynamics of the driven FK model in presence of quasiperiodic potentials at finite 
temperature has been addressed in [161], following a study of Vanossi et al. [126] at T  =  0. 
Other interesting results are obtained by considering the effect of an additional force, trans
verse with respect to the sliding direction [157]. In [162], instability toward transverse motion 
is shown to lead to a non-monotonic behavior of the velocity for increasing applied force, 
leading to a sudden locking for increasing force as in a security fuse device.

9 .  M O L E C U L A R  D Y N A M I C S  S T U D I E S  W I T H  R E A L I S T I C  
I N T E R A C T I O N  P O T E N T I A L S

The equations of motion for all models presented in the previous sections are not soluble 
analytically due to the nonlinear interactions between the sliding system and the underly
ing surface and are usually integrated numerically by one of the techniques described in 
Section 11. The second-order systems of differential equations can be either transformed 
into a dynamical system of first-order differential equations, which are then solved by Runge- 
Kutta-like methods, or discretized directly as in the Verlet approach. The latter route is 
the one usually followed in molecular dynamics (MD) simulations. MD studies of sliding 
systems are much more complex than for systems at equilibrium. As discussed in this review, 
the motion onto a periodic substrate can couple to the internal motion of the sliding sys
tem and lead to transformation of translational kinetic energy into random thermal motion.
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The flow of the produced heat into the bulk, which occurs in experimental situations, has 
to be obtained in numerical simulations by coupling the system to a heat hath. Temperature 
regulation does not pose problems in ordinary MD simulations, and several types of ther
mostats have been developed [163, 164]. Flowever, these algorithms remove heat equally in 
the whole sample, whereas the production of heat in sliding systems is strongly localized at 
the sliding interface. Therefore, a Langevin approach as described in Section 11.3, where 
more heat is removed from the fastest atoms, is usually preferred. Moreover, it would be 
desirable to have both sliding layer and substrate described by mobile atoms on such a length 
scale as to allow a quasi-continuum of phonon modes, including longwavelength acoustic 
modes. This is practically impossible to achieve, so that usually the substrate is kept rigid, 
removing a possible source of dissipation. Lastly, as discussed in Section 6.5, the microscopic 
dynamics implies integration steps of the order of fs, and therefore motion on the length 
scale of hundreds of lattice parameters with the typical velocity of AFM experiments which 
ranges from nm/s to /xm/s would require simulation times of hundreds of seconds for large 
arrays of particles, which is several orders of magnitudes longer than what is currently possi
ble to achieve. However, it is interesting to study also higher ranges of velocities, which can 
be relevant for the operation of nanomechanical devices. Conversely, MD simulations based 
on microscopic realistic interaction potentials can be very useful to describe irreversible qua
sistatic processes, like plastic deformations, indentation, and wear [9, 165]. Although the 
majority of computational studies of atomistic friction are based on classical potentials, a 
few a h  i n i t i o  studies of the energetics of a tip in contact with a surface have been carried 
out [96, 166).

It is beyond the scope of this review to give a comprehensive description of the physical 
systems and models that have been studied by detailed MD simulations. The review of 
Robbins and Miiser [9] is more specifically focused on this approach. 1 will rather quote a 
few representative and complementary studies that give a glimpse of the type of systems and 
approaches that can be addressed in this way.

Studies of the dynamics of lubricants and rare gases can safely be carried out by repre
senting the substrate as a rigid modulation potential in view of the fact that the bonded 
interactions in the substrate are much stronger than the ones within the sliding atomic or 
molecular layer. Moreover, for these cases, the weak van der Waals dipolar interactions are 
well represented by Lennard-Jones (LJ) radial potentials for which the forces can be very 
efficiently evaluated. Calculations for Kr and Xe on metal surfaces [34, 36] have been per
formed to evaluate the slip time measured in the QCM experiments [31, 72], reproducing 
the viscous frictions found experimentally. As mentioned in Section 5.3.5, the relative con
tribution of electronic and phononic friction is still a matter of debate. References [34, 36, 
167, 168] support a phononic mechanism. Tomassone and Sokoloff [169] have studied the 
effect of steps and of random impurities, which should always be present on real surfaces. 
The viscous behavior is present also in presence of steps, but random impurities are found 
to increase the force necessary to unpin the layer so that the experimental results can only 
be justified if the impurities have strength much weaker than the substrate potential or have 
extremely small concentrations.

Pioneering extensive MD simulations of atomistic friction have been performed by Land
man et al. for a Si-tip on the Si ( l l l )  surface [170] and for a CaF: tip on the layered CaF: 
surface [171]. In these simulations, stiek-slip behavior is found as well as possible wear. 
The same qualitative features, stick-slip behavior as well as possible wear when the sliding 
does not occur between close-packed (111) planes, is found in the very careful study of 
Sorensen et al. [54] of different contacts between a Cu tip on Cu ( l l l )  and Cu(100) sur
faces. In the study of Sorensen et al., the tip is realistically represented by a pyramidal 
structure with 5 x 5 Cu atoms in the bottom layer, which is in contact with the Cu surface. 
Interatomic interactions are derived by the effective medium theory [172]. Such a geometry 
can represent an AFM tip but it also provides a first approach to understand the processes 
occurring at asperity contacts on macroscopic surfaces, although they are usually of much 
larger micrometer size. One particularly interesting result of this work is the mechanism of 
stick-slip motion on extended contacts. The tip moved discontinuously between fee and hep 
positions on the surface with a dislocation mechanism rather than with a rigid jump of the
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whole tip. Several other interesting results, particularly the persistence of stick-slip behavior 
in presence of wear, are presented in this paper. It should also be noted that only full three
dimensional approaches allow study of the load dependence of atomistic friction discussed 
in Section 5.3.3.

Stick-slip behavior without wear has been found by Harrison et al. [ 173] in MD simulations 
of hydrogen terminated diamond (1.11) surfaces described by the bond order potential due 
to Brenner [174]. The absence of wear appears to be a general characteristic of passivated 
surfaces [175, 176].

It is interesting to notice that in all these detailed calculations, reference to the results of 
simpler Tomlinson and FK model is made to guide the interpretation of complex results as 
well as with the purpose of validating their accuracy and generality.

In particular, in [177], Miiser addresses the question of whether FK-like models are suit
able to describe realistic incommensurate contacts. In this case, within the FK model, a finite 
static friction force is expected for a value of A > A, (see Section 7.1), namely for interactions 
with the substrate much larger than intrasurface interactions. For such large intersurface 
interactions, however, one would expect not only elastic instabilities but also plastic instabil
ities, including material transfer. This conjecture is confirmed in [178] by detailed molecular 
dynamics simulations of two crystalline incommensurate surfaces, each constituted by four 
to six atomic layers, with intra- and intersurface interactions modeled by LJ potentials of 
depth e„ and et, respectively. It is shown that when intersurface interactions dominate on 
intrasurface interactions, the onset of friction only takes place when intermixing of the atoms 
originally belonging to cither surface occurs. Moreover, mixing is suppressed due to large 
activation energy barriers up to e j e () 8, where already elastic instabilities leading to a finite 
static friction force would have been expected within the FK model. These results lead the 
authors to conjecture that (wearless) static friction between incommensurate surfaces can 
only be due to finite contacts or to adsorbate atoms. Because for general sliding directions 
contacting surfaces are practically always incommensurate, the ubiquitous presence of static 
friction cannot simply be explained within the FK models as caused by elastic instabilities. 
The presence of adsorbates, so-called third bodies, between sliding layers is currently consid
ered one of the possible mechanisms for the occurrence of static friction for large (infinite) 
incommensurate contacts.

1 0 .  T H E O R E T I C A L  C H A L L E N G E S

New experimental probes of friction for the sliding onto clean, well-defined surfaces have 
revealed that the simple macroscopic phenomenological rules that describe macroscopic fric
tion are completely inadequate at the atomic scale. In this regime, friction is dominated by 
interatomic interactions, surface registry, and vibrational and electronic excitation spectra. 
In principle, at this scale, the very concept of friction could not be needed, and the occur
rence of energy dissipation could be related to a particular microscopic quantum mechanical 
mechanism. But even if we were able to carry out such calculations for realistic materials and 
geometries on the appropriate timescale, this knowledge would not directly help in estab
lishing general trends and concepts and in guiding the search for new functional situations. 
The challenge of theoretical nanotribology is just to take an approach like the one that has 
guided the description of macroscopic tribology and identify general mechanisms to be cast 
into some simple rules that can be used to describe the behavior of large classes of materials, 
types of contacts, and different regimes of sliding velocity and applied forces.

A theoretical description of friction at the nanoscale is still in its infancy. In this review, 
I have focused my attention on the most studied nonlinear models of atomistic friction, the 
Tomlinson and Frenkel Kontorova models, which indeed provide a few general concepts 
that can guide in addressing more detailed issues. Despite their simplicity, these models 
account qualitatively for the main features observed experimentally; in particular, the occur
rence of stick-slip motion, almost vanishing (quasi)static friction for weakly interacting and 
incommensurate contacts, and nonlinear dependence on external load. However, even if 
the physical systems are strongly simplified within these approaches, the behavior for driven 
and damped systems of many interacting particles has not been fully explored, and many
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questions remain open. As discussed, in particular in Section 8, within similar models, details 
of the interatomic interactions can affect substantially the response to external forces. Ther
mal effects that can he safely neglected for macroscopic objects become relevant. The very 
rich dynamic behavior displayed by these systems opens the way to new effects and function
ality of nanocontacts. A tendency that is certainly present in the theoretical community and 
that will surely bear fruit in the future is the use of the results of realistic MD approaches 
and a b  i n i t i o  calculations to establish suitable parameters for simplified models. Therefore, 
becoming familiar with the results of the nonlinear models discussed in this review is a 
necessary step to proceed and approach more complex and realistic situations.

In this section, we briefly illustrate some numerical techniques commonly used for the molec
ular dynamics simulations of atomistic models of molecular systems. MD consists of solv
ing the classical equations of motion for a system of N  particles interacting via a potential 
(7, using approximate methods. There are many reviews available on the fundamentals of 
classical MD simulations [163, 164, 179, 180], In the following, we will outline the most 
popular integrators of the equations of motion, namely the Runge-Kutta method, the Verlet 
algorithm (with explicit treatment of frictional forces), and the Langevin dynamics, which is 
used to describe the motion of systems at finite temperature.

First of all, we note that for a system of N  particles, the 3N  equations of motion
d U

„ i r ( =  — —  =  Ff (100)
c> r,

can be written as a system of first-order differential equations (i.e., as a dynamical system) 
by making the substitution

1 1 .  N U M E R I C A L  M E T H O D S

(101)

Thus, Eq. (100) becomes

(102)

Introducing the variables

(103)

v w
and

/  y. \

f  =
a

(104)
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Eq. (102) can be rewritten as

z =  f (105)

Equation (105) represents a dynamic system that, given a certain set of initial values of z, 
has a unique evolution in time (i.e., a unique /-flow mapping).

1 1 . 1 .  R u n g e - K u t t a  M e t h o d s

This method can be applied to a system of first-order ordinary differential equations of the 
type of Eq. (105)

In the Runge-Kutta 4 scheme the solution at time / +  /?, where h  is the time step, is given by

Higher order Runge-Kutta methods have better truncation error but also require more com
putation time (i.e., more evaluations of f,). A more accurate evolution of the Runge-Kutta 
algorithm is represented by the possibility to adjust the mesh width h  during the calcu
lation [ 18 1 ]. In this manner, the solution is continuously monitored and the time step is 
modified to ensure that the user-specified accuracy is maintained.

1 1 . 2 .  V e r l e t  A l g o r i t h m

In a Hamiltonian problem, the symplectic condition and microscopic reversibility are inher
ent properties of the true time trajectories that are the exact solution of the Hamilton 
equation. Specifically, the symplectic condition ensures that a generic transformation of the 
dynamic variable is canonical. Symplectic transformations preserve many dynamic properties 
of the phase space that the exact trajectories are known to exhibit, such as the conservation of 
the phase space volume. A stepwise integration defines a /-flow mapping, which may or may 
not retain these properties. Non-symplectic integrators, such as the Runge-Kutta, are gener
ally believed to be less stable in the long-time integration of the equations of motion [182]. 
This is why popular MD symplectic algorithms like Verlet are considered more robust and 
stable. However, when non-Hamiltonian features, like a damping term, are explicitly consid
ered in the dynamics, the symplectic property of the algorithm is not relevant.

The velocity Verlet is derived by discretizing directly the Newtonian equations of motion 
without first transforming them to a system of first-order differential equations. The algo
rithm advances positions and velocities as follows:

(106)

(107)

where k*1', k-2i, k' '!, and k,|4) arc defined as

k,"1 =  f,(z, ( 0 ........z2/v(0;0

k, — f, Z|(/) + /zk, \  . . . ,  Ztjy(t ) +  /fkj/J; i +  h

(108)

v,(/ +  h )  -  j i t  +  h )  +  0 { h 2 )
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The algorithm is self-starting. Given the values at /, positions at t  +  h  and velocities at
i  +  h / 2  are calculated from the acceleration at time /. Then, a,(/ +  h )  is computed from 
the advanced positions. Calculation of the forces F; =  ma, is the most time-consuming part. 
Finally, the velocity is advanced from t  +  h / 2  to t +  h .  In this way, at each time step only 
3d N  variables have to be kept in memory at each time step, where cl is the dimensionality 
of the system and N  the number of particles. In Eq. (108), the forces F, are assumed to be 
dependent only on the coordinates r ;. In the presence of a frictional force proportional to 
\ r  this is not the case any more, and the new force will be

G, =  F, -  m r ] \ i (109)

While in the Runge-Kutta method Eq. (107), velocity-dependent forces can be treated 
straightforwardly, without formal changes in the algorithm, in velocity Verlet it is necessary 
to make some changes in Eq. (108), which now becomes

v,Y> +  =  v ,(0  ( l  -  r j 1̂ ]  +  ,-(/) +  O ( l r )

/ 2
r ,(/ +  h) =  r ,(/)  +  +  —  [a ,(0  -  7?v,(f)] +  0 ( l t 4)

v,(/ +  /;) =  v ,^ f  +  ^  +  +  h) -  +  h)] +  ° ( h l )

It is easy to show that Eq. (108) is replaced by

v ,(r  +  j  ) =  v,(/) 11 -  r / 0  + ,-(/) +  O ( l r )

h1

(110)

r i ( t  +  /;) =  r , ( / )  +  h\, ( t )  +  —  [a,(/) -  T7v,(/)] +  0 (h  ) (111)

v,(/ +  /;) =  ( I +  r j - v, 1 h \  h  

2 ) "*" 2 3 +
C)(h

1 1 . 3 .  L a n g e v i n  D y n a m i c s

It has been recognized that the issue of temperature regulation is a very delicate one in MD 
study of surface friction. Compared to other types of thermostats, the Langevin approach 
(a velocity-dependent damping plus stochastic forces as required by the fluctuation dissipa
tion theorem) has the advantage of removing heat where it is generated.

Consider an adsorbate system, consisting of N  particles, on a rigid substrate and suppose 
that an external force ¥ exl acts on each of the adsorbates. The adsorbate-substrate potential 
is V  =  x X i  ?;(r /) anc* the adsorbate-adsorbate interaction is given by U  —  - Li( r i —

T j ) .  Different forms for v  and u  can be chosen (e.g., v  can be taken as a periodic potential 
and a  as a Lennard-Jones). The equation of motion for the particle coordinate r,(r) is

. d V  3 U  „  
mr, +  m y\x{ =  -  ------ —  +  & +  Fcxt

or, dr;
(112)

where an explicit damping term — m r ) r, has been introduced ( r j  is the friction coefficient), 
and the effect of finite temperature is taken into account by the stochastically fluctuating 
forces The components of £  are related to the friction coefficient r) via the dissipation- 
fluctuation theorem:

(113)

Moreover, the mean value of £,•(/) should vanish:

<6(t)> = o (114)
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We describe here how to solve numerically this problem, by restricting it to the simple 
case given by the low-density limit. In such a situation, the interparticle potential Li can be 
neglected, and one can consider the problem of the motion of a single adsorbate. It can 
be shown that in this case, the motions in the x  and y directions are decoupled; thus it
is enough to consider a one-dimensional model. The equation of motion for the partcle
coordinate x ( t )  is

d V
m x  +  m - q x  =  +  £ +  /•„, (115)

d x

The fluctuation-dissipation theorem Eq. (113) then becomes

<f(Of(0)> =  2 m r j k B T 8 ( t )  (116)

The Newtonian dynamics of the system can be studied numerically by using, for example, 
one of the methods described above (Rungc-Kutta or velocity Verlet with frictional forces). 
The stochastic force /  is drawn at each time step from a Gaussian distribution with zero 
mean and variance given by

( f ( t ) )  =  2 m r } k B y  (117)
h

The method of Box and Muller [163] can be used to generate numbers with a Gaussian 
distribution. It consists in generating a couple of uniform random numbers s ] and s 2 in (0. 1) 
and calculating

£ =  ( - 2  In A’, )172 cos(277\s2) (H&)

and
£ + =  ( - 2 1 n . s ' 1) ' - s i n ( 2 7 T . v 2 ) ( 1 1 9 )

In this way, and are Gaussian random numbers with zero mean and unit vari
ance. A Gaussian number with mean a  and variance a  can simply be obtained by the 
transformation

£± =  a +  <r£± (120)

In our case [Eqs. ( 114)—(117)], a  =  0 and a  =  2 m r \ k HT / h .  The stochastic force £(/) at time 
t  is calculated as the average of £ f and

f ( 0  =  ^ ( f + +  f - )  (121)

In particular, it is convenient to extract and according to Eqs. (118)—(120) at ths 
beginning of the simulation, and then to use for £_ at each time step the value of
calculated at the previous time step and so on. In this way, only one Gaussian number has to
be calculated every time step (except the first), thus avoiding the need to perform an extn 
calculation of which saves computational time, as the logarithm and the square root are 
quite expensive operations.
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1 .  I N T R O D U C T I O N

Diffusion in solids is important in many physical applications as the main and, in many 
cases, the only means of mass transfer in a solid. In our everyday life, we seldom deal with 
the manifestations of diffusion in solids, which is usually extremely slow at room temper
ature. However, an appropriate increase of temperature (from tens to thousands degrees 
Celsius, depending on solid) accelerates mass transfer by diffusion, allowing the transforma
tion of material microstructure within reasonable times. The temperature can be increased 
on purpose, in order to modify the properties of material itself, but often temperature rise 
is a consequence of other processes occurring in the material or its surroundings. Thanks 
to the diffusion acceleration, a controlled annealing at high temperatures is often included 
as part of a technological chain aimed at the production of microstructures with desir
able properties. On the other hand, when materials are working at increased temperatures, 
diffusion-controlled modification of the initial microstructure can lead to noticeable degrada
tion of material properties. Due to its practical importance, diffusion in solids is extensively 
studied, both experimentally and theoretically, and there exist many monographs covering 
various aspects of this problem (see, e.g., [1-5]).

One of the interesting problems concerning diffusion in solids is how diffusion proceeds 
in an elastically stressed material. Indeed, any solid on the earth is strained to a certain 
degree, due to gravity forces, atmospheric pressure, and so forth. The temperature rise itself 
can lead to stresses in the solid, if the accompanying thermal expansion is restricted in that 
or other way. Normally, the stresses are so low (in comparison to parameters characterizing 
the ideal strength of solid, such as the elastic moduli) that their effects on the processes 
occurring in solids at the level of nanometer length scales are negligible. However, in modern 
technologies it is not a rare case when the elastic stresses are sufficiently high to affect the 
diffusion and the evolution of diffusion-controlled microstructures.

A technological example, where the stress effect on diffusion is extremely important, is 
related to microelectronics, which is at present one of the main applications one thinks 
about when dealing with nanotechnologies. The 30-year run of the semiconductor industry 
has been driven by the tremendous scientific and manufacturing work that has centered on 
complementary metal-oxide-semiconductor (CMOS) technology. The technological improve
ments of CMOS chips are best exemplified by Moore's law, which predicts that transistor size 
scales dow'n every 18 months, allowing for greater performance per transistor and increased 
transistor packing density. One of the promising directions of CMOS development is the use 
of strained Si technology.

Strained Si technology enables improvements in CMOS performance and functionality 
via replacement of the bulk, cubic-crystal Si substrate with a Si substrate that contains a 
tetragonally distorted, biaxially strained Si thin film at the surface. Due to changes in crys
tal symmetry by the elastic deformation, the strained Si film has electronic properties that 
are superior to those of bulk Si. Specifically, the strained Si film has greater electron and 
hole mobilities, which translate into greater drive current capabilities for n -  and p-type 
MOS transistors, respectively. The ability to tailor the performance of strained Si technol
ogy for each specific application will have a far-reaching impact, from high-speed products 
like microprocessors and field-programmable gate arrays, to the low-power products used in 
wireless communications and other mobile devices.
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However, the proper control of strained material performance requires adequate account 
o f  stress gradients acting as driving forces for diffusion. Indeed, the channel’s electronic 
prcperties are controlled by impurities (dopants) specifically designed to add extra electrons 
o r  ■holes” into the channel material. A particular percentage of a particular dopant produces 
a  particular set of electronic properties. Stress effects on dopant diffusion have been blamed 
for significant deviations in the device characteristics for both /z-type and />>-tvpe metal-oxide 
seniconductor transistors.

'The effect of stress on diffusion must be accounted for in different situations. Sometimes, 
the stress dependence of diffusion coefficients is used for the better understanding of diffu
sion mechanisms in complicated systems, for example, when the diffusion can occur through 
several mechanisms, which are acting simultaneously. This situation is met in silicon, where 
selr-diffusion can be mediated by both vacancies and interstitials. Even more complicated 
is diffusion in ordered intermetallic alloys, where up to three different mechanisms with 
very similar predicted activation energies can operate in parallel [6]. The measured temper
ature dependence of the diffusivity does not allow separation of the relative contributions 
from different mechanisms. In contrast to the temperature-dependence, the measurements 
of diffusion in pressurized samples provide information about the dominant diffusion mech
anisms, which normally demonstrate qualitatively different response to the action of external 
loads [7]. For instance, the application of hydrostatic pressure decreases the equilibrium con- 
cer.tration of interstitials and increases that of vacancies [8]. Correspondingly, the external 
pressure suppresses self-diffusion mediated by interstitials but increases that mediated by 
vacancies [9].

In addition to stresses caused by external loading of a solid material, internal stresses 
perhaps cause an even bigger effect in nanostructures. Internal stresses can be distributed 
uniformly over some part of material, as was the case in the strained Si example. The defor
mation of material is achieved by the nanostructure preparation technique, such as epitaxial 
growth of thin layers at substrates with somewhat different lattice spacing, or results from 
thermal and geometric effects. Alternatively, nanostructures can be composed of nanosize 
objects that serve as localized stress sources. Such nanostructures are especially typical in 
applications related to material irradiation with fast particles on accelerators and in nuclear 
facilities. For example, ion implantation is often used for creation of buried layers of new 
phase nanoclusters, which, depending on the nanocluster properties, can be used in vari
ous micro- and optoelectronic devices: field transistors, flash memories, optical waveguides, 
switches, and so forth. In neutron-irradiated materials working in active cores of nuclear 
reactors, nanosize clusters appear in the form of dislocation loops, voids, gas bubbles, and 
second-phase precipitates.

When nanostructures include ensembles of nanoscale objects, the growth and mobility of 
these objects is often closely related to diffusion. For instance, the growth of new phase 
clusters in ion-implanted samples is performed by annealing at high temperatures, so that 
the implanted impurity atoms could diffuse to clusters. The evolution of nanoscale objects 
is provided by diffusion currents of appropriate particles (impurity atoms and/or self-point 
defects—vacancies and interstitials). If the stresses created by the nanosize objects are high, 
they can noticeably affect the efficiency of particle diffusion in the vicinity of these objects. 
And indeed, the stresses around the nanosize objects can be quite high. In order to get a 
feeling of the stress magnitude, let us estimate the stresses acting at the surface of a spherical 
void with the radius R  of, say, 10 nm. A void of this size is sufficiently big in order to be 
described with such macroscopic parameter as the surface energy, y, so that the normal 
stress at its surface, crn  can be written down simply as

With a typical value of y ~  1 J/m2 [10], this gives a r 200 MPa; that is, not much below 
the yield stress of many metals. Even higher stresses are reached close to the cores of 
dislocations, which are intrinsic defects for any crystalline solid. In metals, dislocations con
stitute a substantial part of the microstructure, and it is not easy to decrease the dislocation
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density below 107 cm/cm3. In microelectronic materials (first of all, in silicon), the intrin
sic dislocation densities are orders of magnitude lower, but dislocations (in the form of 
dislocation loops) often appear in a big number as a by-product of material processing by 
irradiation. Note that in contrast to phase transformations, which allow stress relaxation 
around second-phase particles, dislocations create in their vicinity elastic stresses that cannot 
be relaxed in principle.

Due to the importance of applications, where diffusion takes place in elastically strained 
structures, researchers require adequate means for the treatment of such situations, in order 
to make reasonable predictions of nanostructure behavior during processing and operation. 
Here we collect the published approaches and methods devoted to this particular aspect of 
diffusion in solids. This inevitably forces us to discuss the basic concepts of diffusion, because, 
in order to investigate the effects of stress on diffusion in crystalline solids, it is necessary to 
understand the mechanisms of the diffusion itself. However, we deliberately avoid here the 
multiple aspects of diffusion, which are not related in that or other way to our main topic.

Quite generally, diffusion is the way in which individual atoms in a solid move, making 
quick irregular jumps in different possible directions, allowed by their interaction with sur
rounding atoms. Sometimes, jumping atoms are able to make many sequential jumps, as is 
the case for impurities (i.e., atoms of elements that are not the main crystal constituents), 
which are located in interstitial positions of the host lattice. On the contrary, the diffusion 
of atoms of the crystalline lattice (self-diffusion) or impurities occupying lattice site posi
tion (such impurity atoms are called “substitutional”) cannot proceed without mediating 
objects—vacancies and interstitials—because the direct exchange of position of neighboring 
atoms in the lattice is impossible. A vacancy is simply an empty lattice site and any of its 
neighbor atoms can jump into it. However, the vacancy will reappear at the position of the 
atom that made the jump, and the jumps become permitted for all atoms surrounding the 
vacancy in the new position. In other words, even though the vacancy is not a real material 
object and its movement is a chain of host lattice atom jumps by only one interatomic dis
tance each, it is convenient to treat vacancies as quasiparticles, in exactly the same way as 
impurity atoms jumping over the interstitial positions in the lattice. Nearly the same situa
tion is met in the case of self-interstitials, which in many solid lattices consist of two host 
lattice atoms, forming a dumbbell with the “center of mass” located on the lattice site. Such 
pair of atoms sharing a lattice site behaves as a unique object, which is sometimes called 
‘'interstitialcy" [11], in order to differentiate it from an atom (no matter, impurity or the 
host lattice atom), jumping from one interstitial position to another. An interstitialcy moves, 
when one of the dumbbell atoms returns to the site position, while the other one shifts 
closer to a nearest neighbor atom, pushing it away from the lattice site and creating a new 
atomic pair, located on the site of the pushed away atom. Such interstitialcy can be treated, 
like vacancy, as a quasiparticle that moves on the lattice as an entity, even though the atoms 
that constitute this quasiparticle change each time it changes position. In what follows, we 
will be mainly interested in the diffusion objects that are able to move as an entity (such 
as interstitial impurities, vacancics, and interstitialcies, which we will generally refer to as 
“particles” or “point defects”), while the movement of the host lattice atoms, which is a 
secondary process mediated by self-point defects, will not be addressed in detail. Neither 
will we treat here the diffusion of complex defects, consisting of several particles (such as 
divacancies, which are mobile in many solids).

Diffusion in solids can be considered as a multiscale problem and, depending on the length 
scales at which a particular aspect of diffusion is considered, the approaches to treat the 
diffusion can be quite different. Individual atomic jumps occur at the length scale of one 
interatomic distance (several angstroms) and their description must account for the atomic 
structure of the lattice in a straightforward way. The approaches used at this level are largely 
numerical and aim at the definition of the probabilities of individual atomic jumps. Most 
often, these probabilities arc defined in terms of the jump energetics, which is estimated 
either by molecular statics methods or by molecular dynamics. On the other hand, the long- 
range diffusion of particles occurs at the length scales, comparable to the distances between 
particle sinks and traps, which in nanostructures means from tens to hundreds of nanometers. 
In this length-scale range, the diffusion can be described, at a choice, by atomistic methods
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(e.i., molecular dynamics or lattice kinetic Monte Carlo) or the continuum ones, based on 
the use of differential equations of diffusion. When the evolution of the nanostructure con
stituents (such as nanoclusters) is important, diffusion over length scales exceeding intersink 
dis ances can be treated by methods that are able to describe diffusional mass transport in 
a om ple te  ensemble of diffusing particles, sinks and traps.

"he advantage of such multilevel approach to the description of diffusion is that the results 
of he more detailed treatment can be used as input and boundary conditions for the less 
deiailed one. As a result, consideration of diffusion at different levels provides the overall 
corsistency of diffusion description. Following the multiscale approach, we start the discus
sion of different aspects of the effects of elastic stresses on diffusion with the description of 
particle diffusion on the atomistic level. This is very important for the basic understanding of 
tht diffusion features and especially for obtaining the basic parameters, which characterize 
incividual atomic jumps. However, such a treatment is quite a formidable task, which is far 
beyond analytical approaches and whose progress is made available by the fast development 
of efficient numerical computation means. The advantages and shortcomings of the atomistic 
treitments of diffusion will be considered in more detail in Section 2, both for the diffusion 
in general and as applied to the possibilities to incorporate the effects of stress on diffusion, 
in ^articular.

'The atomistic approaches give very detailed information about the behavior of individual 
junping particles, but due to hardware limitations they are essentially limited to microscopic 
lat:ices, consisting of maximum several millions of atoms. However, in practical applications, 
especially related to technology, one often deals with diffusion in systems of the real-life 
length scales (above micrometers), which are beyond the possibilities of atomic level sim
ulations. On the other hand, such systems consist of many diffusing particles of the same 
kind, and it is sufficient to know overall characteristics of the whole particle ensemble. For 
example, in order to find the rate of nanocluster growth as a result of impurity absorption 
from the surrounding matrix, one should know only the average impurity currents to cluster, 
which do not require detailed description of the movement of individual atoms in the cluster 
vicinity. Hence, it is possible to treat the diffusional mass transfer in the framework of a con
tinuum approach that describes diffusion using partial differential equations (of parabolic 
or elliptic types) for the concentration of particles in the material.

One of the main features of the continuum approach is the description of the spatial 
distribution of particles in terms of particle concentration, defined usually as the number 
of particles per unit volume of material. From the practical point of view, this unit volume 
should be “physically small,” so that it would contain sufficiently large number of particles, 
but still the particle distribution within the volume could reasonably be considered as uni
form. However, in crystalline solids it is often more convenient to define concentration in 
probabilistic terms, that is as a probability density to find a particle on a lattice site. Concen
tration c  introduced in this way is dimensionless, and the concentration “per unit volume” 
can be formally defined as c/fl, where 12 is the average volume occupied by one atom in 
the lattice (“atomic volume”). Naturally, this does not allow us to treat c  as the number of 
particles in the atomic volume. Nonetheless, the probabilistic treatment allows introduction 
of the concept of particle concentration at the length scales, comparable to the interatomic 
distance a ,  and thus permits microscopic derivation of parameters characterizing particle 
movement, such as diffusion coefficients.

The time and space evolution of diffusing particle concentration can be described by a 
set of differential equations. One of these is quite general and is simply the particle number 
density conservation law. In the simplest case, when only one type of diffusing particles is 
present in the solid and there are no sources or sinks of diffusing particles, it can be written 
down as

d c
— +  d v j  =  0 (1
d t

wheri j is the particle current density. The second equation relates the current density j to 
the concentration c  and can be obtained from the general nonequilibrium thermodynamics 
(see, e.g., [12]), which predicts that the spatial currents of particles in a slightly nonequi
librium systems can be expressed in terms of spatially nonuniform chemical potential,
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of diffusing particles. Namely, where the chemical potential is a slowly varying function of 
spatial coordinates, in the sense that a \ V / x \  < £  i±,  one can assume direct proportionality 
between the particle current density and the gradient of chemical potential,

Jn =  - D n m c — ~  (2)
a xm

where the set of proportionality factors D mn (with m, n  —  1, 2, 3 enumerating the Cartesian 
coordinates) is called the diffusion coefficient tensor and Einstein summation rule is implied. 
Having in mind that for dilute particle solution the relation between the chemical potential 
and the particle concentration is given by [13]

j i  =  In c  (3)

we come to the desired relation

j„ =  - D n m ~  (4)
l>xm

In a particular case of completely isotropic diffusion, the diffusion tensor should have 
diagonal form with equal nonzero elements, D mn =  D S m n , where S mn is the Kronecker’s 
tensor. Correspondingly, Eq. (4) is reduced to the isotropic form,

j  =  -D V c  (5)

which is known in the literature as Fick’s law, where D  is the scalar diffusion coefficient. Note 
that in the derivation of Eq. (5), we have directly used the assumption of low concentration 
of diffusing particles in the matrix, so that it might be inapplicable to the case of diffusion 
of the main constituents of a crystal, for which concentrations are in any case not small. 
However, as it has already been mentioned, the movement of atoms in the lattice occurs 
as a result of diffusion of defects of crystalline structure (vacancies and interstitial atoms). 
The concentration of these point defects is normally quite low, and their diffusion is nicely 
described by the Fick's law.

Involving a very limited number of phenomenological parameters (first of all, diffusion 
coefficients), the continuum approach allows prediction of the diffusion-related effects with 
the help of much less complicated numerical techniques than those involved in the atom
istic approaches. Often, even analytical treatments are possible. However, like any phe
nomenological theory, the continuum approach parameters cannot be obtained within the 
approach itself but should be defined either from experiment or from the knowledge accu
mulated at the atomistic level or from both. Indeed, the most important experimental finding 
about the diffusion coefficients is that their temperature dependence can be described by 
Arrhenius law,

< 6 >

where E m is referred to as the migration energy, D() is a certain numerical factor (diffusion 
coefficient preexponent), k B is the Boltzman factor, and T  is the absolute temperature. For 
any particular pair of “diffusing particles-host material,” this expression is usually valid in 
broad temperature ranges, where the atomistic nature of particle diffusion does not change. 
The Arrhenius law, expressing diffusion coefficient in terms of the energy parameter E m . 

largely simplifies numerical estimates of diffusion coefficients, because the energy can be cal
culated at one temperature (normally, absolute zero) and then used for diffusion coefficient 
scaling with temperature. The evaluation of the preexponential factor D () is generally much 
less important, especially having in mind that very often (though not without formidable 
exceptions), it varies in a quite narrow range of 0.0i — 1 enr/s. The only problem that remains 
is to understand, what the migration energy E m is from the atomistic point of view and how 
we can get it. As shown in Section 2, it is not so easy to define this value correctly, regard
less of formidable increase in the understanding of the atomistic picture of diffusion jumps 
during the past half century.
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7[Tie fact that the detailed information about the microscopy of elementary diffusion jumps 
is bidden in the phenomenological parameters creates the link between the atomistic and 
continuum treatments of diffusion. It is possible to calculate diffusion coefficients by atom
istic computations and then use them for purely continuum description. In complicated situa
tions. where the experimental determination of diffusion coefficients is essentially impossible 
(e.g., when several diffusion mechanisms act at the same time, allowing measure of only 
the average rate of mass transfer), numerical atomistic treatments remain the only way to 
estimate diffusion coefficients, as well as other phenomenological parameters that can affect 
the diffusion (e.g., the efficiencies of diffusing particle interaction with various traps).

The proper understanding of the stress effects on diffusion is also impossible without effi
cient numerical means for the estimation of migration energies of diffusing particles, which 
are the key parameters modified by the elastic strains. Unfortunately, diffusion coefficients 
in stress fields cannot be described by a simple formula of the type of Eq. (6). Therefore, 
in Section 3 we demonstrate how the information about the kinetics of individual diffusion 
jumps can be converted into the macroscopic description in terms of diffusion equations. 
The presentation closely follows the general approach to anisotropic diffusion in stress fields 
developed by Dederichs and Schroeder [14] but takes into account additional restrictions 
imposed by defect behavior in equilibrium positions [15]. In the framework of this approach, 
the diffusion coefficients will be expressed in terms of both the individual jump probabilities 
and the geometry of possible diffusional jumps. The correlation of diffusion coefficients to 
the parameters of individual point defects for particular lattices will be discussed in Section 4.

Up to new, we discussed only the ways to describe the diffusion of particles in a perfect 
infinite crystal, assuming that there are no other processes that can affect particle behavior 
during the diffusion. In real life, such situations are rare and are met mostly in experiments 
specially tailored for the measurement of diffusion coefficients. On the contrary, practical 
applications in modern nanotechnologies normally involve much more complex situations, 
when diffusing particles are created, captured by internal sinks and interact with other par
ticles, nucleating various particle clusters. A typical example is the ion-beam synthesis in 
microelectronics, where host materials are implanted with impurity atoms and subsequently 
annealed at high temperatures in order to force impurity clustering. In such applications, 
diffusion plays an important but intermediate part, determining the quality of the obtained 
microstructures but not being the main aim of the process. A very similar situation but 
with the opposite consequences is met in nuclear technologies, where the diffusion of point 
defects and impurities in irradiated structural materials leads to highly undesirable mod
ifications of the initial material microstructure as a result of defect clustering into voids, 
dislocation loops, and second-phase particles. Evidently, in physical tasks, where the interac
tions of diffusing particles with other components of material microstructure are of interest, 
additional modifications of diffusion equations are necessary. A common approach for dif
fusion description in solids with multiple sinks is given by the chemical rate theory, which 
will be described in Section 5.

Finally, in Section 6 we give several examples of physical phenomena that crucially depend 
on the inter-relation of diffusion and stress. The selection of examples is related mainly to 
scientific interests of the authors and is far from being exhaustive.

2 .  D I F F U S I O N  A T  T H E  A T O M I C  L E N G T H  S C A L E

In order to understand how elastic deformation affects diffusion in solids, one has, first 
of all, to realize clearly the atomic mechanisms of diffusion jumps. Indeed, the methods 
used to determine the parameters of jumping particles are basically the same for stress- 
free and stressed material. Therefore, we start from the discussion of different concepts of 
the elementary diffusion events and the corresponding numerical methods for evaluation 
of appropriate jump parameters; first of all, particle energies in critical positions on the 
jump trajectory. After that, we discuss how these particle energies are modified by elastic 
deformation of the solid, which physical parameters for the description of particle interaction 
with elastic field should be introduced and which methods are applied for analytical and 
numerical estimation of these parameters
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2 . 1 .  D i f f u s i o n  i n  S o l i d s :  H i s t o r y  a n d  M o d e r n  U n d e r s t a n d i n g

2.1.1. The Absolute Rate Theory
Usually, the diffusion coefficient is defined as a proportionality constant between the meam 
squared shift of position of a diffusing particle after some time t  and the time itself. Thte 
simplest model of this kind involves random one-dimensional jumps of a particle with ;a 
certain frequency Y .  In order to reflect the limitations imposed by the solid state, the length 
of individual jump A X  can be considered constant. Then, a probability to find a particle 
at a certain distance from the initial point after time / can easily be calculated (first it \va:s 
done by Einstein in the beginning of the twentieth century for a more general case, allowing 
different directions and lengths of individual jumps), and the diffusion coefficient may be 
expressed in terms of F and A A' as

D = l- r (  A X ) 2 (7)

the factor 1/2 arising from the possibility of jumps in two directions.
The length of an individual jump entering Eq. (7) is defined by an implicit assumption 

inherent to theory of diffusion in solids, namely that the initial and the final positions of the 
individual jump are nearest neighbors. Correspondingly, the distance traveled by a diffusing 
particle in one diffusion jump is of the order of the interatomic distance, a .  This assumption 
is usually well justified, although in real-life one can meet examples when this is not the 
case, especially when particles are jumping near lattice imperfections. In the simplest case, 
such imperfection can be another particle. For example, in ordered intermetallics, individual 
vacancies in a divacancy can jump between the second nearest neighbor positions [6].

In contrast to the jump length, the frequency of jumps in (7) is not easy to find from the 
first principles. The most important indication of the possible microscopic mechanisms of 
diffusion is provided by experimentally observed fact that the dependence of the diffusion 
rate on temperature follows Arrhenius law, which often arises in physical phenomena that 
require thermal activation. This prompts the idea that diffusion also requires thermal activa
tion, and a jumping particle must surmount a free-energy barrier, AG m . Following this idea, 
until the late 1950s, the theory of diffusion in a crystalline phase was formulated in terms 
of the absolute rate theory borrowed from chemical reaction kinetics. In this approach, the 
transition of an atomic system from the initial to the final state occurs as a result of continu
ous variation of atomic coordinates, so that the atomic system passes through a continuously 
changing set of intermediate atomic configurations. Evidently, among this set of configu
rations there exists the one (called “activated complex”) from which the system evolution 
toward the initial and the final configuration is equally probable. The potential energy of the 
system in this configuration is assumed to be the highest along the transition trajectory. The 
formalism of absolute rate theory, being applied to an individual atomic jump in a crystal, 
leads to the following relation for the diffusion coefficient [16]

D  =  y a 2 i'tl exp ^ j  (8)

where y  is a numerical constant accounting for the geometry of the lattice (similar to 
factor 1/2 in Equation (7)) and v (s is a certain vibration frequency. Correspondingly, the 
jump rate is expressed as F =  y()exp(— \ G m / k T ) .  An adequate estimation of v {] remains an 
extremely complicated problem, but for practical purposes the rough estimate of v {) ^  1013 Hz 
works well.

The free energy change as a result of the transition can be written down as [13]

AG/f; -  AL',, -  7AS,„ (9)

where ALJm is the change of the crystal potential energy associated with the diffusing particle 
transition from the equilibrium position to the position corresponding to the top of thermo
dynamic barrier, and ASm is the respective change of the crystal entropy. Correspondingly, 
the temperature dependence of the jump frequency is determined by the potential energy

ft
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change, whereas the entropy change contributes only to the temperature-independent pre
exponential factor.

The main problem of the absolute rate theory is related to the approximations used for 
calculation of AG n r  The cornerstone of the absolute rate theory is the assumption that 
a diffusion jump occurs sufficiently slowly (at least in the neighborhood of the transition 
state), so that the crystal around the jumping particle equilibrates to a degree justifying the 
thermodynamic description of the transition state in terms of the free energy. As far as 
the entropy change is concerned, in the case of individual particle jump it is related to the 
modification of the atomic vibrational modes. It is well-known that defects in equilibrium 
positions change the vibration frequency spectrum of the lattice, leading to the appearance 
of localized vibration modes. The assumption of the sufficiently long-lived transition state 
allows estimation of the vibration frequency spectrum for a particle in the transition position 
in a steady-state approximation. The same is true for the potential energy, which can be 
calculated assuming that the atoms around the jumping particle are in mechanical equilib
rium, and thus the potential energy along the jump trajectory is a unique function of particle 
coordinates.

However, it is generally believed nowadays that the thermodynamical approach can be 
justified only while particles are vibrating close to well-defined positions in the lattice, where 
the energy of their interaction with the surrounding lattice is at minimum. The locations 
of these “equilibrium” positions at the bottoms of local “potential wells” depend on the 
particular combination of diffusing particle and the host lattice, coinciding usually either with 
lattice sites or with high-symmetry interstitial positions. While remaining close to equilibrium 
positions, the particles perform thermal vibrations with the frequency v () — 10 THz and 
only under very favorable conditions acquire an energy that allows a particle to shift so 
far from the equilibrium position that the jump to another nearby equilibrium position 
becomes possible. The transition is very rapid, taking the time of the order of an atomic 
vibration. Under these circumstances, the use of a thermodynamically equilibrium transition 
state can be a remarkable oversimplification. It seems more reasonable to assume from 
the very beginning that in application to diffusion, the probability of the elementary event 
is defined not by the free energy change, but by the potential energy difference due to 
transition from the equilibrium state to the transition one.

For systems consisting of many atoms, like a crystal with diffusing particle, the potential 
energy is a complicated multidimensional function of coordinates of all atoms. The way in 
which the energy varies with the atomic coordinates is usually referred to as potential energy 
surface. In the diffusion theory, one is usually interested in the so-called stationary points 
of this surface, that is, the points where the derivatives of the energy surface with respect 
to all atomic coordinates vanish. In all stationary points, atomic systems are in mechanical 
equilibrium, because the negative gradient of potential energy with respect to coordinates 
of an atom is, by definition, the force acting on this atom, As known from the mathematical 
functional analysis, among the stationary points it is possible to select the minimum points, 
which correspond to the stable equilibrium state of the system in the sense that any shift 
of atoms from the stable atomic configuration leads to the increase of the potential energy 
of the system. Evidently, there can be many minima on the energy surface. This is particu
larly true for crystalline solids, where any local minimum is replicated infinite times due to 
translational symmetry. If a system is in the local minimum, it can pass into another mini
mum located nearby only provided its energy first increases, the value of the increase being 
dependent on the system trajectory in the phase space. Restricting ourselves to trajectories 
that connect the initial equilibrium state with the selected final one, we can always select 
the trajectory (or a set of trajectories), where the biggest energy increase along the trajec
tory, £ m, is the lowest among all possible trajectories. The point in the phase space where 
this “minimax” energy value is reached is usually called “saddle point.” As can easily be 
understood, the saddle point corresponds to mechanically equilibrium state of the systems; 
however, this equilibrium is unstable with respect to the small shifts in directions along the 
minimax trajectory.

Strictly speaking, a real transition from one equilibrium position to another one must 
not follow only the minimax trajectory. I l can be shown, however, [17] that the minimax
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trajectories have the biggest statistical weight among all possible transitions, so that one can 
assume in (9)

A U m =  E m

As a result, the task of the definition of the diffusion jump rates is reduced in the absolute 
rate theory to the definition of the stationary points on the potential energy surface. For 
any realistic model of the interatomic interaction, there is little chance to do it analytically. 
Therefore, a whole group of computational techniques based on the principles of absolute 
rate theory has been developed, which is referred to as “molecular statics” in physics or 
“molecular mechanics” in chemistry.

2.1.2. Molecular Statics
From the computational point of view, the basic assumption of the absolute rate theory, 
namely that the environment of a jumping particle accommodates to the current particle 
position along the jump trajectory, is very helpful, even if not strictly justified. The basic 
physical idea behind the numerical techniques is that the jumping particle can be used as 
a probe, which can be shifted from its equilibrium position and scan the energy surface, 
assuming full relaxation of the atomic system in each probe position (by assumption, the 
system has enough time to reach an equilibrium state). The aim of molecular statics is to 
find space positions of the probe atom, where its potential energy is either minimal or makes 
a saddle point. Thus, from the technical point of view, molecular statics is a set of efficient 
schemes for finding extrema of multidimensional functions. Some of these techniques are 
described in this section.

As a zero-order approximation, one can assume that for any spatial position of the probe 
atom, the full relaxation of all remaining atoms results in the same atomic configuration pat
tern, independent of the way the probe atom reached this position. Under this assumption, 
the potential energy of the probe particle is a unique function of the probe atom position, 
and one can introduce the “reduced” potential energy surface as a three-dimensional func
tion of particle spatial coordinates, which is obtained from the full multidimensional energy 
surface by minimization with respect to positions of all lattice atoms. The stationary points 
of the reduced energy surface directly determine the equilibrium and saddle point positions 
of the particle, as shown in Fig. I. When the reduced energy surface is known, it is possi
ble to find the lowest minima, which can be considered as the equilibrium positions of the 
jumping particle, and to identify the valleys leading to the lowest energy barriers between 
the neighboring equilibrium positions. It should be kept in mind, however, that the reduced

Figure  1. A schematic iCiIulviI energy suil'ace (in two-dimensional easei and vaiious stationary points oa it.
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potential energy surface is only a rough approximation, and the potential energy of the par
ticle turns out to be sensitive to the way the jumping atom reaches a certain spatial point. 
In computational practice, it is not the rare case where, selecting the same initial atomic 
configuration (i.e., the relaxed configuration around a probe particle in an equilibrium posi
tion) and shifting the probe atom to the desired final position by a sequence of steps along 
some path (with full relaxation of the jumping particle environment at each step), somewhat 
different final values of the potential energy can be obtained, depending on the selected 
trajectory and the number of intermediate steps.

Before the description of the energy calculation techniques, several remarks are necessary. 
First of all, though formally there are no restrictions on the way how the particle potential 
energy surface is scanned, in practice a certain sequence of steps is followed. First of all, the 
full-scale scan of the potential energy surface is quite demanding in terms of computational 
resources, especially when the interaction potential is determined from quantum mechanics 
considerations, while the biggest part of the resulting information is simply a waste, as 
only stationary points are of any interest. For this reason, geometry optimization should be 
done before starting to study a defect incorporated into a crystal. Geometry optimizations 
typically attempt to locate minimums on the potential energy surface in order to predict 
equilibrium structures of crystalline systems. A  p r i o r i  guesses can often be made based on 
the crystal symmetry consideration, or a quick search assuming a rigid surrounding lattice 
can be made. All successful optimizations locate a stationary point, although not always the 
one that was intended. In fact, relaxation of sufficiently big atomic systems with essentially 
unknown minimum location and hence, with a wide freedom for the choice of the initial 
configurations (quite common situation in the modeling of, e.g., metallic glass structure), can 
result in extremely exotic final atomic arrangements corresponding to local energy minima. 
Because most minimization algorithms can only go downhill on the energy surface, they are 
able to locate the minimum that is uniquely defined by the starting point, as illustrated in 
Fig. 2. When more than one energy minimum for a diffusing particle is suspected, it makes 
sense to perform a conformational search in order to distinguish the deepest minimum. 
In order to locate more than one minimum or to locate the global energy minimum, one 
should be able to generate different starting points, each of which is then minimized. Some 
specialized minimization methods can make uphill moves to seek for minima lower in energy 
than the nearest one, but no algorithm has yet proved capable of locating the global energy 
minimum from the arbitrary starting position.

Geometry' optimizations may be used to locate not only the minimum energy structures 
but transition atomic structures as well, though except for the self-evident situations, this is 
not the best approach. Usually, there is a definite difference in the methods used for the 
determination of the equilibrium and saddle point positions and energies of the jumping 
particles. Indeed, in case of equilibrium positions, the local energy minimum is achieved,

F ig u re  2. A  sc h em atic  en erg y  p ro file  an d  m in im a  th a t w ould  be o b ta in e d  s ta rtin g  from  th ree  in itial po in ts  A , B, 
and  C.
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and so the conceptually simple energy minimization schemes are applied: no matter where 
exactly the atoms start (as long as they do not start too far from the supposed local energy 
minimum positions) and what are the atom trajectories, they eventually come to the desired 
final state. On the contrary, the saddle point positions and energies can depend on the parti
cle trajectory, which requires additional efforts in selection of appropriate jump trajectories. 
Hence, reliable location of saddle points is done using special methods that explicitly con
sider information about the equilibrium particle positions and make search over the possible 
transition trajectories, as described below.

Second, the requirement of the full elastic relaxation during energy minimization, though 
much complicating the finding of extremum positions of the probe particle, is a must. His
torically, starting with Huntington's work [18], the equilibrium, and even the saddle point 
configurations of jumping particles, were often calculated with the help of the rigid lattice 
approximation. However, even in the case of equilibrium positions, which can often be nicely 
located assuming the rigid lattice, such a model gives poor estimates for the defect formation 
energy. Indeed, the formation of defects inside the crystal changes the total forces acting on 
the atoms in the vicinity of the defect. These nonzero forces shift the atoms surrounding the 
defects to new positions, where the forces vanish and the system gets a thermodynamically 
preferable configuration with a minimum potential energy. As a result, the formation energy 
of a defect obtained in the rigid lattice approach turns out to be much higher than that 
obtained including the relaxation of the lattice atoms after the defect formation [19]. The 
difference becomes even more catastrophic in the case of saddle point configurations, where 
the energy can be overestimated by an order of magnitude.

Finally, one should remember that the accuracy of the molecular statics is inherently 
limited by the basic assumption of thermodynamic equilibrium. There are no objections for 
use of this technique for getting information about the equilibrium configuration geometry 
and energy, because the average time spent by atom in an equilibrium position is sufficient 
to reach both elastic and thermal equilibration of the atomic system. However, for transition 
states along the diffusion jump trajectory, there is no chance to know a  p r i o r i  the time 
that the atom spends at each point of the path. Thus, one cannot predict how much the 
system will relax at each atomic step, and, consequently, the assignment of a set of static 
configurations accompanying the particle movement is no more than approximation.

2,1.2.1. Energy Minimization Schemes As already stated, finding the equilibrium state 
characteristics is equivalent to the minimization of the total system energy, which is a unique 
function of all atomic coordinates. When this function is specified, the minimization can be 
treated as a purely formal mathematical problem: given a function U , which depends on a 
number of independent variables jf,, jr2, . ■., .*3/v, where N  is the number of atoms in the 
system, find those values of these variables that provide the minimum value of U .  In the 
minimum point all the first derivatives of the function vanish,

0 (10)
d X i

while all the eigenvalues of the second derivatives matrix (or Hessian matrix),

//• ' (ID
J d X j d X j

are positive.
For multidimensional functions, the efficient location of the minimum is achieved by 

numerical methods, which iteratively change the atomic coordinates in such a way that the 
consecutive atomic configurations have progressively lower energies, until the minimum is 
reached. One can classify minimization algorithms into two groups: those that use deriva
tives of the energy with respect to the coordinates and those that do not. In turn, derivative
methods can use either only the first derivatives or both the first and the second ones.
Thus, three major approaches to finding a minimum of a function of many variables can be
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summarized as follows:

• The first group of methods includes the so-called search  m ethod s. These methods use 
only values of the function itself. They are usually slow and inefficient but are very 
simple to program, as deriving cumbersome formulas for derivatives is not necessary. 
In spite of their inefficiency, the search algorithms are infallible and always find a 
minimum. For this reason, they are often used as an initial step, when the starting point 
in optimization is far from the minimum. Another disadvantage of search techniques is 
that they are very inefficient for a large number of optimized variables and converge 
very slowly when the number of variables exceeds 10.

• The family of grad ien t m eth od s uses the values of the function and its gradients. These 
are currently the most popular methods in molecular static calculations. Among the 
most familiar members of this family are the steepest descent method and the conjugate 
gradient method [20]. This group of methods shows much better convergence rate than 
search methods and requires computer memory for storage, which scales as the number 
of particles /V, since only 3N  first derivatives are needed.

• The third group of methods has the name N ew ton m ethods. These are the most rapidly 
converging algorithms, which require values of the function, its first and second deriva
tives. The memory required for storing the Hessian matrix is proportional to N 2 (which 
may be prohibitive for simulation of large crystals). Therefore, a group of algorithms 
following from the Newton method has been developed and is called quasi-Newton 
methods. The main idea behind these algorithms is to use not the actual Hessian matrix 
but its current approximation. The typical members of this group are Davidon-Flctcher- 
Powell (DFP) or, for instance, Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithms. 
The detailed description of these algorithms can be found in [20].

Generally, the use of derivatives is beneficial, because they provide information about the 
shape of the energy surface and, if used properly, can significantly enhance the efficiency with 
which the minimum is located. Moreover, the higher is the order of derivatives employed 
by the algorithm, the more accurate its predictions are. Let us demonstrate it for a simple 
case of a system with two degrees of freedom (e.g., a two-dimensionally diffusing particle) 
described by potential energy function t/(x), where x is an observation point with Cartesian 
coordinates (x , ,x : ). Let us assume that the position of the particle is in some point x° =  
(x1/, jCt). Our goal is to find an optimal direction and length for a particle step from position 
x° to some new position x. What is meant by “optimal” depends on the particular type of 
the scarch. When the minimum of U(x)  is looked for, the optimum step should result in 
the largest energy decrease among all the possible step. The search for the saddle point is 
generally more sophisticated, because one usually finds saddle points following uphill valleys 
in the energy surface, and the optimum direction must keep the particle on the bottom of 
the valley, rather than simply increase the particle energy.

In any case, starting from the point under consideration, there is a 2 i r  region of possible 
directions for the step. In order to choose between the possible directions, let us fix the step 
length h  and consider a trial circle centered on the particle position and having the radius 
equal to the step length. Then, the displacement of the particle in the direction of some 
angle 0  can be written down as

Ax, =  x, — x 1} =  h  cos 6  and Ax2 =  x 2 -  x^ =  h  sin 6  (12)

Let us select the step length h  sufficiently small so that the potential energy in a close vicinity 
of point xu could be reasonably approximated with a Taylor expansion to the second order 
in h ,

U ( \ )  =  U ( x li) - j-£,(x{))Ax, + g2 (xu) Ax2 -f- -  1 - Ax: +  Axj +  H ,2(x11) Ax, Ax2 (13)

where g and H are the gradient and the Hessian matrix, respectively.
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If one retains only the first derivatives of the energy, expression (13) after simple trans
formation becomes:

U ( 0 )  =  t / ( x u) +  / f f o f x 0) cos 6  4- g 2(x ()) sin0] (14)

which has two extremum values (one maximum and one minimum) on the trial circle, at 
angles 6 ex defined by the relation

< • *

The knowledge about the position of energy minimum on the trial contour can directly be 
used for the search of the potential energy minimum. Indeed, the direction from x° toward 
the position of the minimum is evidently the optimum one, because it provides the biggest 
energy decrease for a step of any length l h  which is sufficiently small to justify the use of lin
ear approximation (14). On the other hand, the predictive force of the linear approximation 
is restricted. For instance, it gives little help for the selection of minimization step length, 
which usually requires more information than simply the knowledge of gradients in the start
ing point of the step. In the case of the saddle point search, the linear approximation gives 
an indication of the step direction only under very special conditions. For example, when 
x° lays exactly on the bottom of the energy surface valley, which leads to the saddle point, 
the step can be directed toward the contour point, where the energy is the maximum one. 
However, when x° deviates from the valley bottom, this “uphill” strategy can easily increase 
the deviation, driving the system toward an energy maximum, instead of a saddle point.

On the contrary, the account of the second derivatives in the Taylor expansion gives infor
mation about the local curvature of the energy surface. This information is crucial when the 
particle is in the vicinity of those special features of the potential surface, where the gradient 
or one of it component vanish. These features include stationary points (minimums, maxi- 
mums, saddle points) and special lines (the tops of crests and the bottoms of valleys). In the 
most efficient energy minimization methods and nearly in all saddle point search methods, 
the investigation of the valley bottoms is of particular importance, because the atomic sys
tem trajectories in the phase space usually follow valley bottoms. On the other hand, when 
that or other stationary point is reached, the signs of the Hessian matrix eigenvalues allow 
one to determine the type of the point: a maximum (when all eigenvectors are negative), 
a minimum (all eigenvectors are positive), or a saddle (some eigenvalues are negative and 
some positive; when the potential energy depends on more than two variables, the number 
of negative eigenvalues determines the saddle point order).

The algorithms that use information about the local topology of the energy surface, as 
given by the second derivatives, gain qualitatively new possibilities compared to methods 
using only the first derivatives. For example, as discussed above, a first-order method is 
unable to follow an energy valley unless one applies some procedures returning the system to 
valley bottom after a step in the direction parallel or antiparallel to the gradient (an example 
of such correction procedure will be discussed below in relation to the drag method). On 
the contrary, the knowledge of the Hessian matrix makes it possible to follow approximately 
the valley bottom until the system comes close to a stationary point. The exact position of 
this point can be located, if necessary, by refined search techniques.

An instructive example, originally considered by Ccrjan and Miller [21], illustrates how 
a second-order algorithm permits to trace a valley in the potential energy surface. Let us 
consider again a two-dimensionally moving particle located in point x0 near a valley bottom, 
but not exactly on it. Fig. 3a. When the Hessian in point x,, is known, one can approximate 
the particle energy with expansion (13), which can be rewritten for points on the trial circle as

Jr-
U( 0)  --= U (x") + — [■/■/, | (xn) +  H ::(x")] -)- /i[g| (x") cos H +  g2(x"sin 0)] 

h~
+  ~ { [ / 7 , i(x") +  /7r ,(x'l) lco s2 tf+  2 / / IJ(x")sin2tf} (16)

4-
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(a) (b)

F igure 3 . (a )  A c o n to u r  m ap  o f  a  valley  in th e  p o ten tia l en e rg y  su rface  U (x) an d  v arious c ircu la r c o n to u rs  a ro u n d  
a n  o b se rv a tio n  p o in t x". T h e  valley  b o tto m  line is show n by th e  d ash ed  line; the  d istan ce  from  o b se rv a tio n  p o in t lo  
th e  valley b o tto m  line is d e n o te d  as /z". T h e  b ra n c h e s  o f  th e  o p tim al d irec tio n  curve, as  p red ic ted  by e ig en v ec to r 
fo llow ing a lg o rith m , a rc  n u m b e re d  a c c o rd in g  to  Fig. 4a. h'1' is the  sm allest s te p  v ec to r  co rre sp o n d in g  to  p a r a 
m ete r A1" , (b) T h e  an g u la r d e p e n d e n c e  o f  U  fo r  tria l c o n to u rs  w ith d ifferen t radii: (1) // =  //": (2) h =  /?(h =  2.6//"; 
(3 ) h =  4//".

In contrast to the linear approximation, the presence of the second harmonics in 0  can 
result in up to four extrema (local minima and local maxima) that can be used for selection of 
step direction. Naturally, the step length /? must not be too small, because when h  is smaller 
than the distance h {) between the observation point and the valley bottom (see Fig. 3a), the 
angular dependence of U  has only two extremum points (one minimum and one maximum), 
Fig. 3b. When h  exceeds /?“, the trial circle scans both sides of the valley. Gradually increasing 
the step length, it is possible to reach the circle, where flex point appears on the angular 
dependence of U  (see curve 2 in Fig. 3b). With the further increase of the trial circle radius, 
there appear two minima in the angular dependence of the potential energy on the trial 
circle, which approximately locate the points where the valley bottom enters and leaves the 
region surrounded by the trial circle. In other words, increasing the trial circle radius, one 
can approximately trace the bottom valley for all step lengths up to some, /?max, which is 
determined by physical restrictions [such as, for instance, the validity of the potential energy 
approximation with quadratic form (13)]. Correspondingly, one can approximately trace the 
valley bottom, selecting the step length close to /zmax, and follow this bottom in the direction 
of the lower or the higher energy minimum, depending on the search direction. Evidently, 
in the new position the system will not be exactly on the bottom of the potential energy 
valley. Indeed, not the real energy surface, but only its local quadratic approximation is used 
for the selection of step direction. Also, an energy minimum on the trial circle fixes exactly 
the valley bottom only if the latter crosses the circle normally to the circle tangent, which is 
seldom the case. Nonetheless, a reasonable selection of the length step keeps the system i n  

t h e  v i c i n i t y  of the bottom valley, and thus the trial circle search can be repeated in the new 
position until the system comes close to a stationary point.

There are two possibilities for calculating the derivatives that are used in modern codes. 
When the interaction energy is defined analytically, the derivatives can be calculated straight
forwardly, and the appropriate mathematical formulae can be incorporated into the pro
gram. Another approach is to compute derivatives numerically by approximating the slope 
of an energy function (or its gradient in the case of second derivatives) by finite differences. 
Unfortunately, the use of energy derivatives is not always possible, so that one is left with 
the minimization algorithms that relv only on the energy values. However, these methods 
are much less popular than those using energy derivatives, and here we will restrict ourselves 
only to the latter.

There are many factors that must be taken into account when choosing the most appro
priate algorithm (or combination of algorithms) for a given problem; the best minimiza
tion algorithm being the one that provides the answer as quickly as possible and uses the 
least amount of computer memory. No single minimization method has yet proved to be 
the best for all atomistic simulation problems, and so most commercial software packages
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offer a choice of methods. For example, quite different methods are applied when the inter
atomic interactions are calculated from quantum mechanical principles and when they are 
defined in terms of phenomenological interaction energies. These approaches require so dif
ferent computational efforts to calculate the energies and their derivatives in individual con
figurations that many-step algorithms, quite appropriate for classical atomic systems, become 
absolutely forbidden for quantum mechanical approaches. On the other hand, quantum 
mechanics is usually applied to systems with small amount of atoms (at best a half-thousand), 
whereas classical systems include many thousands and even millions of atoms. Some opera
tions that are inherent to minimization procedures (such as matrix inversions), being trivial 
for small systems, become formidable for systems containing thousands of atoms.

Among the first-order minimization algorithms, two methods are most frequently used 
in atomistic simulations: the steepest descent and the conjugate gradients. The main 
idea behind the first-derivatives methods is the gradual change of the atomic coordinates 
along a sequence of directions, which moves the system closer and closer to the minimum 
point. The starting point for each iteration step is the atomic configuration obtained at the 
previous step, and the difference between the techniques is usually the algorithm, speci
fying how the set of directions is selected. The initial configuration of the system, serving 
as a staring point for the first iteration, remains usually the responsibility of the researcher.

2 . 1 . 2 . 1 . a .  T h e  S t e e p e s t  D e s c e n t  M i n i m i z a t i o n  The steepest descent method moves atoms 
in the direction along the instantaneous forces acting on atoms (this direction is that of the 
steepest-descent). In the 3N  dimensional space of all atomic coordinates, x =  ( x , , . . . ,  x 3 N ) ,  

the generalized force can be expressed as

=  ( / =  1...........3 N )  (17)
d x ,

An iteration step that starts from some system configuration x" (where superscript n  enu
merates steps) begins from calculation of the force acting at the initial configuration, which 
is related to the gradient of potential energy in this point, g", as

g" =  —F(x")

and then the atoms are shifted along the line x =  x" -  b " g" in 3/V-dimensional space (where 
b n is a parameter characterizing the shift along the line), until the point is reached where 
the generalized force vanishes. In other words, the gradient at the starting geometry is 
followed downhill the energy surface by increasing the free parameter /;" until the energy 
starts to rise. Then, the value /A n corresponding to the local minimum of energy along the 
line is found by any standard technique [20] of one-dimensional minimum location, using 
the last three iteration points as a starting guess. The new system configuration obtained, 
x "+l =  x" — ft"ing", is used as the initial position for the next iteration step. In particular, the 
gradient at this approximate minimum, g"+1, is reevaluated and then the atoms are shifted 
in the direction opposite to 11 until the energy begins to rise again. The advantage of this 
minimization scheme is that it will always approach a minimum. It is simple and only requires 
storage of the gradient. However, in certain situations this straightforward minimization 
scheme is far from the optimum one.

Indeed, after the energy minimization along some vector h '\  the energy gradient in the 
minimum point, g " ' ', should have vanishing projection on the minimization direction, which 
means that h" and g"+l are perpendicular in this point.

h" - 0  (18)

Because in the steepest descent method the direction of a step is antiparallel to the energy 
gradient at the starting point of the step (h/,+ l — -g"+l), condition (18) means that the 
direction of the next step is strictly orthogonal to the previous one, h" • h —  0. The short
coming of this requirement can be understood if we consider the behavior of the trajectory 
leading from the initial system state to the final minimum. At the first step, the system moves 
toward the nearest valley in the potential energy surface and then descends along this valley
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in c zigzag line oscillating around the valley bottom as it moves downhill. When the valley 
is rarrow and an initial step is at an angle to the valley direction, the necessity to make 
eaci next step in the perpendicular direction to the previous one forces the system to move 
in small steps from one valley side to another. As a result, convergence toward the mini- 
m un point implies many iterations and is quite slow. For this reason, the steepest descent 
algorithm of energy minimization is usually used for quick relaxation of sufficiently simple 
starting geometries or as a backup algorithm, if the more sophisticated methods are unable 
to bwer the energy function value.

2 .12 .1 .b. Conjugate Gradients M inim ization  In the conjugate gradients method, the first 
step of minimization procedure is aimed at locating a valley in the potential energy surface 
anc is done, similar to the steepest descent approach, against the direction of the gradient, 
h° = —gn. However, the conjugate gradients method performs the descent along the valley 
cleverly using information about the potential energy shape and makes consecutive steps 
in a more flexible way than in the case of steepest descent, that is, more or less along the 
valley bottom instead of perpendicular to one another. The idea behind the selection of step 
direction can be demonstrated by the following reasoning.

Let us assume that after n  -  1 steps of minimization of the potential function (7, the 
system has reached point x" in 3 -dimensional space of atomic coordinates, and we are 
looking for a better direction h" for step n , as compared to the steepest descent (where one 
assumes h" || g"). In order to improve the selection, we must first specify what is wrong with 
the steepest descent selection. One of the problems is that the energy gradient is orthogonal 
to the previous minimization direction h/2_1 in the starting point of step n ,  but not in its final 
point x"+1 (corresponding to the energy minimum along direction h,!), because the energy 
gradient rotates along the step in order to ensure that the final gradient g"+1 is orthogonal 
to h". This means that while at the beginning of step n  the energy is minimized along direc
tion h"-1 , at the end of the step this must not be so. In order to improve the minimization 
algorithm, we may ask ourselves whether it is possible to select step direction h", so that 
in the final position of step n  the potential energy would be minimized along both direc
tions, h"+l and h"? In mathematical terms, this is equivalent to requirement g"+l • h"-1 =  0. 
Moreover, if such selection strategy were possible for any step, it would mean, by induction, 
that after any step the energy would remain minimized along all the direction tested before, 
that is

Correspondingly, after 3 N  steps we would reach the minimum along 3/V noncollinear direc
tions, which means that the minimum of the potential energy would be reached.

Unfortunately, it is not possible to satisfy Eq. (19) for an arbitrary potential, but it can be 
achieved in an important special case, where the potential energy function can be sufficiently 
well approximated by a harmonic function, which can be written in a general form as

where x„ is the position of energy minimum, H  is a constant Hessian matrix, and the last 
term s written down as a formal matrix product. Let us assume now that at step n  -  1, 
one his performed the minimization of the energy function along some direction A""1, and 
the sjstem is in the state x”. According to Eq. (20), the value of the gradient g in point x” 
equah to

For tie next possible direction, let us consider some h ' \  so that the minimization will be 
perfo med along the line x =  \ n +  b t lh". Evidently, when the minimum will be found in some 
point xH+l, the value of the gradient in this point will be

g" • h J =  0 for all j  <  n (19)

t  =  g (x ") -  " H  ■ (x'' -  x„)

g (21)
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The condition g'i+1 h" 1 =  0 is the equivalent to the requirement

h 11 H h"' =  0 (22)

Vectors h" and h"_1 satisfying Eq. (22) are called “conjugate” [20]. We thus see that the 
movement along direction h" does not spoil the minimization along the previous step direc
tion h'f_1 when one selects conjugate step directions and not the orthogonal ones.

Restriction (22) still permits more than one choice of h '\  which means that each next 
minimization step can be made independent of the previous one [22]. The selection of 
the step direction can be uniquely specified if one expresses h", according to the original 
Fletcher-Reeves algorithm [23], in the form of a simple recursive relation,

h" +  y " - ] h n- [ (23)

where y n ~ [ is a scalar factor and assumes additionally that the gradient vectors in the begin
ning and the end of each step are orthogonal,

g" • g"-1 =  0 (24)

Note, by the way, that even though the considered minimization method is called “conju
gate gradient,” it is the successive minimization directions that are conjugate, and not the 
gradients.

The conditions of orthogonality and conjugacy allow us to express the scalar constants 
hmin and 7" 3S P 4]

Qn . Q11 Qn . . Qn’̂ ^

‘ »nd =  (25) 

The most remarkable feature of conjugate direction selection according to (23) is that there 
is no necessity in the knowledge of the Hessian matrix to get a set of directions h'?, regardless 
of the fact that the introduction of conjugate directions explicitly required it, and thus the 
ideology of the conjugate gradient approach is that of a second-order derivative method, 
rather than that of a purely first-derivative one. However, instead of calculating the new 
gradients after each step of linear minimization with the help of Eq. (21), one can find them 
by direct differentiation of the potential energy in the final point of the step and then use 
relation (25) to calculate scalar factor y n entering (23). Correspondingly, the method can be 
applied to a potential function of any shape, not necessarily to that which is fairly quadratic. 
Naturally, the number of iterations in this case will exceed that of 3iV, which is required to 
reach the minimum of a purely quadratic function of 3N  variables.

As an improvement of the conjugate gradient scheme, Polak and Ribiere [24] proposed 
to select scalar constants y n in the form:

„  _  ( g , i+ i  -  g " )  ■ g , ,+ i  

y ' " g" • gn ’ ’

When the energy surface in the vicinity of the minimum point is described by a purely 
quadratic function, these constants coincide with those given by (25), as all gradients will be 
orthogonal. However, in reality, the energy functions are only approximately quadratic, and 
the Polak-Ribiere method performs better than the original Fletcher-Reeves algorithm, £t 
least for the functions that were examined [24, 25].

The conjugate gradient method is one of the most popular minimization techniques in 
quantum mechanical calculations for locating the minimum of the Kohn-Sham energy func
tional [26], because of comparatively fast convergence and the use of only the first derivatives 
of the system energy. Some of the conjugate gradients method based algorithms adopted for 
these CPU-time expensive calculations have been reviewed, for example, in [22].

2 . 1 . 2 , 1  . c .  N e w t o n - R a p h s o n  M e t h o d  Second-order methods use explicitly not only the first 
derivatives but also the second derivatives of the energy surface to locate a minimum. Thi 
simplest second-order method is the Newton-Raphson method.



Diffusion in Elastically S tra ined  Solids 4 5 5

Strictly speaking, the Newton-Raphson algorithm is usually applied in order to locate the 
points where a function becomes equal to zero and is in this case a first derivative algorithm. 
Its application for the search of minima on the potential energy surface is possible, as it is 
equivalent to the search of zeros of the potential energy gradients, which must vanish in any 
stationary point.

The idea of the method can be illustrated if we consider a one-dimensional potential 
energy function U ( % ) ,  which is known at some point x n together with its first and second 
derivatives. At a small distance 8 x  from x "  the potential energy and its gradient can be 
represented in terms of Taylor series:

U ( x n -f S x )  =  U ( x n ) -j-g(A-")6A‘ -j- \ H ( x n ) 8 x 2 +  0 (5 x 3),
~ (26) 

g { x »  +  8 x ) = g (  x " )  +  H ( x " ) 8 x  +  0 ( 8 x 2 )

where H ( x )  =  d 2 U / d x 2 . When x n is close to point x {), where g  vanishes, the nonlinear 
terms can be neglected, and the distance <5a' =  x° — x n can immediately be defined from the 
requirement g ( x n +  S x )  =  0, which gives

8 x  =  (27) 
H ( x n )

If, however, the accuracy of the zero point found using linear approximation for the energy 
gradient is insufficient, we can recalculate the first and second derivatives of the energy in 
the point .v/H 1 =  x n -j- 8 x  and make another step, moving again purely along the tangent to 
function g .  Assuming that n  is the number of a step in this iterative procedure, one obtains 
the following recursive formula for the location of energy minimum:

x n+i= x " ~ j ~ -  (28)
H( x" )  ’

The same reasoning can easily be extended for a multidimensional case, in which case 
expression (28) can be rewritten as:

x" =  x'1 — g" • (H ")-1 (29)

where g and H~l are now the multidimensional gradient and the inverse Hessian matrix, 
respectively.

As shown in [20], the Newton-Raphson step length decreases with each iteration as

H ( x n )
Sx«*' = -~(8x")2- \ - ±  (29A)

2g(x")

Expression (29A) shows that Newton-Raphson method converges quadratically, increasing 
the number of significant digits in x {] by approximately a factor of two after each step. This 
feature makes this method a good choice for the finding of minima of potential energy 
function, provided its first and second derivatives can easily be evaluated.

However, the method has some shortcomings that can be divided in two groups. The first 
one is related to the method itself. Indeed, it works well only provided the Hessian matrix 
is positively defined in all iteration points, otherwise the minimization can become unstable. 
This implies that a good initial guess of the minimum is an important prerequisite for the 
convergence of iteration procedure. In practice, they usually first apply a more rough method 
to get close to the energy minimum before initializing the Newton-Raphson minimization 
procedure. The second disadvantage of the method is in the necessity of calculation, inver
sion, and storage of Hessian matrix at each step, which is potentially time and memory 
consuming.

There exist variations of the Newton-Raphson method (see [20]), many of which aim at 
avoiding the calculation of the full matrix of second derivatives. A family of methods, called 
quasi-Newton methods, requires only first derivatives and gradually construct the inverse 
Hessian matrix as the calculation proceeds. The “quasi” prefix is added, because one uses in
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calculations not the real Hessian matrix, but its approximation at the current step. Indeed, 
the decrease of the potential function at the next step is guaranteed only provided the Hes
sian matrix is positively defined. However, when following a pure Newton step, as described 
above, one generally has no a  p r i o r i  confidence how far is the current system state from the 
minimum position and cannot be sure about the positively defined Hessian. To avoid this 
problem, it has been suggested to start with a positively defined, symmetric Hessian matrix 
to build up the approximation H  that remains positively defined and symmetric during the 
whole iteration procedure, while tending to the correct inverse Hessian matrix by the end 
of iteration procedure. In other words, the sequence of matrices H n (where / indicates the 
iteration number) must obey the following rule

lim H n =  H  1
/j—

Having moved from position x" to the next one x'I+1, in the quasi-Newton minimization we 
do not have to recalculate the inverse Hessian matrix H ' , + { at the next step, but can simply 
obtain it from the inverse Hessian matrix of the previous step. Several variants of this pro
cedure have been developed, such as DFP, BFGS, or, for instance, Murtaugh-Sargent (MS) 
schemes [27]. In particular, DFP formula for the inverse Hessian matrix update looks like

_  ~ (x"+l - x » ) ®  (x» 1 - x » )  _  \H" -(g'-+l - g " ) ]® [ / / "  ■ (g”+1 - g » ) ]

t+I 1 (x"+l -  x'O ■ ( r t+i -  g") (g'H-1 -  g«j • H"  ■ (g«+i - g " )  ~

where sign ® denotes the direct matrix product. The detailed derivation of expression (30) 
can be found in [24, 25].

One simple way in which it may be possible to speed up the Newton-Raphson method 
is to use the same Hessian matrix for several successive steps of the Newton-Raphson 
algorithm with only the gradients being recalculated at each iteration. A widely used algo
rithm is the block-diagonal Newton-Raphson method, in which just one atom is moved at 
each iteration. This only leaves those terms that involve the coordinates of the atom being 
moved and reduces the problem to the trivial one of inverting a 3 x 3 matrix. However, the 
block-diagonal approach can be less efficient when the motions of some atoms are closely 
coupled, such as the concerted movements of connected atoms.

The choice of minimization algorithm is dictated by a number of factors, including the 
storage and computational requirements, the relative speeds with which the various parts of 
the calculation can be performed, the availability of analytical derivatives, and the roughness 
of the method. The Newton-Raphson method can be computationally demanding for systems 
with many atoms and can also require a significant amount of storage. Thus, any methods 
that require the Hessian matrix to be stored may present memory problems when applied to 
systems containing thousands of atoms. For calculations performed using molecular statics 
technique for systems of considerable size, therefore, the steepest descent and conjugate 
gradients methods are the most widely used.

On the other hand, quantum mechanical calculations are restricted to systems with rela
tively small numbers of atoms, and so storing the Hessian matrix is not a problem. As the 
energy calculation is often the most time-consuming part of the calculation, it is desirable 
that the minimization method chosen take as few steps as possible to reach the minimum. 
For many levels of quantum mechanics theory, analytical first derivatives are available. How
ever, analytical second derivatives are rarely available and can be expensive to compute. The 
quasi-Newton methods are thus particularly popular for quantum mechanical calculations.

2.1.2.2. Saddle-Point Search Techniques Transition structures are generally more dif
ficult to describe than equilibrium geometries. Let us consider, in particular, a jump of a 
single atom from one equilibrium position to another. If one assumes that the cooperative 
motion of atoms in crystal adjusts their configuration to the instantaneous position of the 
jumping atom, molecular statics method can be used as an approximate method for getting 
the migration path for this atom and for calculating the atom energy along this path. Where 
the reduced potential energy surface for the jumping atom remains a reasonable approx
imation, one can scan the space among the initial and final positions of a diffusion jump
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and s-elcct the valleys in the energy surface that lead to the lowest saddle points. In fact, 
this method gives quite reasonable indication of the possible positions of saddle points and 
the tcpology of the potential surface in their vicinity, even though requires quite formidable 
computation resources. In contrast, where the energy of the jumping particle depends on the 
prehistory of particle movement, the search for true saddle points by simply scanning over 
the phase space of all possible positions of crystal atoms is hardly possible. This is especially 
true when crystal relaxations involve computationally demanding techniques, such as those 
involv ing quantum mechanics calculation of interatomic interactions. Therefore, the search 
for the saddle point positions usually heavily relys on physical assumptions concerning the 
most appropriate trajectory of a particle jump. Correspondingly, there always remains a risk 
of the saddle point algorithm failure if the implied assumptions turn out to be incorrect.

For the past 40 years of computational condensed matter development, different methods 
have been proposed for finding diffusion jump paths and saddle points. Typically, the search 
for the saddle point starts from the local minimum on the potential energy surface (stable 
equilibrium position of the jumping particle) and then traces the trajectory stepwise, in a 
sequential manner [28]. The selection of the atom shift length and direction at each step 
can be done in different ways. In some of the algorithms, the direction of the atom shift 
is selected exclusively from the properties of the energy surface in the close vicinity of the 
current point in the phase space. The main disadvantage of these algorithms is that there is 
no guarantee that in the end of the trajectory, the jumping particle reaches the desired final 
position (in another stable equilibrium position) and, even if it does, the selected trajectory 
will lead to the real saddle point. Therefore, a number of methods of saddle point search 
use information about both the initial and final positions of the jump (for a good review, 
the reader is referred to [29]).

2 . 1 . 2 . 2 . a .  E i g e n v e c t o r  F o l l o w i n g  M e t h o d  The common problem that all developed meth
ods meet is an uncertainty in obtaining the minimum energy path and, therefore, the saddle 
point location. This uncertainty results from the fact that more than one path can connect 
the initial and the final points of the diffusion jumps, whereas the methods used for tracing 
the transition path converge to that closest to the initial guess. To our knowledge, there 
exists only one method related to the direct scan of the space that makes it possible, at least 
in principle, to avoid this uncertainty and find the real minimum energy path and saddle 
point. This method is known under the name of “eigenvector following” (detailed qualitative 
description of the method can be found in [21]). The basic idea of the method is related 
to the scanning of the potential energy surface in the vicinity of a current point of a trajec
tory, as discussed in relation to Eq. (16). That is, the true energy surface is approximated 
by a quadratic form similar to Eq. (16), though in an appropriate multidimensional space, 
and the steps are made along the potential energy valley approximately located using the 
trial circle contours. In terms of classification introduced in Section 2.1.2.1, the eigenvector 
following method belongs to the group of second-derivative methods where the first and 
second derivatives are used for finding the most appropriate direction of motion. However, 
in contrast to the cases described in that section, where we looked for the direction lead
ing downhill on the energy surface, now we follow the direction leading uphill from the 
minimum energy configuration. The use of second harmonics allows us to reach a good 
accuracy of the extrema values and to clarify the types of the stationary points found along 
the path. For instance, when the Hessian matrix at a stationary point does not have any 
positive eigenvectors, then energy function has reached its maximum value. If the Hessian 
matrix at a stationary point has one negative eigenvector, that is, one downhill direction 
(i.e., the direction along which the potential energy passes through the maximum), the sta
tionary point is called a simple saddle point; if there are two negative eigenvectors, double 
saddle point; and so on.

The basics of the algorithm for finding a saddle point following local normal modes were 
first discussed in the works of Crippen and Scheraga [30] and Hilderbrandt [31]. In the first 
proposed algorithms, a step direction along the jump trajectory is selected in such a way 
that along one of the modes the step must be done in uphill direction, whereas along the 
others toward the lower potential energy. A more advanced approach to the selection of the
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step directions was proposed by Cerjan and Miller [21 J, who used the Lagrange multiplayer 
technique for tracing the valleys in the potential surface. Let us assume that after some 
steps along the minimum energy trajectory, the investigated atomic system is in a point x(1 of 
a p-dimensional space of the system degrees of freedom (e.g., a 3,/V-dimensional space of 
atomic coordinates), and the potential energy function U ( \ )  in a point x in the vicinity of x̂  
is approximated by a quadratic form:

U (x) =  U ( \0) +  g • Ax +  Ax • H • Ax (31)

where Ax =  x — x0. Following the ideology described in relation to equation (16), let us look 
for the minima of the potential energy on the /7-dimensional hypersphere of radius h  with 
the center in the current point x {). This can be done by minimizing the function

L ( Ax, A) =  U (x) +  ~ ( h 2 — Ax • Ax) (32)

where A is a Lagrange multiplier, with respect to both Ax and A. The requirement of the
vanishing derivative of L  with respect to A guarantees that Ax remains at the hypersphere
surface (i.e., Ax Ax =  / r ) ,  while the vanishing derivative over Ax specifies an equation for 
possible values of A. The simplest form of this equation can be obtained if one rotates the 
local coordinate system in such a way that the Hessian matrix becomes diagonal,

H tj =  ( t - H - T _i) =  H {i )S

where T is the unitary matrix of the appropriate coordinate transformation and H {i) are 
the Hessian matrix eigenvalues (without the loss of generality, we can assume that they 
are ordered in the increase). Then the requirement of the minimum of L  over Ax leads to 
the equation

n t  X 1
=  £  77 (33)

/'=! (A -  H ^ y -

where g, are the components of the gradient vector in the coordinate system of the diagonal- 
ized Hessian, g =  T g. As can easily be seen, for a fixed hypersphere radius l u  this equation 
is equivalent to a polynomial of power p , which can have up to 2p  extrema, A •, each speci
fying a unique direction Ax, =  T _I • Ax,, where Ax; defines energy extremum position in the 
rotated coordinate system,

< i f A  “  <3 4 >

When A is specified, the corresponding energy increases can be found from the relation

1 J L  jsr(2A -  H (i ) )
U W  - <35>

In the discussion above, the free parameter was the length step /?, so that for any eigen
value A;, Eqs. (34) and (35) are implicit functions of h .  The locus of the eigenvectors predicted 
by (34) for an example two-dimensional system is shown in Fig. 3a. As can be seen, there are 
three branches of the locus curve, two of them (curves 1 and 3) start from the observation 
point and tend with the increase of h  either to the valley bottom (when going downhill) or 
up the valley wall. Only when the trial circle radius exceeds some critical value h { [ ) . intersec
tion of the trial circle with the locus curve branch on the opposite side of the valley becomes 
possible. For h  >  h [[) there are two possible eigenvectors, both of which are directed uphill. 
However, only one of them tends to the valley bottom as the circle radius increases.

For a more quantitative analysis of the energy behavior in the vicinity of the observation 
point, it was proposed in [21 j to treat A as a free parameter. Then, Eq. (33) also becomes a 
parametric dependence and the number of possible eigenvalues for a certain length step /?
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(i.e., the number of energy extrema on the hypersphere in a /^-dimensional space of the 
system degrees of freedom) is determined by the number of intersections of the function 
A2(A), which is equal to the right-hand side of Eq. (33), with the line A2 =  / r .  The behavior 
of A: (A) is shown in Fig. 4a for the simplest case of a system with two degrees of freedom 
and in Fig. 4b for a more general case, which demonstrates that in a system with p  degrees 
of freedom there are p  — 1 parabola-like sections, each section being confined between 
two neighboring eigenvalues of the Hessian. The A values, corresponding to the minima of 
individual parabolic sections, are denoted as \ { k \  where k  =  1 , . . . ,  p  — 1.

It is seen in Figs. 4a and 4b that, as far as x 0 is a point where no components of the 
gradient vector g  vanish (i.e., it is not a stationary point and does not lie on a special line, 
such as a valley bottom), sufficiently small step lengths h  provide only two energy extremum 
points on the hypersphere, which are determined by the intersection of the line A2 =  f r  

with the branches at A < H (l ) and A > H { p ) . These branches correspond to the pair of locus 
curve branches starting from the observation point, as shown in Fig. 3. Only when some 
minimum value of h  is achieved, there appear additional minima and maxima on the trial 
hypersphere, which can be used for tracing energy valleys.

The selection of the eigenvalue A- and the corresponding eigenmode Ax; determining 
the direction of the next algorithm step depends on the shape of the energy surface. In 
what follows, we are interested in two situations, when the observation point is close either 
to the minimum of the energy surface (i.e., all Hessian matrix eigenvalues are positive) or 
to the valley bottom (i.e., H {{) < 0, while all other Hessian eigenvalues are positive). The 
qualitative behavior of the system energy as a function of A is shown in Figs. 4c and 4d.

If the observation point is located in the region of a minimum (Fig. 4c) and one is inter
ested in locating this minimum, the choice of A =  0 gives, evidently, the lowest energy that 
can be achieved in one step. The expression for the optimal step is then Ax =  - H  ] • g, 
which is recognized as the Newton-Raphson step. However, when going uphill, the selection 
of appropriate A is not so evident.

In the original algorithm of Cerjan and Miller, the jump length and orientation are deter
mined by selecting A =  A(1). This is, however, not the optimum choice, as the corresponding 
eigenvector can lead quite far from the valley bottom (see Fig. 3a). As follows from the

(a) (b)

F ig u re  4. F un c tio n  A: (A) fo r (a )  2 a n d  (b ) 5 d e g re e s  o f  f re e d o m  an d  fo r two k inds o f  p o te n tia l energy  behav ior:
(c ) n e a r  a m in im u m  o f  p o te n tia l en e rg y  surface  a n d  (d ) n e a r  a  firs t-o rd e r sad d le  po in t.
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same figure, a better result can be achieved if A tends from above to the Hessian eigenvalue 
which not only increases the step length but also improves the accuracy of the valley 

bottom following as well. The smallest among the Hessian eigenmodes is selected, because it 
is assumed that following the direction of the smallest energy surface curvature, one comes 
to the lowest-energy saddle point. However, the latter assumption is not necessarily cor
rect, and one can never exclude a possibility that a saddle point that will be reached if one 
selects A close to (more exactly, slightly exceeding) another Hessian eigenvalue will be lower 
in energy than that reached by following the smallest Hessian eigenvalue.

When looking for a saddle point on the energy surface, one usually starts from some 
minimum of the potential energy. However, closer to the saddle point, one inevitably reaches 
the region where one of the Hessian eigenvalues is negative, while the eigenvalue A(1) can be 
either positive (as in Fig. 4d) or negative. In both cases, however, there are two extrema of 
the energy in the range of A between H {]) and H {2) , because the first energy derivative must 
vanish also at A =  0 [21]. When A(l } > 0 (i.e., the observation point is near an energy valley 
bottom), in moving from A(l) to H {]) one passes through the energy maximum at A =  0, 
which is, evidently, the best selection for the step. Indeed, in the case of purely quadratic 
energy surface, this step will lead exactly to the saddle point. In the opposite case of A(l) < 0, 
discussed in detail by Cerjan and Miller [21], the same selection of A =  0 provides the best 
step direction. Indeed, in this case the observation point is close to a crest on the energy 
surface, rather than to the valley bottom; that is, it lies above the saddle point. Hence, one 
must minimize the energy during the step in order to reach saddle point, and the minimum 
is reached at zero A.

A drawback of the original Cerjan and Miller scheme of A selection [21] is that it does 
not care about finding and following any particular energy valleys. As a result, the algo
rithm leads uphill from the initial energy minimum along quite arbitrary trajectory, and only 
when the observation point reaches a region where the energy exceeds that of the near
est saddle point, the system is driven to this saddle point by an artificial Newton-Raphson 
minimization. Hence, regardless of the fact that this selection scheme does finally lead to a 
saddle point, it is completely useless for the case of diffusion path search, because one can 
never say to which minimum energy path the saddle point thus obtained corresponds and 
whether a different choice of the initial step will not lead to a different saddle point. Later 
on, a number of alternative possibilities for eigenvalue selection has been discussed (see, 
e.g., [32, 33] and references therein), but these are not very useful for diffusion description 
either, dealing mainly with small atomic ensembles typical for chemical applications. In fact, 
the standard ideology of diffusion path search implies tracing the bottom of one and the 
same energy valley until a saddle point is reached, and thus at the first step of the procedure 
it makes sense to scan the real energy surface around the starting position corresponding 
to an energy minimum, in order to find the valleys leading from it and only then apply 
eigenvector following algorithm, tracing each valley separately.

Despite the reliable ideological basis of the eigenvector following method, the necessity 
of calculation and inversion of the Hessian matrix at each point along the search trajectory 
restricts this algorithm to atomic systems with rather small number of degrees of freedom, 
like those discussed, for example, in [21]. An attempt to overcome this restriction involved 
the introduction of hybrid eigenvector-following/conjugatc-gradients approach [34], which 
used iterative methods to find the smallest eigenvalue and the corresponding eigenvector, 
which is then followed uphill. Thus, the direct diagonalization of the Hessian matrix was 
avoided. The search for a minimum at each point of the path was performed using conjugate 
gradients method. The method worked well in the framework of tight-binding approach to 
the investigation of interstitial jumps in a 216 atomic Si crystal confined within a periodic 
boundary cell. However, it is not clear if this method can be applied for tracing the transition 
path using quantum mechanical energy calculations.

2 . 1 . 2 . 2 . b .  D r a g  ( R e a c t i o n  C o o r d i n a t e )  M e t h o d  Due to the fact that second-order deriva
tive techniques are extremely time and computer-memory consuming, much attention in the 
literature is paid to methods that implement the principles of the first-order derivative algo
rithms. The simplest of these methods is the ‘‘drag" or “reaction coordinate" method [28].
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In quite general terms, the reaction coordinate method is applied to many-atomic systems 
that have many degrees of freedom and can transform from one state to another by con
tinuous variation of atomic parameters (e.g.. atom positions) associated with these degrees 
of freedom. The reaction coordinate is one specific path in the multidimensional space of 
atomic parameters, connecting the initial and the final configurations. This path can be 
selected as a linear interpolation or based on a series of potential energy calculations on 
a grid of points located along the expected trajectory and approximately tracing the energy 
surface valley. In order to follow the transition, the drag coordinate is introduced as the 
coordinate along the preselected path. The transition is then performed along the path step
wise from the initial to the final value. At each step, the drag coordinate is fixed and the total 
energy is minimized by relaxation of the remaining degrees of freedom. After the system 
is dragged along the whole path, the saddle point can be found by inspection or, if more 
accuracy is needed, by using mathematical techniques to interpolate between the grid points.

In molecular statics modeling of diffusion jumps of individual atoms, this scheme is largely 
simplified by the fact that the atoms around the jumping atom are allowed to adjust their 
positions to instantaneous position of the jumping atom, and thus the drag path is simply 
a line in a 3D space of positions of the jumping atom. As a general rule, the path starts 
from an equilibrium position of the jumping atom. Typically, it ends in the expected final 
position of the atom, but this is not mandatory. The diffusing particle is dragged along the 
path stepwise from the initial position to the position corresponding to the final value of 
reaction coordinate, which must not, strictly speaking, be the expected final position. At each 
step, the drag coordinate is fixed and the total energy is minimized, assuming that each atom 
in a model crystal has three degrees of freedom, except for the jumping atom. In simplest 
cases, when there is a high confidence that the drag path comes through the saddle point 
(e.g., when saddle point is located from symmetry considerations), the jumping atom can 
be fixed on the path during the relaxation. However, usually this atom is also allowed to 
move, but only in the directions that are normal to the drag coordinate. As a result of the 
energy minimization, all atoms shift from their earlier positions into the new ones, so that 
after each step the ensemble of atoms changes its configuration. The tracer atom also can 
deviate from the drag path if its relaxation normal to the drag path is allowed. After the 
relaxation is over, the jumping atom is shifted in the direction of the drag coordinate and a 
new relaxation is performed. This cycle is repeated until the final position is reached. The 
saddle point position and energy can then be extracted from the dependence of the energy 
of the atomic ensemble on the drag coordinate. In order to obtain good estimates of saddle 
point position, the shifts along the drag coordinate should not be too big, because with the 
increase of the shift length there increases a chance that relaxation of the crystal atoms 
will lead to a spurious energy minimum, as discussed in the beginning of this section. On 
the other hand, too small shifts increase the number of calculations without improving the 
quality of intermediate configurations. The reasonable trade-off is typically reached at the 
number of steps along the drag coordinate of the order 100.

The advantage of the drag method is that in moving along a transition path, the jumping 
atom is not forced to follow a prescribed trajectory. The trajectory selection by this algo
rithm fully takes into account the dynamic accommodation of the jumping atom environment 
during the transition. This method works well in many cases, but in some instances it may 
give ambiguous results. For example, one can meet situations when there exist more than 
one equivalent, or nearly equivalent transition paths, as it happens, for example, for vacancy 
jump in bee iron, see Fig. 5. In these situations, several trajectories are possible, and in order 
to get a clear understanding of the transition pattern, the scan of the energy potential sur
face in the vicinity of the saddle point might be necessary. The main shortcoming of the 
drag method is the necessity to use minimization schemes at each tracer atom step. As a 
result, calculation of even one diffusion event is very time consuming, which practically pre
cludes its use when the atomic relaxation is done using quantum mechanical methods for 
the description of interatomic interactions.

2 . 1 . 2 . 2 . C .  C h a i n - o f - S t a t e s  M e t h o d s  In order to reduce considerably the amount and espe
cially the time of calculations, another class of methods has been proposed, which directly
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F ig u re  5. V acancy ju m p  in bee crystal, (a )  T h e  ju m p  g eom elry . (b ) A  typical en e rg y  v a ria tio n  fo r an  a to m  d rag g ed  
a lo n g  th e  ju m p  tra jec to ry . T he h eigh ts o f  tw o m ax im a a re  the  sam e fo r m o n a lo m ic  crysta l, but in a m o re  g en era l 
case (e .g ., in o rd e re d  b in ary  alloy o f  B2 ty p e) m ay be d iffe ren t, as show n  in th e  figure, (c) P o ten tia l en e rg y  surface 
in the  ( 111) p lan e  th a t is no rm al to  the  vacancy ju m p  d irec tio n  and  c ro sses  th e  ju m p  tra jec to ry  a t the  d is tan ce  0.1 h 
from  th e  in itial p o sitio n  o f  the  ju m p in g  a to m  {h is th e  ju m p  len g th ), (d )  T h e  sam e for th e  (111) p lan e  crossing  
th e  ju m p  tra jec to ry  a t the  d istance  0.25 h . th a t is. n e a r  the  sa d d le  p o in t o f  th e  ju m p . It is c learly  se en  th a t th e re  
a re  th ree  equ iv a len t po sitio n s o f  th e  low est en erg y , w hich m ean s th a t th e re  a re  th re e  p o ss ib le  ju m p  p a th s  and  
th re e  possib le  sad d le  p o in t positions. C a lc u la tio n s  fo r figures (c) an d  (d ) w ere  d o n e  using  Jo h n s o n ’s p o ten tia l fo r 
iron  [71].

employs information not only about the initial and final jump positions, but about the initial 
and final atomic configurations of simulation crystal as well. In this approach, a “guess” tra
jectory of the jumping atom between the initial and the final position is selected and split by 
several grid points, usually positioned at the same distance L  between neighboring points. 
Then, a set of images (or replicas, or ‘'states") of the simulation crystal is generated. In 
the first replica, the jumping atom is positioned in the initial jump position, in the second 
one in the first grid point, and so on, until the final jump position is occupied in the last 
crystal replica. The first and the last replica remain fixed, while the intermediate images 
in the ordered chain are optimized simultaneously in a concerted way. At each iteration 
step, the complete relaxation of each intermediate image is done under a constraint that 
the jumping particles interact not only with the crystal atoms, but also with two fictitious 
atoms, located in the positions of jumping atom in the next and the previous image in the 
chain. The interaction potential is usually the simple harmonic one, as if the jumping and 
the fictitious atoms w'ere connected bv elastic springs. So, in the ehain-of-states methods, 
one minimizes the “object function"

r  p p k  ,
r ,  ,) =  z «/<R/) +  L '  —  0 R ' -  R.--1! -  L Y

/—I i /— i ~
(36)



Diffusion in Elastically S tra ined  Solids 463

where P  is the number o f images, U is the image energy, k is the spring constant, and R,, 
R,_ , define the neighboring image positions along the path. One of the first implementations 
of this approach to finding the minimum energy path was callcd “ plane elastic band1' method. 
Initially, the springs o f a zero natural length L were used, but this kind of object function 
failed in many situations and, later on, the expression for the object function was modified 
to take into account nonzero natural length between images, which was introduced as an 
average separation of images along the optimal path. However, this modification can result 
in an aggregation of images and, sometimes, in the path self-crossing near the minimum 
positions. This can be remedied by including an additional repulsive term to keep images 
apart. However, as shown by simulations, this algorithm does not lead to the convergence 
to the minimum energy path and to real saddle-point configuration.

In attempt to find more appropriate algorithm, the local update plane (LUP) algorithm 
has been proposed, where the energy minimization o f each image / takes place only within 
the plane with the normal nt aligned along the local tangent to the path, which is defined 
as the line segment connecting the next and previous images in the chain:

^  R,+l -  R,_i 
' |R,+i -  R ,-,l

The local tangents are updated after several iterations. However, images in this method are 
not connected, which can make the image distribution along the path quite chaotic. More
over, in order to get an appropriate result by this technique, one needs a good initial guess 
for the path. Otherwise, if  there are several possible paths connecting the initial and final 
positions, the algorithm can lead to a complete mess, mixing points from the different paths.

The most advanced version o f the chain methods with the fixed initial and final states of 
a transition has been proposed by Jonsson et al. [29, 35] and is widely known as nudged 
elastic band (NEB). This method incorporates the features o f both the “ elastic band” method 
and LUP method. The first one ensures continuity o f the transition path by adding spring 
interaction between adjacent images, thus mimicking an elastic band. The second method 
contributes a better convergence o f the minimum energy path and saddle point. The elastic 
band is brought to the transition path by sequential optimization, involving the minimization 
of the force acting on the images in the chain and defined as:

F,. =  -V ( / (R f.) +  FJ

where the spring force F- is

f ; =  * /+1(Ri+1 -  r , ) - M R / - R / - . )

The main feature that distinguishes NEB from the other techniques of the same group 
is the use of force projections, referred to as “ nudging.” This means that at the iteration 
step o f the energy minimization, the true force and the spring force are decomposed into 
components parallel and perpendicular to the path, and the relaxation uses only the true 
force component perpendicular to the path and only the spring force component along the 
path. In this way, the spring forces do not interfere with the convergence of the elastic band 
to the minimum energy path, while the true force does not affect the distribution o f images 
along the path. In the NEB method, there is no competition between the true forces and the 
spring forces. The strength o f the spring forces can be varied by several orders o f magnitude 
without affecting the equilibrium position of the band.

In contrast to methods based on a sequential “ drag” along the potential energy surface, the 
simultaneous optimization o f several crystal images can be done by parallel computation or 
simply on a cluster of networked computers (see [29] and references therein), which makes 
NEB especially appropriate for time- and memory-consuming approaches, such as ab initio. 
Sometimes, it is possible to combine NEB with other methods. For example, a combination 
o f dimer/NEB methods was applied for the investigation o f adatom dimer formation on a 
crystal surface [35].
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However, as shown by calculations, NEB methods should be treated with certain care 
in order to provide the good elastic band convergence to the minimum energy path. In 
particular, the number o f the intermediate images requires optimization, because when 100 
many images are used, kinks can form on the elastic band. As the minimization algorithm 
is applied, the kinks can continue to oscillate back and forth, preventing the band from 
converging to the path. It should also be taken in mind that the elastic band tends to be 
pulled o ff the energy minimum path when the path is curved. I f  the path is curved in .he 
saddle point, this can lead to an overestimate o f the saddle point energy. This problem was, 
in particular, observed in calculations o f the exchange diffusion process in a Si crystal [35].

Finally, one should pay attention to the optimization of the initial trajectory o f the jump ng 
atom in the crystal images. A  bad initial guess for the trajectory can result in completely 
unphysical final configuration of the system. An example of such situation is shown in Fig 6, 
w'hich demonstrates the results of simulation o f a divacancy formation in Si using NEB 
method implemented in Vienna ab initio Simulation Package (VASP) [36]. An initial guess 
trajectory in the form o f a straight line connecting the initial and final positions of a vacancy 
jump resulted in too small distance between the initial position o f the jumping atom in .he 
central images and one o f the lattice site atoms, which caused very strong repulsion between 
these atoms. Already after the first relaxation step, this strong repulsion shifted the central 
part o f the image chain unreasonably far from the true jump trajectory. Positions o f :hc 
intervening atom in the central image are also far from its original lattice site. Eviden:ly, 
regardless of the fact that the resulting image chain was stable against further relaxation, 
predictions of this simulation attempt have no practical value. This kind o f a problem is 
specific to NEB; it does not appear, for instance, in step-by-step methods.

To avoid the problem of the incorrect initial guess, hybrid techniques can be applied. An 
initial trajectory curve can be adjusted by such methods as activation-relaxation technicue 
(ART) [37], or repulsive bias potential method (RPB) [38]. These methods are based on :he

Figure 6. " J u m p  t r a jec to r ie s” o b ta in ed  using N E B  m e th o d  to r  a diffusion ju m p  in d irection  (110} leading to  diva
cancy fo rm a t io n  in Si. Initial locations o f  two vacanc ie s  a n d  the ju m p in g  a to m  are  shown by b igger  white  an d  cvar 
spheres ,  respectively. T h e  initial guess for the  ju m p in g  a to m  locations in th e  images is a long  s t ra igh t  line (as  indi
ca ted  by small sp h e re s  a long  yellow trajectory) .  T h e  s t ro n g  repulsive in te rac t ion  o f  cen tra l  im ages o f  the jumping 
a to m  with  a close n e ighbor  a to m  (m ark ed  by b igger  red  s p h e re )  results in com ple te ly  u n re a so n a b le  d i s p l a c e m e n t  
o f  bo th  the  jum ping  a tom  (cyan t ra jec tory)  a n d  the close n e ighbor  a to m  ( re d  trajectory) . The  c o r re c t  im age chair 
is show n in w h 'te .
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principle o f activation o f the current state, followed by relaxation to a new minimum. For 
example, in RPB method, the activation o f the state is performed by application of a short- 
range repulsive potential at the initial position o f a jumping atom, which makes the initial 
atom state unstable, while the subsequent relaxation pushes this atom to a nearby minimum 
configuration. The use o f a local bias potential has also been suggested for dynamic simu
lation o f the rare events that has got the name of accelerated molecular dynamics [39, 40], 
Flowever in the RPB method, the potential is fixed and exceeds the saddle point energy, 
which does not allow one to use this method for dynamical calculations nor to yield the 
exact transition path in the original potential energy surface.

2.1.3. Dynamical Approaches
The main feature of the absolute rate theory approach is the assumption that the rates 
o f diffusion jumps can be expressed completely in terms of the free energy of only one 
particle that performs diffusional transition, while all the surrounding atoms are treated as 
a thermostat. It seems more reasonable to assume, however, that diffusion jumps involve 
collective behavior of the jumping atom and the remaining atoms in the crystal, especially the 
atoms in the close vicinity of the jumping one. In order to describe the collective behavior of 
atoms in the lattice, a more rigorous, many-body approach was proposed by Vineyard [4lJ 
in the late 1950s. This approach starts essentially from the same idea as that used earlier 
by Zener, that a big crystal can he considered as a statistical ensemble of vibrating atoms 
and the relative probability of that or other particular configuration can be described using 
some equilibrium distribution function over different configurations. Correspondingly, the 
jump rate is proportional to the ratio of this distribution function values for the transition 
and the equilibrium states. However, in contrast to Zener, who considered the distribution 
over the states of the jumping particle only. Vineyard applies equilibrium statistics to all 
atoms in the crystal. Because all calculations arc performed in the complete phase space, the 
many-body character o f the problem is introduced from the very beginning. In Vineyard's 
model, atoms are considered as quantum oscillators with completely independent degrees of 
freedom, each degree o f freedom having, generally, its own basic vibration frequency. In the 
equilibrium state, each atom has 3 degrees o f freedom, so that 3/V different basic frequencies 
iA can be considered (where N is the number o f atoms in the crystal). On the contrary, 
transition state is considered as the state where the vibrational degree of freedom of the 
jumping atom in the direction of the jump is frozen, so that only 3/V -  I vibrational degrees 
o f freedom with basic frequencies v* are present. The resulting jump rate for sufficiently 
high temperatures (k BT  ;$> hv h where h is the Planck’s constant) can be written down as

where E m is the jump activation energy.
The advantage of Vineyard’s approach is that it does not demand that the jump proceeds 

slowly. In contrast to the absolute rate theory, the transition state is not the top o f the 
free-energy barrier, but a special configuration o f the crystal atoms, for which the jump 
frequency is accompanied with the least increase in the crystal potential energy above the 
static potential; the activation energy being just this potential energy increase. In other 
words, it was predicted that migration parameters are associated with the crystal constrained 
in the transition configuration, although the configuration must be very short-lived, and it is 
a priori unclear how this configuration looks like.

Later on, Rice [42, 43] introduced a “ dynamical theory” of diffusion, which emphasized 
the microscopic character of the jump process. Here, F is developed by going over to nor
mal vibrations of all atoms and presenting the atomic dislocations from the lattice equilib
rium positions as the sums of contributions from individual vibration modes. As a result, 
it becomes possible to make thermodynamic averaging not over atoms but over the vibra
tion mode spectrum. Possibly, the most important qualitative achievement of the dynamical 
theory, as introduced by Rice, is the criterion o f diffusion jump: a migrating atom makes a 
diffusion jump, provided it shifts in the jump direction sufficiently far from the rest position,

(37)
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while the surrounding atoms move aside from the jump trajectory, making a “ hole” through 
which the migrating atom jumps.

The dynamical approach allows one to estimate the rate of diffusion jumps completely 
based on the selected normal vibration statistics and places no time restrictions during the 
jump. In fact, the transition is instantaneous, as, after the critical shifts of the migrating, 
atom and its surrounding atoms are achieved, their subsequent fate is assumed predeter
mined. However, the mathematical treatment by Rice involves serious simplifications, and 
the resulting expressions contain too many fitting parameters. A  detailed discussion of the 
merits and difficulties of the dynamical approaches by Rice and Vineyard can be found in 
the paper of Glyde [44],

One of the most serious simplifications o f the Rice’s theory is that two basic events con
stituting the diffusion jump (achievement of sufficiently big amplitude of the migrating atom 
and the formation of sufficiently big “ hole” ) are treated as being completely statistically 
independent. A  tentative justification o f this treatment was that the displacements of sur
rounding atoms in the critical configuration are much less than that of the migrating atom, 
and thus the “ hole” appears much more often than the migrating atom uses it. This justi
fication is not convincing, however, because in the critical configuration, the jumping atom 
interacts with atoms in its immediate vicinity at the very strong repulsive part of interatomic 
potential, which enables quite high (sometimes up to ten percent of interatomic distance) 
shifts o f atoms surrounding the moving one. Such shifts cannot be achieved simply by ther
mal vibrations o f these atoms, and it becomes necessary to consider the collective behavior 
o f the whole “ activated complex," consisting o f the jumping atom and its nearest neighbors 
in the critical configuration. A  step in this direction was done by Flynn [45], who demanded 
that the diffusion jump occurs, when some critical value is reached not by the displacement 
o f an individual atom, but by the so-called “ reaction coordinate,” which is expressed in terms 
o f coordinates o f all atoms in the activated complex:

'  ( K

where R,„ is the radius-vector of the jumping atoms, summation is over the radius-vectors 
of n  its neighbors belonging to the activated complex, and e is the unit vector in the direction 
o f the jump. Expressing fluctuations o f reaction coordinate in terms o f the phonon structure, 
it is possible to obtain the jump frequency in terms of the vibration frequencies, amplitudes 
o f individual phonon modes, and the critical value o f the reaction coordinate, the latter 
being the fitting parameter of the theory. Particular calculations for vacancy diffusion in fee 
metal lattices [45], made using the Debye phonon spectrum of defect-free lattice, give the 
jump rate in the form.

r  =  y, v D exp ^  -  y 2~ y d 2^ (38)

where -y,, y 2 are constants o f the order o f unity, but depending on the crystal lattice sym
metry, /i, is the shear modulus o f material and 8 is the fraction of interatomic distance 
corresponding to the critical shift o f the migrating atom.

As can be seen, the “ energy barrier" /x i lS1 arises due to the work o f the activated complex 
against the elastic forces. Quite nice correlation of this energy barrier w ith experimental val
ues o f migration energy in fee metals indicates that dynamical approach reflects the picture 
o f individual jumps much better, at least qualitatively, than the rate-theorv method.

Later on, a number o f improvements o f dynamical approaches have been proposed. For 
example, while the above mentioned approaches treated atomic vibrations in the purely 
harmonic approximation. Toller et al. [461 derived more general expression for the jump 
rate, which is valid under appropriate conditions for crystals containing arbitrary but smooth 
anharmonicities. Their results reduce to those o f earlier formulations, when the potential 
energy surface in the saddle point is planar, and to Vineyard's form, in particular, when the 
potentials are treated using harmonic approximations. In addition, however, the approach
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incorporates the short-term memory o f the dynamical system and can deal with anharmonic- 
ities, which cause the saddle surface to become curved.

However, in order to estimate accurately the rates o f diffusion jumps in the framework of 
dynamical approach, one has to know exact dynamics o f atomic ensembles, which are not 
analy tically tractable for complex systems. In these cases, the dynamic behavior o f crystals 
having any given masses and interatomic forces should be treated by numerical methods, 
such as molecular dynamics.

2.1.4 . Molecular Dynamics
The molecular dynamics (M D ) method is a computer simulation technique where the time 
evolution of a set o f interacting atoms is followed by integrating their equations of motion, 
which are constructed in accordance with the laws of classical mechanics. Writing the second 
Newton’s law for an arbitrary atom i in a simulated atomic array constituted by N  atoms as

' / R - -  E l  (39)
dt2 nil

one sees that the spatial positions R, o f all the atoms can be determined at any moment of 
time, provided one knows the atom masses m n the forces F, acting on each atom due to its 
interactions with other atoms, and the set of initial atomic positions and velocities.

Formally, molecular dynamics is a deterministic technique: when initial atomic positions 
and velocities are specified, the subsequent time evolution is in principle completely deter
mined. The computer calculates a trajectory in a 6/V-dimensional phase space (3N  positions 
and 3/V momenta). However, such trajectory is usually not considered to be particularly 
interesting by itself. Rather, molecular dynamics is employed as a statistical mechanics 
method, which is justified for ergodic systems, where the time average of a certain physical 
value coincides with the average over a set o f configurations distributed according to some 
statistical distribution function, or a statistical ensemble. A trajectory obtained by molecu
lar dynamics provides such a set of configurations. Therefore, a physical quantity is simply 
calculated as an arithmetic average of the instantaneous values acquired by it during the 
M D  run.

M D  simulations can be used to measure thermodynamic properties of a simulated mate
rial, using statistical physics as the link between the microscopic behavior and thermody
namics. In the lim it o f very long simulation times, one can expect the phase space to be 
fully sampled, and in that lim it, statistical averaging process would yield the thermodynamic 
properties, in practice, the runs are always of finite length, and one should exert caution to 
estimate when the sampling has reached equilibrium.

Molecular dynamics is a veiy powerful technique but has limitations that one should be 
aware o f when interpreting the obtained results. First o f all, like no other technique, M D is 
sensitive to the choice of atomic interaction potentials. In molecular dynamics, atoms move 
under the action of instantaneous forces resulting from atom interactions with one another. 
As described earlier, these forces are usually obtained as the gradients o f a “ potential energy 
function”  that depends on the positions o f the atoms. As the atoms move, their relative posi
tions change and forces change as well. A  simulation reproduces the behavior o f the system 
realistically, if  interatomic forces are similar to those with which real atoms would interact 
when arranged in the same configuration. For this reason, great efforts are devoted to the 
development of appropriate interaction potentials for different atomic systems. Practically 
always, these potentials are ^classical,” as calculation o f interatomic forces from the “ first 
principles” in the framework o f M D (as proposed, e.g., in [47]) requires prohibitively huge 
computation resources.

Second, typical M D  simulations can be performed on systems containing thousands or, 
perhaps, millions o f atoms, and for simulation times ranging from a few picoseconds to 
hundreds of nanoseconds. While these numbers are certainly respectable, time and/or size 
lim itations are important for applications related to the study of diffusion in solids.

When speaking about time limitations, as applied to diffusion studies, both the “ internal” 
time of the problem and the CPU time are important. A  simulation is reliable from the
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point of view of its duration when the “ internal" time o f simulation run (that is, the value 
o f parameter t by the end of the run) is much longer than the relaxation time o f the quan
tities we are interested in. Individual diffusion jumps are rare events, and the simulation 
times t in nanosecond range allow typically only several jumps o f each migrating atom. On 
the other hand, in order to follow smoothly the atomic trajectories and keep the crystal 
temperature close to the average value, the duration o f one “ internal” time step is normally 
o f the order few femtoseconds (10~b s), so that a typical MD run requires 106—107 itera
tions, which means a lot o f CPU time for sufficiently large simulation crystals. As a result, 
the determination of diffusion coefficients (as well as migration energies, defined from the 
temperature dependence of diffusion coefficients) by molecular dynamics requires additional 
tricks allowing to construct sufficiently long jump trajectories [48].

A  limited system size can also constitute a problem, when correlation length for an investi
gated physical property is comparable with the computation cell size. A  method to overcome 
this problem is known as “ finite size scaling”  and consists o f computing a physical property 
A  using several boxes with different sizes L, and then fitting the results on a relation

A ( L )  =  A {) +  y ~

using A (), A y, and n as fitting parameters. Then A {), corresponding to the lim it o f A ( L )  at 
system size tending to infinity, can be taken as an estimate for the “ true” physical quantity.

In diffusion modeling, the limited size o f atomic ensemble is an important factor. Even 
10<v atoms in the simulation cell constitute quite small part o f a real crystal, and so appro
priate boundary conditions are necessary in order to mimic the interaction of atoms close 
to the cell surface with the rest o f material. Periodic boundary conditions are often used in 
M D  simulations o f the diffusion in the bulk o f material. The use of periodic boundary condi
tions precludes the use of small simulation crystals, where the elastic interaction o f diffusing 
particle with the atoms outside the computation cell is important. Additionally, the use of 
periodic boundary conditions can lead to fictitious localization o f diffusing particles near 
the periodic boundaries due to the accumulation of computer inaccuracy. As demonstrated 
in [48], the frequency o f diffusion jumps can depend on the distance of the jumping particle 
from the simulation crystal boundary, which is a purely computational artifact related to 
the necessity o f atomic translation in order to include interaction with atoms outside the 
periodic boundaries.

The typical sequence of steps for the M D  simulation of thermally activated diffusion 
includes:

• Creation o f the model crystal and creation o f a diffusing particle in it;
• Relaxation o f the obtained system by a static or quasidynamic technique, using the 

assumed interatomic potentials;
• Heating o f the simulation crystal by assigning to the atoms randomly distributed veloci

ties with the only lim itation that the total kinetic energy would correspond to the desired 
temperature;

• Integration o f the equations o f motion.

Time integration algorithms are usually based on “ finite difference methods,” where time is 
discretized on a finite grid, the “ time step” A/ being the distance between consecutive points 
on the grid. Knowing the atomic positions and velocities at time /, the integration scheme 
gives these quantities at a later time t +  Ar. By iterating the procedure, the time evolution 
o f the system can be followed for long times.

When selecting the integration algorithm, it is important to remember that each iteration 
step involves computation error, and thus the algorithm should guarantee that tens of m il
lions of iteration steps do not lead to the significant loss o f accuracy. Usually, there are two 
basic sources of computation errors. The first o f them is related to the accuracy with which 
the finite difference method approximates the true solution. Finite difference methods are 
usually based on a Taylor expansion truncated at some term. These errors are intrinsic to 
the algorithm and do not depend on the implementation. The accuracy of approximation 
is usually achieved by the selection of appropriately small integration step Ar For instance,



Diffusion in Elasticallv S tra ined  Solids 469

the Verlet algorithm has this type of errors proportional to A /4 for each integration time 
step. Another error source can he related to a particular implementation of the algorithm 
(i.e., to the finite number of digits used in computer arithmetics). Round-off errors decrease 
with the decrease of A/ slower than the approximation errors and dominate in the small A t 
limit. Using the highest possible precision helps to keep round-off errors at a minimum.

The two most popular integration methods for M D calculations arc the Verlet algorithm 
and predictor-corrector algorithm. Here they are described only briefly; for detailed infor
mation about these algorithms, the reader is referred to [49-51].

The basic idea of Verlet algorithm is to write two third-order Taylor expansions for the 
atomic positions R,-(0* one forward and one backward in time:

Rf(/ +  At)  =  R,(r) +  R , ( t ) A t  +  ^ R ,( / )A r  +  i R » A / 3 +  0 ( A t A)
1  0

R,(/ +  At) =  R,(0  -  R,.(0Af +  ^ R ,( /)A /2 -  - U » A r '  +  ()(At<)
2  6

where points over the value denote corresponding time derivatives. Adding the two expres
sions gives the basic form of Verlet algorithm,

R,(f +  At)  =  2R,(/) -  R,(/ -  At)  +  R , ( t ) A t 2 +  0 ( A t A)

Because we are integrating Newton’s equations, R,(/) is just the force divided by the mass, 
and the force is in turn a function of positions R,-(f). The truncation error o f the algorithm 
is o f the order of A /4, even if  the third derivatives do not appear explicitly. This algorithm 
is at the same time simple to implement, accurate and stable.

The velocities in this version o f the Verlet algorithm are not directly generated, because 
they are not needed for the time evolution. However, they are required to compute the 
kinetic energy, whose evaluation is necessary to test the conservation o f the total energy 
and to check the temperature stability during the computation run. One could compute the 
velocities from the positions by using

R ,«  +  AO -  R ,«  -  A,)
R ' ( , ) =  -------------

However, the error associated to this expression is o f the order A t2 rather than A /4. Another 
problem of Verlet algorithm is that atomic positions are defined by two preceding time 
steps and thus cannot be used for the first integration step. Therefore, the first step should be 
done using some other method, for example, predictor-corrector algorithm.

Predictor-corrector algorithms are another commonly used class of methods to inte
grate the equations o f motion. Those most frequently used in molecular dynamics include 
three parts for each time integration step: predictor, force evaluation, and corrector. At 
the predictor stage, one “ predicts” the atomic positions and their time derivatives (up to a 
certain order q) at time t 4- A t, from the same quantities known at time /, by means of a 
Taylor expansion. Among these quantities are, of course, the second derivatives (accelera
tions). The force evaluation part involves computing of the forces acting on atoms in the 
predicted positions, for instance, by taking the gradient o f the interaction potential. The 
resulting accelerations, as defined by Newton’s law, will be in general different from the 
“ predicted accelerations.”  The difference between the two constitutes an “ error signal.”  At 
the corrector stage, the obtained error signal is used to “ correct” atomic positions and their 
derivatives.

In  a molecular dynamics simulation, a system state is characterized by a set of global 
parameters, such as density, temperature, or pressure. In a standard calculation, the density 
is controlled by the choice o f the simulation cell volume V , while pressure remains free 
to change. The time integration o f Newton’s equations guaranties the conservation of the 
total energy, but the temperature is free to fluctuate. In the statistical mechanics parlance, 
these simulations correspond to the “ microcanonical” or NVE ensemble, because the fixed
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quantities are the number o f particles, the volume, and the energy. On the other hand, 
the pressure and the temperature are measured during the run.

There are several important alternatives to the NVE ensemble, where one integrates 
Newton’s equations modified in such a way that sampling is performed in another statistical 
ensemble. One such ensemble is the isobaric-isoenthalpic (NPH) one considered in [52]. 
The particle coordinates are specified there relative to the simulation box and the volume V  
of the box is treated as a dynamical variable, while the conserved quantities are the external 
pressure P  and the enthalpy H  =  E  +  P V .  In another scheme, developed by Parrinello and 
Rahman [53], the shape of the box can vary as well as the volume. This scheme is especially 
promising for simulation of defect kinetics in crystals subject to external loads. One more 
ensemble is the canonical (N VT) one, as considered by Nose [54] and Hoover [55]. They 
achieve the maintenance of the temperature with the help o f a time-dependent friction 
driven by the difference between the instantaneous kinetic energy and its expected average 
o f 3N kBT /2. ^

Every time the state of the system changes, i.e., when the global parameters, such as 
pressure or temperature in NVE ensemble, are not stationary, but relax toward a new value 
it is necessary to wait for the system to reach thermal equilibrium before collecting data. 
The state change may be induced deliberately or occur spontaneously, for instance, when 
the system undergoes a phase transition. One o f the most important transients is associated 
with the onset o f MD simulation: the selection o f initial velocities is normally completely 
random, and a certain time (o f the order of several to few hundreds picoseconds, depending 
on the temperature) is necessary in order to achieve an equilibrium phonon distribution.

2 . 2 .  T h e  E f f e c t s  o f  E l a s t i c  D e f o r m a t i o n  o n  
M i c r o s c o p i c  D i f f u s i o n  P a r a m e t e r s

2.2.1 . Particle Energies in an Elastically Strained Material
The reasons why elastic stresses affect the diffusion can easily be understood looking at 
Fig. 7. First o f all, the energies of a defect in equilibrium and saddle point position change 
as compared to the unloaded material, because the creation o f a defect and relaxation of 
lattice atoms around it requires additional work against the strains. Second, nonhydrostatic 
loads usually decrease the symmetry o f the lattice, and the saddle point energies become 
sensitive to the direction of the jump even for those jumps that had exactly the same saddle 
point energies in a more symmetric unloaded lattice.

In order to describe quantitatively the effect of stress on the particle migration energy, it 
is convenient to recall that the migration energy is the difference of the energies of particle 
formation in the saddle point, E s, and in the equilibrium position, and to consider these 
energies separately, starting from the energy o f the particle in the equilibrium position. 
Because the elastic strains, £,y, are normally much smaller than unity, one can formally 
present E f as a Taylor series expansion in the powers of the elastic strain. Retaining terms 
up to the second order, we obtain [56]

Ef =  £•” -  P f a  -  (40)

where E i]f  is the defect formation energy in the stress-free material, and P-j and a l-jkj are 
tensors of, respectively, second and fourth order, which depend on the type of the defect 
and the surrounding matrix, but not on the elastic stress. In writing down equation Eq. (40) 
and further on we use Einstein summation rule (i.e., summation over repeated subscripts 
in the products o f tensors is implied). The second-order tensor P-j is usually referred to 
as the elastic dipole tensor, because its eigenvalues define the "strength" o f three mutually 
orthogonal force pairs (dipoles) that, being applied in the defect position, produce the same 
elastic field as the point defect (a more detailed explanation is given below, in relation to 
Kanzaki forces). The fourth-order tensor a^jkj describes the effects related to the defect 
polarization and is called, correspondingly, polarization tensor. Superscript e indicates that 
both tensors are related to a defect located in equilibrium position.
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(b)

F ig u re  7. (;i) A n iso t ro p ic  d is to r t ion  o f  crystalline lat tice by ex te rna l  s tresses  and  (b) c o r re sp o n d in g  m odifica tion  of  
the  p o ten t ia l  energy surface  fo r  the  j u m p in g  a tom .

For point defects located in a saddle-point position, the elastic stress effect is exactly the 
same, but for one additional feature. As can be seen in Fig. 7, nonhydrostatic load changes 
the distances between atoms anisotropically, and thus the jumps that were completely 
equivalent in the stress-free lattice become dependent on the direction of the jump. Corre
spondingly. the energy of the defect in the saddle point, £ v, can be written down as

E ,(h) =  £? -  / ’ )(h)« iy -  ~a]jkl( h ) e ljEkl (41)

where E {* is the energy o f the defect formation in saddle-point in the stress-free lattice, and 
the dipole and polarization tensors in saddle point position depend on the jump direction, 
specified here by the vector h, connecting the initial and final jump positions.

In writing down Eqs. (40) and (41), we made two implicit assumptions. The first one is 
related to the selection o f the reference state, from which the energy is measured. In the 
stress-free material, this reference state is the energy o f the ideal lattice, either without 
the defect (for interstitial defects) or with the defect replaced by the host lattice atom (for 
substitutional defects). In the case of the strained lattice, it is convenient to define the defect 
formation energy with respect to the loaded ideal lattice. Such choice of the reference state 
is prompted by the simple reasoning that the energy required for the elastic deformation of 
the defect-free lattice should not be considered as a contribution to the defect formation 
energy, were it E f or Es. As a result, the formation energies in loaded and unloaded material 
are measured from different reference states. It must be emphasized, however, that this 
assumption does not affect the migration energy value, because the latter equals to the 
difference of the saddle point and the equilibrium defect energies, which correspond to 
the same loading state and thus are measured from the same reference. Correspondingly, 
the activation energy for a jump in direction h is given by

£ „,(h ) =  £ ,(h) -  Ef =  E l  -  [ / - ( h )  -  / ’> • „ (42)
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where E''n =  -  E{} is the migration energy in the stress-free lattice. In writing down
Eq. (42), we have restricted ourselves to linear corrections in strain, because in practi
cal applications one seldom has to account for the second-order corrections to the defect 
energies.

Second, in the case when the diffusing particle is a self-point defect (a vacancy or an 
interstitialcy), the reference state is normally defined assuming that the total number of 
atoms in the crystal before and after formation of the point defect does not change. In 
the case of vacancy formation, it is assumed that the atom removed from the vacant site is 
added somewhere at the surface o f the crystal, while in the case o f an interstitial an atom is 
removed from the crystal surface. In the externally stressed crystal, the addition or removal 
of the atom to the surface requires additional energy, —a lin{ l  or (rlwSl, respectively, where 
(rnn is the normal stress acting on the crystal surface in the position, where the atom is added 
or removed. This contribution is important where the formation of vacancies or interstitials 
is considered, leading to the dependence o f the equilibrium point defect concentration at 
the crystal surface on the surface orientation with respect to the external loads. However, it 
does not affect the migration energy.

2.2.2. Microscopic Derivation of Dipole Tensors
In the previous section, the force tensors were introduced on purely formal grounds, as pro
portionality factors between the particle energy change in strained material and the strains 
themselves. Here we discuss the microscopic nature o f the force tensors and demonstrate 
how they can be expressed in terms o f parameters, characterizing atomic interaction in a 
stress-free lattice. A ll calculations will assume that a diffusing particle is located in a defined 
position, either the equilibrium position or the saddle point one. Because the consideration 
is completely equivalent for both, we will omit in this section indexes indicating the particle 
position.

Let us assume that external loads cause in the material elastic deformations u°, strains e” , 
and stresses cr", while the corresponding parameters for the particle in the stress-free mate
rial arc u , e'y, and cr'̂ . Assuming that in both cases the strains are sufficiently small, so that 
the linear elastic theory is valid, the stresses <j(J- and strains in the strained lattice with 
the particle can be taken as superpositions o f two contributions:

On the other hand, the energy of the crystal is a second-order functional o f strains, and 
thus, in addition to the energies of the external elastic field (in a defect-free crystal) and the 
particle energy (in a stress-free crystal), it includes the energy of particle elastic interaction 
with the external strain field, A £ d , which can be written down as

Substituting here relations (43) and taking into account Hook's law, we can present AEcl as

(43)

1 f (44)

(45)

or, integrating by parts.

(4 6 )

Having in mind the stress equilibrium equation.
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where f  is the density o f forces created by the defect in the bulk of the material, we get

As can be seen, the energy change depends on the distribution o f forces that describe 
the action of the particle on the host material. In order to express A £ el in terms o f the 
particle properties, one has to use an appropriate model allowing to present f' in analytical 
form. One o f the most often used is the model where point defect is treated as a set of 
three mutually orthogonal force pairs (dipoles), localized in the point r', where the particle 
is located. Then, the components of the force density (written down in the coordinate system 
with the axes directed along the individual force pairs) are (see, e.g., [57])

where P v) (i =  1 ,2 ,3) are factors characterizing the dipole strengths, and 8 is the Dirac’s 
delta function. Generally, the spatial orientation o f the force pairs is determined by the local 
symmetry o f the particle environment and must not coincide with the global coordinate axes, 
which can be selected arbitrarily, for example, along the global symmetry axes o f the crystal. 
In a general coordinate system, the force density will have a more general form

where the proportionality factors P,} make a second-order tensor. Evidently, the eigenvalues 
o f this tensor equal to P (l). Substituting (48) into (47), we get

which coincides with the first term in the energy change expansion in strains [e.g., 
equation (40)]. This explains why tensor is referred to as the dipole tensor.

Naturally, Eq. (48) is only an approximation. First of all, it follows from nowhere that the 
strains around the particle can be described by force density localized in a point. We can 
expect, however, that this force density, even if  distributed in space, falls down sufficiently 
quickly as the distance from the defect increases. Second, our basic assumption that strains 
created by the particle obey linear elasticity theory (i.e., they are related to the stresses by 
Hooke’s law) may fail very close to the particle. In this case, Eq. (47), whose derivation 
involved the direct use o f Hooke’s law, remains valid only if  f ' is treated as the density of 
fictitious forces (called Kanzaki forces [58]), that would produce in a linearly elastic material 
the same displacements as those created by the particle in the real lattice.

Due to the short-range nature of Kanzaki forces, only the region in the vicinity of the 
particle contributes to the integral in (47). In this region, one can neglect possible spatial 
variation o f the external strains, presenting displacements u11 as

Having in minci that for a static particle the total force acting on the lattice must vanish

(47)

(49)

u ? ( r ) * M “(r') +  4 ( r ' ) ( r , - - r ; )

f  dV = 0
r

the energy change will still be given by Eq. (49) with

(50)

(5 1 )
n
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where r" is the radius vector o f atom n in the defect-free lattice, and summation in (51) is 
over all atoms surrounding the particle.

Summing up, the linear relation between the energy change associated with the creation 
of a particle in the strained material and the external strains is a direct consequence o f the 
elastic interaction o f the particle with the external strain field. The tensor of proportionality 
factors Pjj can be expressed completely in terms of parameters, characterizing the particle in 
the stress-free material. However, there remains the task of finding the values of the dipole 
tensor component in particular materials. Some ways to do it are discussed below.

2.2.3. Activation Volumes
An important particular loading scheme is hydrostatic loading of material with pressure p  
(here we assume p  to be positive when the material is compressed), because it is often 
used in diffusion experiments specially tailored to estimate the effect of stress on diffusion 
(see, e.g., [7, 59]). The estimated parameter is pressure derivative o f the measured diffusion 
coefficient D  (or, more exactly, the lim iting value of the pressure derivative at p  —> 0)

^  ,52)
d p  d p

where AG is the free energy entering Arrhenius formula for D  [of the type of Eq. (8)]. Usu
ally, V* is called the activation volume for diffusion. For different types of diffusing particles, 
InD can decrease or increase with p , so that V* can be either positive or negative [60]. In 
order to establish relation between V* and the microscopic properties (such as the dipole 
tensors) of diffusing particles, it is necessary to consider which type of diffusion coefficient 
is measured.

In experiments aimed at the measurement o f diffusion coefficient, it is a usual practice to 
measure diffusion coefficient D  of the lattice atoms (self-diffusion) or that o f substitutional 
impurities. In both these cases, the diffusion is mediated by self-point defects: most often by 
vacancies, though in some materials, such as Si, interstitialcy contribution can be important. 
As a result, diffusion coefficient D  is proportional to the product of the mediating defect 
diffusion coefficient D n by its concentration C a [where subscript a  denotes the type of 
mediating defect, vacancy ( a  =  V )  or interstitialcy (a =  /) ]. Self-diffusion experiments are 
typically performed in the conditions when the point defects are in the thermal equilibrium 
and thus their concentration is the thermally equilibrium one,

C„ =  exp
- ± G (a

k BT

where AG /a is the free energy o f formation o f mediating defect. Correspondingly, the free 
energy of diffusion is given by the sum of contributions due to the formation o f a mediating 
defect and its migration in the lattice, AG =  A G fn -FA G,fm . Correspondingly, the activation 
volume for self-diffusion is

I-'" =  Vfa +  Vma (53)

where the defect formation volume Vfa and migration volume Vma are defined as

cl AC r !a d \ G , nn
Ku  = — 7----  and Km  =  — 7-----a p  d p

It should be kept in mind, however, that relation (53) does not always hold true. Indeed, in 
engineering applications, one often meets situations where the concentration Ca of defects 
mediating self-diffusion is not ihe thermodynamically equilibrium one; in particular, it may 
be temperature independent. In this case, the diffusion activation volume w ill be equal to
the migration volume Vnuv. A similar situation is met when one measures the diffusion coef-/fill
ficients for particles that are able to migrate by themselves, which is the case for interstitially 
diffusing impurities, or self-point defects on the lattice.
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2.2.3.1. Phenomenological Relations for Diffusion Activation Volumes An accurate 
estimation of activation volumes is a difficult and timc-consuming procedure that requires 
a detailed knowledge about the micromechanism of the diffusion process for the interpre
tation of the results. In order to have the means for a quick estimate of the relaxation 
volumes or for their comparison between different materials (or, say, the compositional vari
ation in the same material), a number of phenomenological relations expressing relaxation 
volumes in terms of some bulk properties and other diffusion parameters were proposed. 
Possibly, the simplest relation o f this kind was obtained by Keys [63] from purely empirical 
considerations:

V* =  4 [3AH (61)

where /3 is the material compressibility and A H  is the diffusion activation enthalpy.
One of the most interesting relations expresses V * in terms of the entropy variation, AS, 

associated with the diffusion jump,

B
I V *  =  —  AS (62)

any

where otr is the thermal expansion coefficient. This equation has been obtained by Lawson 
et al. [64] following the dynamical theory o f diffusion o f Rice [42]. As shown in [65], the 
ratio a r /\6 is very similar for most o f the bcc and fee metallic lattices.

A relation, similar to (62), can also be obtained based on the observation [66] that the 
logarithm of the self-diffusion coefficients D  for a number of metals varies linearly with 
V/V],  where V and K, are, respectively, the specific volumes of the solid at the experi
mental temperature and that of the liquid at the melting point. Recalling relation (8), this 
means that the variation of the free energy o f atom migration with temperature can be 
described as

AG J T )  *  AG'(1 +  V„aTT  (63)

where AG() and V(t are, respectively, the free energy and the specific volume of the matrix 
at absolute zero temperature. Expressing the volume derivative o f the free energy change as

<3AG„, _  1 M G ,„ _  V %
dV p v  dp [3V

and comparing to the standard thermodynamic relation, AG =  AG0 -  TAS, one can express 
K* in terms of the entropy variation AS,

AK* =  -A 5 (l + a r T)  (64)
<*T '

which reduces to Eq. (62) if  one neglects the thermal expansion contribution.
Having in mind that the value of AS  can be estimated from the pre-exponential factor of 

the diffusion coefficient, relation (62) is sometimes used as an indication o f the “ size” of 
the defect responsible for the elementary events o f diffusional mass transport. In particular, 
very big pre-exponential factor is considered as an indirect indication that the elementary
diffusion jump involves correlated movement o f many atoms. According to Zener [16], the
diffusion entropy is directly proportional to the ratio A G-JTm, where AG() is the change of 
the free energy o f diffusion jump [cf. Eq. (8)] extrapolated to T — 0, and Tm is the melting 
temperature of the material. Hence, it is possible to relate the activation volume for diffusion 
and the migration energy in a stress-free crystal as

V* oc AG ()

which correlates with Eq. (61).
The importance of the phenomenological approach is mainly in the indication o f relation

ships between the diffusion and bulk parameters, but its usefulness for the calculation of
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activation volume is low, as it is based on crude approximations. To get more quantitative 
information about the relaxation volumes, one must take into account the definite mecha
nism that governs the diffusion o f particular particles in a particular material. Such detailed 
information can be obtained only by numerical simulations.

2.2.3.2.  N u m e r i c a l  M e t h o d s  for D e t e r m i n a t i o n  o f  A c t i v a t i o n  V o l u m e s  As demon
strated in the beginning o f this section, activation volume is defined in terms of relaxation 
volumes and crystal expansion volumes due to the presence o f a migrating defect. The crystal 
expansion A I/OLlt can be calculated in the crystal that is not externally stress and, moreover,
it can be directly related to the trace of the defect dipole tensor (in corresponding posi
tion) 157]

TrP
Ayout = ~i b  (65)

where B is the bulk modulus o f material. The accuratc definition of the relaxation volume is 
more complicated, as it involves calculation o f the elastic energy stored in the defect crystal 
under stress. Therefore, it is a common practice to express relaxation volume in terms of 
the crystal expansion as

A K rcl =  —A V ou[ +  0 ( p )  (66)

Indeed, this relation holds true, when one describes the crystal relaxation around the 
mediated defect completely in terms o f the linear elasticity theory. In order to demonstrate 
this, let us determine relaxation volume A F rcl for a vacancy in equilibrium position, which 
we w ill simulate as a spherical hole o f radius a in a purely elastic continuum. In order to take 
into account the elastic relaxation around the vacancy, which occurs even in the stress-free 
crystal, we assume that surface tension Ps is acting at the vacancy surface (forgetting for 
the time being that such macroscopic description is a very crude approximation for a hole 
o f atomic size).

The main contribution to the pressure dependence of the vacancy formation energy comes 
from the variation o f the elastic energy in the volume surrounding the vacancy, which can 
be written down as

E r  —  £/•<> +  ~ I  ( VfjBij -  <r" 4  -  afjsfj) d V  (67)

where E/v is the vacancy formation energy in the unloaded crystal, and (JlJ and e tj are stresses 
and strains in the loaded crystal with the vacancy; the same parameters with superscript 0 
correspond to the stressed crystal without the defect, and those with superscript cl to the 
unstressed matrix with the defect. The integration is over the volume outside the vacancy. 

Let us decompose the strains and stresses in the stressed crystal with the defect as

<T;  =  cri j  +  < :  and e i j  =  4 + 4 (68)
where the primed values denote the modification of the original elastic fields by the presence 
of the defect. Then

A E j  — E f  E f {) f  a"E'i jd V + \  f  { a ’̂ - a f ^ d V  (69)
J  V  _  J  I,

where we have taken into account that, in the framework o f the linear elasticity theory, 
afje'- =  Now, integrating the first term in (69) by parts, using Gaussian theorem and 
the equilibrium equations for <x'j, we obtain

l  dV dV ,IV = I .. < " > 1 ,ls -  / <  < “ :" ' ; d s
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where n is the vector o f external unit normal to the crystal surface Sout, and nv is the
external normal to the surface S v o f the hole simulating the vacancy. Taking into account
that (T-jTij =  —pti; and =  —pn) \  we can reduce (69) to

AE f =  - p ( Al/™' -  A V l ) +  i  -  r f e * )  d V  (70)

where AK out is the change o f the crystal volume,

AK°llt =  f  u\nl d S  (71)
J swll

while A K lJ is the increase o f the vacancy volume:

A V v = f  u r f d S  (72)
J Si

Because the normal stress at the hole surface is equal to the surface tension, the boundary 
condition for cr'- is

“  (P  1\)>K (73)

while far from the defect, the stresses and strains vanish. This boundary value problem for 
cr'j differs from that for a-- only by the renormalized boundary condition at the vacancy
surface (in the latter case one should set p  equal to zero). Correspondingly, we can write

tr-j =  (p  and  a ‘‘ =  P a,,

where (ftj is a dimensionless tensor, the same in both cases. Analogous relations will hold 
for strains and displacements. Therefore, Eq. (69) can be rewritten as

AEf - p A V ^  +  p A V  -  p P s f f d V  +  L .  f  djjEjj d V  (74)

The second term in the right-hand side of this equation can be written down as

pAV" =  ( p 2 -  Psp )  ^  a ,n)  dS

while the integral in the third term can be taken by parts, like it is done in Eg. (69), giving

p p s j v |/r d V  =  - p P s ^  ii,n) dS

Summing up these relations, and taking into account that the last term in (74) is quadratic 
in external pressure, we finally obtain

A £, ■ =  - p ± V mt +  0 ( p 2) (75)

which immediately gives Eq. (66).
However, relation (66) must not be valid when atomic displacements around the defect 

do not obey elasticity theory requirements. Therefore, A K rcl must not vanish completely. 
An indication that relaxation volume A K rel, obtained as the derivative o f formation energy, 
can differ from the total volume increase A F oul follows from the results o f [67], where both 
volumes were estimated for the same defects using independent approaches.

Note that the possibility o f vanishing relaxation volume A K rd in the equilibrium vacancy 
position does not contradict to the fact that V*  quite noticeably differs from the atomic 
volume. Indeed, the energy o f a vacancy in the saddle point Es must not include the contri
bution from the work against the external forces, as the jump occurs much faster that the 
elastic wave associated with the transition through the saddle point reaches the surface of 
material. Hence, no compensation of A l/rd in the saddle point occurs, and the main part in
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the difference V* — 11 should be ascribed to the contribution from the migration activation 
volume Vm.

In computational practice, the two contributions to the relaxation volume have received 
considerably different attention. The main attention has been paid to the contribution related 
to the work of external forces, A I /0111. The most widespread method o f estimation o f A I /oul 
was proposed in different versions by several authors [68-71]. The approach is based on the 
fact that, according to the elasticity theory, the displacements created in an infinite elastic 
continuum by any localized defect, fall down sufficiently far from the defect as r -2, where r 
is the distance to the defect. In a special case, where the defect is spherically symmetric and 
the material is isotropic, the displacement field u around the defect has the form

u =  C-7 (76)
r '

where r is the radius-vector connecting the defect and the observation point, and C  is a con
stant ( “ defect strength” ). Correspondingly, the volume expansion in an infinite continuum, 
AK£ul, associated with the defect can be presented as a linear function of C:

A Koul =  f u d S  =  4 n C[ a  c/S =  4 ttC  (77)

where integration is performed over an arbitrary closed surface containing the defect inside. 
In particular, all points o f the surface can be shifted far away from the defect (in the lim it, 
to infinity), so that the calculation of the relaxation volume of a defect is reduced to the 
calculation o f the unknown parameter C, describing the long-range properties o f a defect in 
an elastic continuum. In a more general case, when the defect is not spherically symmetric, 
displacement field around the defect and the volume expansion should be expressed in terms 
of the dipole tensor components [see, e.g., Eq. (65)].

In a finite size crystal, the defect relaxation volume, A K l,llt, differs from A K ”ut. Indeed, 
in a finite lattice, the vanishing normal stress at the outer lattice surface gives rise to an 
additional term in the volume expansion, which is called “ image force”  correction. However, 
as shown in [72], these two quantities are linearly related to each other

&V"ul =  AK^ut( l -j- j f . )  (78)

where y r > 0 is the Eshelby factor. In an isotropic lattice, the Eshelby factor can be expressed 
in terms o f the Poisson ratio, vE, [72]

.  1 -  V E
J n  =  3

while in a cubic lattice [71],

J e  =

1 +  v i:

4(C „ - C , : ) +  12C44 

5(C11+ 2 C 1,) '

where Cn , C12, and C44 are elastic constants (in Voigt’s notation). Therefore, the defect 
strength C  is useful to define the relaxation volume in the finite crystal as well.

I f  the elastic theory would be valid for all atoms around the defect, the defect strength 
could be found simply from the solution o f the static elastic equation. However, in the 
immediate vicinity o f the defect, the atomic displacements can be quite large (up to ten 
percent of interatomic distance) and the applicability o f the elasticity theory is questionable. 
Moreover, the lattice symmetry is usually different from isotropic, and the defect must not 
be spherically symmetric (especially when this method is applied to a defect in saddle-point 
position). Therefore, a computational cell of few hundreds to few thousands of atoms is used 
to describe the inelastic strain pattern in the immediate vicinity of a crystal lattice defect. 
This cell, in which atoms may arbitrarily move in accordance with a given set o f atomic 
interaction functions, is embedded in an elastic mantle, which represents the effect o f the 
rest o f the crystal, where the atomic shifts caused by the defect are sufficiently accurately 
described by the elasticity theory.
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In the model, the simulated crystal is divided into three regions (usually o f spherical 
shape). In region I, the atoms interact through pair potential 4>(r^), and are free to move. 
Outside o f region I, the atoms are treated as though they are imbedded in an elastic contin
uum. These atoms are further divided into regions II and III, where region II is composed 
of atoms that have neighbors in region I. Correspondingly, the outer radius r2 o f zone I I  
is chosen so that the thickness of the zone would exceed the cutoff radius o f the effective 
atomic interaction for the chosen interatomic potential. The second zone thus plays a role 
o f a buffer between zones I and II I,  where zone I I I  is an elastic continuum.

In the classical model of Johnson [71], the energy o f the crystal is given by

E = \  £  £  4 %  ) + £  £  * ( '> )  + aC + bC2 (79)“ /=] i /:=! k =  \ 
j±<

where the summation over / includes all atoms within region I (their number being denoted 
as /V[), the summation over j  includes those atoms in region I, which interact with the ith  
atom, and the summation over k includes atoms in region II, which interact with the ith  
atom. The term a C  accounts for the work done against the forces required to hold the perfect 
lattice in equilibrium, and the term b C 2 accounts for the energy stored within the elastic 
field. The energy for a particular configuration is given by E  — E0, where E{] is the perfect 
lattice energy.

The coefficient a in Eq. (79) can be found by an explicit bond calculation in the perfect 
lattice with the requirement that the lattice is in equilibrium [73]. In a cubic lattice, this gives

« » !  + 4 ( r "  ! 12 G :  ( 8 0 )  
1J D

The coefficient b  is calculated from elastic theory by setting the energy stored in the elastic 
field outside region I equal to b C 2. This leads to

, 32?r2
b  =

5 A/,n

As demonstrated by the simulations, the pressure term a C  plays a somewhat more impor
tant role than the elastic term b C 2.

The force acting on atom i from atom j  can be written down as

F" = ^ -  
d r ‘> r'J

where r"  is the vector connecting atom i to atom j , while the total force on atom i is

F' - X]F" + E  F'*
j k

where summations have the same meaning as in (79). The generalized force on the crystal 
arising from the elastic variable C is given by

E  «__ , _____ ______ , , drk
F l =  - - - - -  =  -  Y Y  F A - - -  -  a -  2b C

d C  ^  ^  dCt K

where r/v denotes position o f atom k  in region II.
The process for finding energy minima and saddle points is as follows: Initial vector posi

tions o f each atom within the crystal are chosen to approximate the configuration o f interest. 
Each coordinate of each atom within the crystallite is varied in turn until the corresponding 
force component becomes zero, and then the value o f C is adjusted so that F ‘ vanishes. 
The force on a given atom and the generalized elastic force are very nearly linear with dis
placement for small displacements. Thus, it is possible to find the force for a given variable
and use linear extrapolation to the value where the force is zero. According to [71], 10 to
20 such iterations are required for the energy and the configuration to converge.
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The estimates o f the second contribution to the relaxation volume, resulting from the 
elastic energy variation, A K cl, are not so frequent. For example, simultaneous calculations of 
both contributions were done for vacancy, divacancy, and several small vacancy-germanium 
complexes in silicon [67]. The volume increase A K 0Ul was found using slightly modified ver
sion o f Johnson's method, where the atoms in the buffer zone II were allowed to move 
freely, in order to minimize the error related to the interaction of atoms across the border 
between the freely relaxing crystal internals and the "embedding continuum,” In contrast, 
the contribution o f the formation volume A K rcl was found from the slope o f the elastic 
energy of pressurized crystal plotted as a function of applied pressure p .  The influence o f the 
pressure on the system was taken into account through the corresponding displacement field 
in the “ embedding continuum” (zone III) , where the displacement field has two components: 
one is related to the applied pressure, and the other is due to the presence o f the defect, 
being correlated with displacements o f atoms in zones I I  and I. The component associated 
with the applied pressure was calculated using Murnaghan’s equation of state (EOS) [74], 
which describes the dependence of the volume on the applied pressure. Determination o f the 
formation energies using Tersoff’s semiempirical potential have shown that the formation 
energies have a tendency to decrease with increasing pressure for all the considered vacancy- 
type defects, Fig. 8, as could be expected a priori. Consequently, the value o f A V c- c] has the 
negative sign (Table 1). This conclusion is in agreement with the first-principles calculations 
performed independently by Antonelli and Bernholc [8] and Ganchenkova et al. [67], which 
predict the values of A K c-rd very similar to those obtained in the model with Tersoff’s poten
tial. The obtained values of A K c-rel have opposite sign to A K c-mit and are sufficiently large 
to compensate the contribution of the latter. Although the accuracy of the first-principles 
calculations can be limited by the small size o f the simulation cell, it is difficult to imagine 
that in bigger simulation cells, the contribution of A V c-rc] to the activation volume can vanish 
completely.

2.2A. Numerical Techniques for Estimation of Dipole Tensors
Several methods have been proposed for the estimation of dipole tensors. A ll of them 
inevitably rely on numerical methods, as the relaxation o f atoms in the vicinity o f diffus
ing particles arc normally beyond the lattice description in the harmonic approximation

p, GPa

F igure  8. D e p e n d e n c e  o f  defec t  f o rm a t io n  energy  on  p re ss u re  fo r  vacancy and v a c a n c y -g e rm a n iu m  com plex  in 
silicon. Ca lcu la t ions  using  dens i ty  func t iona l  th eo ry  a p p ro a c h  (VASP c o d e )  a n d  T crsoff  potentia l .
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Table 1. Re laxation  vo lum es for  a vacancy  an d  Ge-vacancy com plex  in silicon, acco rd ing  to  [67]. Values in p a r e n 
thesis  indicate  the  c o r re sp o n d in g  v o lu m e s  m e as u red  in units o f  the  atom ic  v o lum e 11.

Defect
S im ulation

m e th o d A P 'c- ’d , A 3( H ) A l/C jm f, A 3( f i ) vf , A 3 ( n )
Vacancy T ersoff - 1 3 . 3 0  ( - 0 . 6 3 ) 2.21 (0. 11) 9.91 (0 .47)

D F T - 1 3 . 3 0  ( - 0 . 6 3 ) — —

Ge-V Tersoff - 8 . 0 0  ( - 0 . 3 8 ) 1.64(0.08) 14 .6 4 (0 .7 0 )
D F T - 1 6 . 7 0  ( - 0 . 8 0 ) — —

(i.e., assuming linear elastic response of the material), but vary in the degree to which ana
lytical considerations are involved and what particularly is calculated numerically. Some o f 
these methods are discussed below.

2.2.4.1.  The  G r e e n ’s  F u n c t i o n  A p p r o a c h  The first group of approaches for finding the 
dipole tensors Pi) is based on the use of Kanzaki forces (e.g., [57]). In the literature, various 
schemes have been used to calculate Pn and the associated relaxation volume A V . Among 
these is an approximate method introduced by Hardy [75] to study substitutional defects 
in NaCl and later extended [76] to vacancies in Na. This method has subsequently been 
applied for calculations of relaxation volumes for a wide range o f defects, including inter
stitials (see, e.g., [77]). However, Hardy’s results are obtained in the approximation that 
the anharmonicity of interaction between the host lattice atoms is neglected and breaks 
down for defects such as self-interstitials, which cause large lattice distortions. Therefore, 
more rigorous approaches for Ptj estimation using the results o f computer simulation can be 
considered. For example, Schober [78] derived expressions for Ptj and A V  using the Green’s 
function method.

Here we discuss the Green’s function method as applied to a foreign atom (defect) occu
pying an interstitial position in a host lattice. For simplicity, we assume that this interstitial 
position can be specified a priori (e.g., from symmetry consideration) and select it as the 
coordinate system origin. Following [78], we will assume that all ions interact via central 
pairwise forces. It can readily be shown that the results obtained are not influenced by this 
simple choice of model, but can be generalized to include many-body interactions. Denoting 
the lattice position of ion n as r" (I < n < N,  where N  is the total number of atoms in the 
crystal) and the distance between two atoms as rnm =  |r" -  r '” |, the energy E( of the lattice 
in the absence of the defect can be presented as

£.- = * E  E  {£}""’) (81)
n — I i n — I

m ^n

where <f>(rm*\ {£ }"'") is the host-host pair potential function, which may depend, in addition 
to the distance between two atoms, on a set o f other parameters, {£}""*, which may be sen
sitive to the physical nature of interacting atoms. In practical calculations, these parameters 
are used as fitting parameters, and their number depends on the chemical composition of a 
particular solid.

The requirement that all atoms are in their equilibrium positions implies that the force 
F" acting at any atom n vanishes, that is

where is a unit vector directed from atom n to atom m.  In a crystalline lattice with 
inversion symmetry, for any atom m  one can find another atom k at exactly opposite position 
(i.e., r,lk — r nn\  e{nk) =  —e<WH,)), and Eq. (82) is satisfied independent of the particular form of 
the pair potential function. As a result, the most energetically favorable atomic configuration 
in the lattice is determined bv energy minimization with respect to all or some of the fitting 
parameters (in particular, with respect to the interatomic separation).

0 (82)
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When a dcfcct is added in the coordinate origin, the surrounding atoms w ill shift from 
their ideal lattice positions by displacement vectors u" due to the interaction with the intro
duced defect. The total energy o f the defect lattice is given by:

N N

(83)
/!=l 111= I

m=pn
/!=1

where W is the defect-host interaction potential, r"  =  r" +  u" is the radius-vector o f atom n 
in the defect lattice, and r nm =  r" +  u" -  vm -  u"\ The values of the displacement vectors 
should be found from the requirement that after the relaxation all lattice atoms are again 
in mechanical equilibrium, so that

£ e
m— 1

ni^n

(nm , d<b(r)
dr

=  —e
dr

s ¥ ( r n) (84)

where rnm =  |r /w'|, e(nm) =  r nm/ f nm, and r" — |r"|, e{n) =  r " / r " .  We can interpret this as the 
equilibrium equation o f an ideal anharmonic crystal under the influence o f an external 
force F. There are no analytical ways to solve these equations, unless the degree of anhar- 
monicity is small. Then one can link this equation with harmonic lattice theory, expanding 
the left-hand side around the equilibrium positions:

d<t>(r)
d r

, ( n m )
d<P(r)

d r +  K W  -  «£) + (85)

where the subscripts indicate Cartesian coordinates, the nondiagonal components o f the 
harmonic coupling matrix O (for n ^  m )  are defined as

* ctfi
1 d®(r]  
r  d r

d

dr

1 d<i?(r' 
r d r

{ n m )  ( n m ) (86)

and A4>"m denotes the remaining part of the expansion, which is o f the order of (|u" — 
u m\/ r r,m) : . Substituting (85) into (84) and taking into account Eq. (82), we obtain:

where

E  E  (K p u7s =  K
m= 1 0=1

(£>™ =  - Yct($ a  8
m= I m--hn

(87)

(88)

and the components o f Kanzaki forces are defined as

k  =  K m  -  £  a<&"' (89)

The range of K is determined by the range of the defect forces F and the anharmonicity.
The formal solution o f (87) can be obtained with the help of the ideal lattice Green 

function matrix G, which is simply the inverse o f the harmonic coupling matrix, G =

\  ' \  A r n̂m iyn (90)
n= I a r- ;

However, because both the anharmonic contributions and the forces F depend on the dis
placements, relations (87) or (90) remain implicit equations for u" and must be solved self- 
consistently. For a real system, this would involve the inversion of large 3N  x 3N  matrices,



4 8 4 Diffusion in Elastically S tra ined  Solids

where N  is the number o f atoms affected by the coupling changes. In order to reduce the 
complexity o f the problem, it is a usual practice (as suggested by Hardy [76]) to neglect the 
inharmonic terms in Kanzaki forces,

k ;: =  F „ ( r n )

and simplify the expression for u to

u =  G F(r +  u) (91)

Recalling the definition o f the dipole tensor in terms of Kanzaki forces, Eq. (51), we 
obtain

^  =  r "  +  u " )  ( 9 2 )
/f=l

This approximate formula has been applied to a wide range o f defect types (see, e.g., the 
reviews [77, 79, 80] and references therein). However, Eqs. (91) and (92) are of practical use 
only for defects that lead to small shifts of the host lattice atoms (e.g., small impurity inter
stitials with a weak potential 'I7). A slight modification o f Eq. (92), which yields essentially 
the same results, was proposed in [81]:

P ^  =  U C  +  K ) W '  +  u") (93)
fl — 1

2 . 2 A . 2 .  C o m p u t e r  R e l a x a t i o n  T e c h n i q u e s  As can be seen from the previous section, 
the main difficulty in the calculation o f the polarization tensors is the determination of 
atomic displacements due to relaxation o f the particle environment. It is possible, however, 
to perform the relaxation in the defect crystal straightforwardly, using some molecular statics 
approach with appropriate interaction potentials. In this way, the obtained atomic displace
ments are “ exact” in the sense that there is no need to introduce harmonic approximation. 
The dipole tensor can thus be calculated directly from the displacements without the need 
for any o f the approximations o f the previous section.

In computer simulation performed by Schober [78] to test the Green’s function approach, 
a model crystal was constructed in which atoms interacted and were free to move under the 
influence of an interatomic potential. The equilibrium atomic configurations and energies 
of defects were then found by minimizing the energy of the model with respect to the
displacements o f its constituent atoms. For point defect simulations, the crystal (region I)
was surrounded by an outer mantle o f atoms (region II), which were held fixed in their 
perfect lattice positions during the relaxation process. Provided region I is sufficiently large 
to include all the host lattice anharmonicity and the full range of the defect-host interaction, 
the defect displacement field obtained from the simulation can be used to determine Kanzaki 
forces from (89).

In addition, the dipole tensor can be obtained from the knowledge of the forces which 
act between regions I and II of the model. Holding the atoms of region II fixed during 
the simulation corresponds physically to applying to these atoms external forces Fcxl, which 
counteract the forces exerted by region 1 due to the presence o f the defect. Assuming again 
that region I contains all the host lattice anharmonicity and the true defect-host forces, one 
gets (78]

n

Essentially, this scheme has been applied by Schober [82] to a detailed investigation of 
vacancies and interstitials in copper and tv-iron. The resulting values obtained, as well as 
the expected structure o f these point defects, will be discussed in more detail in Section 4, 
below.
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In an attempt to simulate the response o f an inlinite crystal, region II is sometimes allowed 
to relax, assuming that the atoms shift according to continuum expression [57]:

where G is the continuum lim it o f the Green’s function of the infinite ideal host crystal. 
The elements of the dipole tensor Pal3 thus become additional parameters in the energy 
minimization routine, very similar to the Johnson’s scheme [71] described in Section 2.2.3.

Evidently, when the atoms in region II are allowed to relax, even assuming that atomic 
displacements correspond to the continuum elasticity, the direct summation of forces acting 
on atoms in region II by relation (94) is senseless. However, because all the forces acting in 
the atomic system can directly be calculated after the relaxation, the dipole tensors can be 
obtained by summation over the atoms in region 1 according to Eq. (93). Such an approach 
was followed in, for example, [83, 84], where it was applied for calculation of coefficients 
analogous to dipole tensor components for vacancies in iron.

2.2.4.3. Direct Expansion of Energy in Atomic Displacements In fact, after an atomic 
system with the defect is numerically relaxed, it is possible to use directly the information 
about the atomic shifts in order to calculate the dipole tensors, using the expansion of the 
interaction energy in powers o f the displacements. In order to demonstrate it, we consider 
a particle in the equilibrium position; the saddle-point dipole tensor can be obtained along 
essentially the same lines. We restrict ourselves to a particular case of substitutional defect, 
which is obtained by removing one atom from ideal lattice and either replacing it with an 
atom o f another kind (impurity), or leaving the site empty (which corresponds to creation of 
a vacancy). An interstitial defect can be treated similarly, as outlined in the previous section.

As discussed in Section 2.2.1, the defect formation energy in a stress-free lattice is mea
sured from the ideal lattice energy, as given by Eq. (81). On the other hand, in the stressed 
lattice it is reasonable to measure the defect formation energy from the energy of the stressed 
lattice. Let us assume that an external elastic deformation is applied to the lattice in such a 
way that it creates in the material spatially uniform macroscopic strains ekt but no macro
scopic rotations. Note that the last condition is not automatically fulfilled in computational 
practice, where it is quite common to introduce deformations by shifting the atoms at the 
crystal surface and keep their positions fixed, while the internal atoms are allowed to relax. 
As a result o f atomic relaxation, the atoms acquire some new positions, r" + v", where the 
shifts v" are not necessarily small as compared to the interatomic separation. However, for 
any two atoms j  and n, one can safely assume that |v" — v'| |r" — rJ|.

In a general case, it is not evident how to relate the shifts of each individual atom to 
macroscopic strains, one can only be sure that, as long as the deformations are elastic, these 
shifts scale linearly with the atom position, that is,

where x'j is the projection of the radius vector o f atomic position n onto the Cartesian 
axis / and tensor V" depends on both the combination of external strains and a particular 
lattice position. However, for simple lattices (e.g., a monatomic lattice with one atom in the 
primitive cell), all atoms must shift exactly according to the elasticity theory, that is,

(note that in this case, the proportionality factors are independent of particular site location).
Because the elastic strains are, by definition, small, the energy o f atomic system interacting 

via pair potentials is given by expansion

w|»= V ^ (e) x%  ( k , l  =  1 ,2 ,3) (95)

(96)

+  . . . (97)
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where we have taken into account that the first-order term in the expansion vanishes due 
to (82),

N  N

EEC  
/*=! i- 1

-  y " )
d®(r)

d r
=  F"v" +  F V  -  0 (98)

When relation (96) is valid, we can write down

(ewi’, V -  v") =  - e ^ e ^ r " 1

and get

E c — Ec +  ~Cklmp£kl^mp (99)

where the elastic moduli Ckimn are expressed in terms o f pair potential derivatives as

N  N , d 2 ^ ( r )

n— I /= I 
j ? n

d r 2
(100)

r —rnl

Now let us consider the situation where a defect is introduced in the central region o f 
the crystal. Below we will assume that the number o f atoms N  in the simulation crystal is 
sufficiently big in order to neglect the influence of boundary conditions at the crystal surface 
on the response of atoms around the defect.1 Let us assume that the position o f the replaced 
atom is indexed by 1, and that the energy of pairwise interaction o f the defect with regular 
atoms in the lattice is ^ ( / * 1;). The replacement o f atom in position 1, while all other atoms 
are kept in their position, modifies the energy o f the crystal,

E f  =  E,  +  E  W ( r ln)
n~2

where W = XV — <I>. The force acting on the defect remains equal to zero,

=  0

( 101)

n =2 d r
(102)

because this force vanishes exclusively due to the lattice symmetry, which is not affected for 
position 1. However, due to the difference between interatomic potentials W and <l>, condi
tion (82) for all other atoms in the lattice can be fulfilled only provided they are displaced 
from their positions by appropriate shifts u" In contrast to the Green’s function method, 
the current approach does not use any analytical approximations for the determination of 
atomic shifts, but applies numerical energy minimization methods, as described in the section 
devoted to molecular statics relaxation. When the atomic shifts are found, the energy can 
be expanded with respect to them,

d W
E  =  £ ,  -f y  (e(,y\  uy - u 1) —  

—' dr

/V ;V

' 4 E E ( e
H--1 1

( «/) u  j u")
2 d 2<t>(r) 

d r 2 '
(103)

where 4> — 11; , if one o f  the interacting a tom s is the substitu tiona l defect and =  >t> o th e r 
wise. In writing down this expansion, we have used re la tion  (82). T h e  m ost rem arkable  fea
ture  of this result is that here  we have the con tr ibu tion  to  the energy  a lready in the first o rder

’ If, however, the crystal size is insufficient,  add i t iona l  m ea s u re s  s h o u ld  he t a k e n  to  possibly minimize the influence 
o f  th e  boundar ies .  O n e  possibility fo r  tha t  is the a l ready  m e n t io n e d  e m b e d d in g  o f  the  s im ula t ion  crystal in an  elas tic 
c o n t inuum .
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o f the atomic shifts. The remaining double sum is the normal second-order contributions to 
the crystal energy.

When the same substitutional defect is formed in the strained lattice, the crystal energy 
£ ^_el ;an be written in the same form (103), with the only difference that the shifts u" must 
be replaced with the shifts w" in the combined elastic field o f the defect and external loads.
Writing these shifts as

w u" +  v'

we ob:ain the crystal energy in the form

{ E f  +  E f )  +  y :
d W

N  S
i»i)

■ 1 N d r W
(e"7), vJ -  v1) +  ^ E

-r' l 2 ~2 dr-
( e r ' , ! . v ; •• v " )

(104)

u")(e:""\ v; \")n \d 2<i>{r)

rt=I /= I d r 2
+

where E lj  =  E f  — E c is the so called configurational energy o f the defect.
Now, as a first approximation we can assume that due to the linear nature o f elasticity 

theory, v" coincide with the elastic shifts o f atoms in the absence of the defect. Making use 
o f relation (96), the point defect formation energy modification due to the external load can 
be vvri:ten down as

A E l  =  E < / - e  I E]} -  Ef — - P kt£ki +  - ( C ’kfmp -  Cklmp) e kt8mp (105)

In this equation, the elastic moduli o f the crystal, C'kl , are modified as compared to 
equation (100) by the presence o f the defect,

//= I )=\
(106)

Evidently, in a system with a very large number o f particles, the correction of elastic moduli 
by an individual defect is negligible.

The linear in external strains term defines the dipole tensor, Pkh which has the form

kl - E W
* d W ~ u  (

+ E1 d rLl I
r = r ' i  n = 2 y

u " , E e l" M 'VV r i
d : $ Ldr~ J r=r»j

(107)

J&t

The first sum in this equation is a direct analog of Hardy’s approximation (92), with the only 
difference that the derivatives o f the real forces are calculated on the ideal lattice positions 
and thus do not require the knowledge o f the lattice atom shifts. The second sum arises due 
to the relaxation o f the atoms around the defect and includes contributions due to the forces 
acting from the defect on the surrounding atoms and the effects related to the anharmonicity 
o f atomic interaction. Though here we restrict ourselves to the linear approximation in u", 
higher order terms can readily be obtained from the next terms of expansion (104).

In a special case where the defect is a vacancy, we have ^  =  0 and

J V "  L k L l
d &

d r

N ;V

n ~ i

d 2d>
~ d ^

(108)

We thus see that the force tensors are completely determined by the interatomic potentials 
and the atomic shifts in a stress-free lattice.
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2 . 2 A A .  S tra in  D e r i v a t i v e s  A p p r o a c h  The most complicated, but at the same time the 
most straightforward approach, is called strain derivative method [85-87]. It is based on the 
consistent calculations of the total energy o f a defect E d in a lattice subject to the action o f 
different modes of strain finding the energy derivatives with respect to the external strains. 
For example, the dipole tensor is found from the slopes o f the crystal energy as functions o f 
the strains as the strain tends to zero,

3 E (

d £ i j
=  -Pf,  (109)

In the worst case, the procedure uses six independent loading schemes (three uniaxial 
tensions along the principal coordinate axes and three shear strains) to obtain all the com
ponents of the dipole tensor. In symmetric lattices, the number o f loading schemes can be 
reduced (e.g., two schemes are sufficient for bcc lattice and three for fee lattice). A  similar 
equation can be written for higher order polarization tensors as well. This kind of pro
cedure for the calculations o f dipole tensors has been suggested and performed first by 
Gillan [85, 86] for point defects in ionic crystals and later on was applied to a metallic c crys
tal by Puls and Woo [87]. Following [78], the simulation crystals in both cases contained the 
free central core of atoms (region I) surrounded by a mantle of immobile atoms (region II). 
The treatment of atoms in zone II was somewhat different, due to the nature of the consid
ered systems. Although Gillan considered charged defects and supposed that displacements 
of the atoms in region II can be derived from the polarization density related to the induced 
charge, the calculation o f the dipole and polarization tensors in metallic crystal in [87] used 
the condition that the atoms in elastic zone are strictly fixed in positions of appropriately 
strained, but defect-free lattice.

As demonstrated in 186], the strain derivative method is formally equivalent to the dipole 
tensor calculation with the help o f equation (109), but only as long as the energy is cal
culated exactly. Otherwise, the strain derivative method should give better results. Indeed, 
equation (109) expresses the dipole tensor components in terms o f the forces acting at the 
boundary between regions I and II. Small deviations o f atomic positions in region I from the 
true equilibrium positions the atoms would have in an infinite crystal result in the inaccuracy 
of the crystal energy of the second order in these deviations, while the forces are affected 
already in the first order. In order to minimize the effect o f the constraints imposed by fixing 
atoms in region II, the size o f region I should be increased as much as possible, but then 
the forces in the region II become quite small, while the amount o f surface atoms increases, 
which can also lead to the accumulation o f inaccuracy.

The very direct way, in which the dipole tensor is calculated by strain derivative method, 
allows its application to defects in more complicated atomic environment than an ideal 
crystal. For example, dipole tensors for the saddle-point and equilibrium vacancy positions 
in the core of an edge dislocation in bcc iron were calculated in [88].

Using sufficiently large strains, one can determine also the nonlinear behavior o f the 
energy as a function o f strains. This allows the estimation of the higher-order polarization 
tensors. For example, diaelastic poiarizabilties a jjkl o f vacancies and interstitials in copper 
were estimated by strain derivative method in [87].

3 .  P H E N O M E N O L O G Y  O F  S T R E S S  E F F E C T  O N  D I F F U S I O N

3 . 1 .  F r o m  E l e m e n t a r y  J u m p s  t o  L a t t i c e  D i f f u s i o n  E q u a t i o n s

A t the microscopic level, the description o f particle diffusion is normally done in a statistical 
way. That is, one does not look at the trajectories o f individual particles. Instead, one can 
consider the sites o f a u lattice” consisting o f all equilibrium positions of jumping particles. 
In some cases, this “ jump lattice” can coincide with the real crystalline lattice, as is the case 
for diffusion o f vacancies or substitutional atoms. However, the "jump lattice” can equally 
well be composed of a set o f interstitial positions, which is quite a common case for impurity 
diffusion in host lattices (e.g., transition metals in silicon). Strictly speaking, in the latter 
case it is not even necessary that the type of the jump lattice coincides with the host one.
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Therefore, in what follows, when referring to crystal lattice we always mean the “ jump 
lattice.”

In this section, we consider the simplest case o f diffusion o f particles o f the unique type 
in a lattice with indistinguishable sites. Let us assume that at a certain time t and for an 
arbitrary lattice site indexed by some parameter m (we can consider m as, e.g., the radius- 
vector defining site position in some coordinate system), we know probability p m(t)  to find 
a particle in this site. Let us try to predict how big will be this probability after sufficiently 
small time interval A/, assuming that the only reason for the site occupation variation is 
particle diffusion (in this context, “ small” time means that more than one diffusion jump of 
a particle during this time is highly improbable). Evidently, if site m at time t is occupied 
by a particle, this particle can jump to one of the empty neighboring sites, say site n, with 
probability AnniAf, where Anm is usually given by Arrhenius equation. On the contrary, if 
site m is not occupied, but the neighboring site is occupied, the reverse process is possible, 
with probability AmnA/. I f  we assume additionally that a probability to find a particle in an 
arbitrary site is low, so that a probability to find two particles at nearest-neighbor positions 
is negligible, then

where summation is over all neighboring lattice sites accessible for a diffusion jump from 
site m. Tending At  to zero, one obtains master equation for diffusion in the form

This master equation has already something in common with the diffusion equations 
defined in the Section 1 on purely phenomenological grounds. Indeed, here the particle 
distribution in space is treated probabilistically, and pm(/) can be considered as particle 
concentration per lattice site. However, there are two important differences. First o f all, 
transitions between neighboring positions are treated in Eq. ( I l l )  explicitly, and it contains 
no such phenomenological parameters as diffusion coefficient. Second, particle concentra
tions are specified on lattice sites and thus can attain completely uncorrelated values, while 
particle concentration c, entering differential Eq. (1), must be a smooth function of spa
tial positions. A  direct consequence of these differences is the impossibility to transform 
equation (111) into a differential equation for general-form transition probabilities. Corre
spondingly, it makes little sense in the latter case to speak about diffusion coefficient (or 
even a diffusion coefficient tensor). However, where jump probabilities are given by standard 
Arrhenius relation,

Eq. ( I l l )  can be reduced to a differential equation. Indeed, let us notice that the energy 
barrier for a diffusion jump, E "Jm, can be expressed as the difference between the system 
energies for two states, corresponding to particle in the jump saddle point and in the initial 
equilibrium position, that is,

where, in contrast to the jump activation barriers, the values o f system energies in saddle- 
point position, E*m, and in the equilibrium one, can be uniquely defined only provided 
one specifies a common reference basis from which these energies are measured. Quite 
common selection of this reference energy, which w ill be accepted also here, is the energy 
of the perfect lattice in an unstrained state, in which case E™n and E'V can be consid
ered as the energies of particle formation in a saddle point or an equilibrium position, 
respectively.

p n' ( t  +  \ t )  =  p m ( t )  +  A /  £ [ A m n p m ( / )  -  A n m p m ( / ) ] ( 110)
n

S n m
i 7  =  E ^ y ( o - A “ p " (o ]  

d t  „
( i n )

( 112)

r  nm __ r  nm __ 17111
m  * ‘ - ' I

(113)
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Substituting (112) and (113) into (111) and introducing a renormalized concentration 
w n [14],

w n =  pn exp(/3£“ ) (114)

where /3 =  l / k BT,  one can express the particle current between sites n and m as

jnm =  Anmpm __ Amnpn =  V̂ E T [ W«" _  ( U 5)

where we have used a common assumption that the saddle-point energy is independent o f 
the jump direction. We can see that in terms o f w,  the transition is described as a difference 
o f values o f a function, which depends exclusively on site positions. A t thermal equilibrium, 
where all particle currents vanish, the detailed balance requires

w m =  const (116)

Note that a similar condition for concentration p is valid only if  E"1 in all equilibrium 
positions is the same. It can be assumed that in the out o f equilibrium conditions, where
the detailed balance is no more valid, the renormalized concentration still remains a smooth
function of site positions and, as such, can be approximated by a continuous function w ( r) of 
continuously varying space coordinates r, which coincides in site positions with the discrete 
one, w ( r  =  m) =  w m.

The introduction of a continuous particle concentration has a direct advantage that now 
the difference w m ~  w n, where concentration values are defined in different spatial points, 
can be expressed in terms of the spatial derivatives of the concentration defined in one and 
the same spatial point,

1 d 2 w
iun — w m =  w ( r  -f h) — w ( r) ^  hVu;(r) 4- - h j h ~ --------- h • • • (117)

2 J (tX'dXj

where we have introduced the notation h =  n — m, while the master equation is reduced to

'>P =  FVu> +  (118)

where F is the drift force,

dt dxkdx,

D ki is the diffusion coefficient tensor,

0 */ =  y £ / « * V - * £‘‘ ( 120)

and the particle concentration p ( r) is a continuous representation o f the on-site concentra
tion pm. As discussed above, for the fu ll time-dependent diffusion equation, this is possible 
only provided E™ can be approximated by a smooth function o f spatial coordinates. How
ever, in the case of steady-state diffusion, this additional restriction is not necessary.

As can easily be seen, the main contributions to the diffusion coefficient and the drift 
force are given by those jumps where the energy o f the jump is the lowest one. In unstrained 
m.onatomic lattices, these jumps are normally to the first nearest neighbor positions, all 
having the same saddle-point energy, E". Due to the symmetry of the lattice, the drift force 
vanishes, while the diffusion coefficient tensor is reduced to

where

D kl =  D l)\ - ' £ e ke l \ (121

A i  =  t  ' V ' 2 '-6
(1 2 2 )
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N  is the total number o f the nearest neighbors (coordination number) of an atom in equi
librium position, ll is the jump length, and summation in (121) is over all unit vectors 
e =  h //i, connecting the equilibrium lattice position to its nearest neighbors. In the cubically 
symmetric lattices, which are widespread in the nature, the tensor in parentheses is reduced 
to the Kronecker's symbol 8kh 

Under the action of external loads, the material deforms and the saddle-point energies 
become dependent on the particular direction of the jump. As discussed in Section 2, £ sh can 
be expanded to the first order in strains as

where are external strains acting in the saddle-point position o f the jump. Assuming 
that the strains do not vary much on the length scale of one interatomic jump, it is usually 
possible to approximate

where we have assumed that the saddle point is located in the middle of the diffusion jump. 
Substituting this relation into Eq. (118) and retaining only the terms up to the second order 
in /z, one obtains

Normally, the force term appears only in a spatially nonuniform strain field, while in uni
formly loaded material it vanishes, like in the case of unloaded crystal, for symmetry reasons. 
Indeed, for a jump in any direction e, one can find another jump in the opposite direction,

in (124), we obtain the continual diffusion equation in stress fields, first derived in [14], For 
practical purposes, it is convenient to present it in a somewhat different form,

where the first term in the parentheses describes the isotropic part of the diffusion tensor 
and the second one is the correction due to the action o f stresses,

The most interesting feature of the diffusion equation formulated in terms of the renor
malized particle concentration is that the steady-state diffusion in strained lattice is insensi
tive to the effect o f stress on the particie energy in equilibrium positions. The importance 
of this result comes from the fact that in diffusion tasks where boundary conditions can be 
expressed entirely in terms o f the renormalized concentration (some examples are discussed 
in Chapters 5 and 6), only the dipole tensors in saddle-point positions o f diffusion jumps 
play part in the kinetics of particle diffusion and capture by various sinks.

(123)

e x p (-)S£!.1) *  exp[~/3£? -  / 3 ^ £„ ( r ) ] [ l  +  */3P*(eV£(;)

(124)

where

(125)
e

and

(126)

which should have exactly the same components o f the dipole tensor. Omitting the drift term

D , j  D 0 ( 8 V +  6 , , ) (127)

eU = j j  E  ei ej exp(-0PlW,(r)) - (128)
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Consideration in the previous section addressed the basic principles o f derivation o f contin
uous diffusion equation from atomistic considerations and, as such, treated the simplest type 
o f particles, which are isotropic or, at least, cubically symmetric in the equilibrium positions. 
Particles in real lattices can be more complicated. The most important example of such par
ticle is a dumbbell interstitial (as agreed upon in Section 1, we refer to it as an interstitialcy), 
which is characterized not only by the position o f relevant lattice, but also by the dumbbell 
axis orientations. As an interstitialcy jumps from one site to another, its orientation changes 
[89]. In order to describe the diffusion of oriented point defects, the effect o f their rotation 
should be included in a model, which requires generalization o f the approach considered in 
the previous section.

Let us denote the probability to find a point defect with orientation (i in a site m of the 
lattice as p™. Evidently, it is sufficient to restrict our consideration to the most energetically 
favorable orientations. The total number of such orientations will be denoted as Z. In par
ticular, in bcc lattice, the interstitialcies are supposed to be oriented along (110) directions 
(Z  =  6) and in fee along (100)(Z =  3) [89], as shown in Fig. 9.

The master diffusion equation that takes into account particle orientations may be written 
as [14] '

dpm
y  =  ( ,29)

n . r

3.2. Diffusion Coefficients for Oriented Defects

where A™" is the probability of point defect transition from site n and orientation v to site m 
with orientation fi. The prime over the summation sign indicates the absence o f transition 
nv  —> nv. The transition probability can be described as

\  mn __Ati -  uu LXP
mn
f l V

(130)

where £ m(™") =  £ v(™") -  £ / ( " )  >s the migration barrier for the jump nv  —► mfi, £ y( ‘"") is 
the energy o f the point defect in a saddle point o f the same jump, and £/■(") is the energy 
o f the point defect formation in site n with orientation v (Fig. 10).

Let us reduce Eq. (129) to a differential equation. In general case, such reduction is 
difficult, as the sum in (129) includes transitions between different orientations o f point 
defect in the same site (on-site rotations). However, this difficulty can be overcome in two 
limiting cases met in bcc and fee lattices and corresponding, respectively, to equilibrium 
distribution o f particles between on-site orientations and to long-range orientational memory 
of jumping particles.

(001 )

i /
(010;

( 100)
(b)

F igure  O r ien ta t io n s  o f  interst i t ia l  dum bbel ls  in equ i l ib r ium  p o s i t ions  (a )  in hoc lattice a n d  (b )  in fee lattice.
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stress-free stressed

Figure  10. Energy  profi les fo r  d iffus ion j u m p s  in s tress-free and  elastically s t res sed  crystal.  N o ta t io n  for  var ious 
energ ies  is exp la ined  in text. N o te  th a t  in b o th  cases, the  energ ies  a r e  m e a s u re d  from  the  energ ies  o f  a defect- free  
crystal in a co r re sp o n d in g  stress s ta te .

3.2.1. Equilibrium Distribution of Point Defect Orientations on a Site
When the probability to find a defect on a site m with orientation f i  is given by the thermal 
equilibrium distribution between orientations, we can write down

exp

Pil =  Pr

-j8E (

Eu exp P E

(131)

where pm =  p™ is the overall probability to find a defect in site m.
Physically, this assumption means that a particle in a particular site forgets the way by 

which this site was reached. This situation seems to be encountered for dumbbell interstitials 
in bcc lattice for the following reasons, (i) The energy barrier for on-site interstitial rotation 
is nearly the same as that for the defect jump into the nearest neighbor site [89], and so the 
on-site rotation is possible, ( ii) Even in the case o f no on-site rotations, an interstitial can 
return into the same position with different orientation after several jumps. This means that 
after several jumps, any information about starting interstitial orientation is lost.

Master equation (129) in this case can be rewritten as

dp™  _
Ara. [ ^ „  -  f v n ) (132)

where the averaged transition rate A a n d  the renormalized concentration Wm are given by

and

wm =

P[ E S

mn
\xv

Ef

H u  exp /3 £,

(133)

(134)

Here, £ , . ( )  =  B f  — E,  ( )  is the point defect binding energy at the site m, and £j' is the 
energy of point defect formation in an unstressed crystal [this energy is independent both of 
particular site position m and of orientation f i  (see Fig. 10)]. Note that A™ =  A^M°, and this 
equality has been taken into account when writing down Eq. (132).
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Let us suppose that only the nearest-neighbor jumps are allowed, that is n — in =  h, where 
h is one of the vectors connecting site m with its nearest neighbors. Then the energy of the 
point defect in the saddle point o f diffusional jump in direction h can be presented as

m n \ H) /  h \  ,, /  h
f =  £  I + I M  (135)

f J L V )  v \ f J L V  J s \ f J L V  J v 7

where is the saddle-point energy o f the point defect in the absence of external strains
and Us( ^ )  is the energy of point defect interaction with external strains (see Fig. 10). I f  
these strains are small, Us can be presented as an expansion to the first order in applied 
strains e kl in saddle points [14]:

= - n , (  h, . W o  d36)f i v j  \ i i v

where P h ( pv) is the dipole (force) tensor o f the point defect in the saddle point o f a jump, r v 
is the radius-vector o f the saddle point o f the jump along h, and the Einstein summation rule 
is implied ( if  not explicitly stated otherwise). The transition rate (133) is expressed in terms 
o f continuously varying spatial functions e k! by using (135) and (136). I f  we also assume 
that the total probability to find a particle on-site, pnl, and the renormalized probability, 
Wm, can be approximated by continuous functions c( r)  and ?;;(r) (which can be interpreted 
as continuous particle concentration and renormalized concentrations, respectively), master 
equation (132) can be transformed into a differential equation:

d c  d  ~  d w  s

—  =  — A , —  (137)
dt dX; J dx

where

and

(138)

A {h) w — X > x p  -  P
fl.V I

1 ■■ I + u.m

h \ rr /  h
f t p  /

(139)

where E ®n( ^ — E\j is the migration barrier for the corresponding particle diffusion 
jump in unstrained crystal (see Fig. 10). In order to proceed a little  further, we may apply 
the computer simulation results, showing [89] that E®(*v) for each particular jump direction 
h is very sensitive to the starting and final orientations v and /x, and there always exist some 
pairs k  =  (v ,  f i ) with the lowest migration barrier, £j|f, which give the main contributions to 
A. Let the total number o f such pairs be equal to z.  Under these assumptions, Eq. (138) is 
reduced to

Ay — D^ Sj j  +  $ij) (140)

where D[} =  ( z v ()N h 2/ 6 Z )  exp(-/3£jjj) is the diffusion coefficient in an unstressed material, 
N  is the coordination number, h is the distance between the neighboring sites, is the 
Kroneckers symbol, and the anisotropy tensor 0tj is given by

(141)
V / J

where e — h / h  are unit vectors directed toward nearest neighbor sites. The summation is 
performed over all jump directions and, for each e, over all orientation pairs k — ( v 9 fi) that 
correspond to the lowest migration barrier . As can easily be checked, in the absence of 
elastic strains, the diffusion tensor becomes isotropic, = 0 . in the case of nonzero strains, 
the summation over the orientations in Eq. (141) requires additional information about the 
details o f point defect jumps in particular crystalline lattices.
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3.2.2. Long-Range Orientational Memory During Point Defect Migration
A different situation is met when no on-site rotations are allowed. This is characteristic for 
interstitialcies in fee lattice, where the energy barrier for on-site rotations is higher than 
that for the migration jump [89]. If the orientation of an interstitialcy in a particular site is 
known, the orientation of this interstitialcy in any other site can be predicted unequivocally. 
Therefore, in the case o f fee lattice, four independent ‘'channels" of interstitialcy diffusion 
exist (cf. Fig. 7 in [14]). They differ in orientations of interstitialcy in any chosen site, and 
these channels practically do not “ mix up." As a result, for each channel, one must write its 
own master equation. To simplify the situation, we use the fact that the diffusion in each of 
these channels is physically equivalent. I f  we fix one (arbitrary) orientation of interstitial as 
a starting one for the diffusion and suppose that the diffusion channels differ in positions of 
starting orientation in a “ primitive cell”  (Fig. 1 la), then the total concentration of interstitials 
can be presented simply as a sum of interstitial concentrations over sites of these “ primitive 
cells." This approach is valid when point defect diffusion is treated at the length scales 
noticeably exceeding the size o f this primitive cell.

The transformation o f a one-channel master equation into a differentia] equation for 
diffusion o f particles with orientational memory is less straightforward than it was in 
Section. 3.2.1. When a particle jumps from one site to another, its orientation changes and 
therefore its formation and saddle point energies change discontinuously from site to site 
and from jump to jump even in continuous strain fields. Consequently, neither p™, nor A“ n 
can be considered as continuous functions o f spatial variables.

Let us assume that only the most energetically favorable configurations o f dumbbell inter
stitials are present, namely those of the type (100). These orientations will be numbered 1, 2, 
or 3 according to the number of the coordinate axis, .v,, or x,, along which the dumbbell 
axis is directed. Such interstitialcies can jump only into 8 nearest neighbor sites out of 12, 
and during the jump they rotate by 90° [89], Because on-site rotations are suppressed, the fee 
latticc can be considered as an overlay of four shifted simple cubic sublattices, such that in 
sites of each sublattice the defect orientations arc the same, either along one of coordinate 
axes or no interstitials at all (Fig. 1 lb). In other words, the change o f orientation during each 
diffusion jump can be described as a transition between different sublattices. It is convenient 
to number each sublattice according to the number of interstitial orientation (or zero, if the 
sublattice does not contain interstitials).

Le i us suppose that initially an interstitial belongs to sublattice 1. I f  we define a renor
malized probability to find point defect in site m o f sublattice a, Wmfl, as

(142)

(a)

| ^ ( 010)

( 100 )

Figure  11. (a)  Four n o n eq u iv a len t  posit ions for an interstit ialcy with o r ie n ta t io n  [100], c o r re sp o n d in g  to four  d iffer
ent d if fus ion  channe ls  in fee la ttice, (b) O r ie n ta t io n s  o f  interstit ialcy on d if ferent  sites o f  fee lat tice for o n e  diffusion 
ch an n e l .  N u m b e rs  indicate  the  su b la t t ices  o f  the fixed dum b b e l l  o r ien ta t io n  within the channel .
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for a  =  1, 2, 3 and Wm{) =  pm0 =  0, then Eq. (129) can be rewritten as 

dPm\
dt

E  -  n/mI] + £  Aj2[p̂ (m+h)J -  w ml]

where Ajj^ =  Ajga =  p0exp[—j8£m( wp)] and the superscript a)3 at the summation sign implies 
summation over all vectors h, relating site m in sublattice a  to the “ star”  o f nearest neighbor 
sites belonging to sublattice /3.

Because all sites in each sublattice are equivalent, we may approximate p ma and Wnm for 
each sublattice by continuous functions of coordinates cft(r) and w a (r) .  This allows us to 
transform Eq. (143) to the Fokker-Planck equation:

#Cv d n duh d iXdw-> n N

i r  = + A -  ," l) + * ’•<■* - - >  ( l44 )

where D**? are partial diffusion coefficients,

a0

and
aly

=  a  2 D{) E  exp

- 0 U S a(3

a f i

(145)

(146)

with D {) — a 2v{) exp(~j3E^). Note that both D" =  and A afi =  because the jump 
from orientation to orientation a  in a direction e should give the same contribution to 
sums (145) and (146) as the jump from orientation a  to orientation (3 in the backward 
direction —e, while the summation includes all vectors e in the same “ star.”

Important difference between Eqs. (143) and (144) is that in the first equation, concen
trations are defined on different sublattices, whereas in the latter one they are continuously 
“ smeared” over the whole volume of material. Repeating the same reasoning as applied to 
the sites in other sublattices, we obtain another pair o f equations:

dc2 __ d p 2\ d w \ 
dt dx, " d x ,

d -,7 dw-> i
—  D  • +  A" ( w ] -  Uh) +  A*" (w , -  uh)
dXj J dx ~ '

(147)

fc 3 
dt

d I, d w , d .t ldu)-> ,, ,
+  ~ d7  D ] i ~ d 7 .  +  A  ~ { w >  u > 3 )  +  A ^ W z  ~  ( 1 4 8 )

Thus, the diffusion in fee lattice is described not by one diffusion equation, but by the set 
o f three equations (144), (147), and (148). The right-hand sides of these equations include 
the terms corresponding to local transitions between different sublattices, as well as the con
tribution from long range diffusion within individual sublattices. However, these processes 
are important on different timcscales. Indeed, the characteristic time for diffusion is o f the 
order o f L 2/ D {), where L is a characteristic distance o f diffusion profile variation, whereas 
the characteristic time for local transitions between sublattices is —a2/ D n. Because usually 
L  #, in the lowest order approximation we can omit the derivatives in these equations, 
thus obtaining tu, =  w 2 =  w y  Therefore, on the longer timescale, we can represent renor
malized concentrations w a as a sum o f the average concentration,

w ( w \  +  w 2 -f-  w } ) (149)

and small additional terms w'n -- w,f — ivliV ^  ( a /L )2wl!V that can be safely neglected for all 
practical purposes.

The equation for w a" can easily be obtained by summation o f three equations for partial 
concentrations. The resulting equation does not contain “ largeM terms proportional to
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while the second derivatives of u/ can be neglected. Thus, on the long-term timescale. we 
obtain an equation

d c  d  ~  d w a l '  _
— =  — 0 „ ~ —  1M)
dt dXj " dXj

where c =  (c, +  c2 +  c3) / 3 and D tj =  D)j  -f Dj? +  D*}. Equation (150) looks out very similar
to (137). but there is a important difference. In the case of on-site equilibration, the parti
cle concentration is directly proportional to renormalized concentration IV, whereas in the 
case o f long-range jump memory, this proportionality keeps only if the binding energy o f an 
interstitial to a site does not depend on the sublattice, where it is located. I f  the latter con
dition is violated (e.g., due to the effect of nonhydrostatic stresses), the kinetics of sublattice 
filling should be followed using the complete set o f equations. However, if only steady-state 
concentration distribution is o f interest, there is no difference between the two limiting
cases. The master equation for steady-state interstitial diffusion is reduced to the form pro
posed in [14], although the physical meaning o f renormalized concentrations is completely 
different.

3 . 3 .  D i f f u s i o n  C o e f f i c i e n t s  f o r  M o r e  C o m p l i c a t e d  L a t t i c e s

Up to now, we considered diffusion on the lattice with one atom per primitive cell, which 
meant that all the sites were equivalent in terms o f the site environments. One often meets 
situations when a primitive cell has more than one possible position for a diffusing defect 
in the primitive cell, which are not equivalent. The simplest example is diffusion of vacan
cies or tetrahedral interstitials on the diamond lattice, which is essentially an fee lattice with 
two atoms in the basis. Neither o f two basis atoms, however, is a center o f inversion, and 
their environments are different, even though very similar from the symmetry point of view. 
Much more complicated situations can be met, which is the case for diffusion in complicated 
compounds, such as oxygen vacancy diffusion in high-temperature superconducting ceram
ics. When a particle can occupy several sites in an elementary cell and when these sites 
have essentially different geometrical and chemical environment, the analytical description 
of diffusion becomes quite a nontrivial task.

A t present, only very limited analytical studies o f diffusion on lattices with complicated 
prim itive cells have been undertaken. For instance, diffusion in silicon (i.e., on the diamond 
lattice) has been considered by Daw and coauthors [90], who came to the conclusion that the 
diffusion coefficient introduced by Dederichs and Schroeder should be corrected in order to 
account for the nonequivalence o f bond orientations of two basis atoms. Therefore, in this 
section, we briefly discuss diffusion on a nonprimitive lattice. To simplify the presentation, 
we restrict our consideration to a special situation o f a monatomic solid with two sites in a 
prim itive cell and the diffusing particles that have no preferred orientation in equilibrium 
position.

Let us define the probability to find a particle on a site with the radius vector m as plm"l, 
where the location of the particle in one or another site in the primitive cell is indicated by 
index a (that is, a =  1 or 2). It is convenient to divide the whole lattice into two sublattices 
containing only that or other site types, so that p,m"l can be alternatively referred to as the 
particle concentration on sublattice a. The master equations for particle concentrations on 
a sublattice must be o f the form

F _  y^(ni<f.n/>]p|nfr] _  ^\nb.  ma\p \m u \j ( 151)

^  n

where summation in the right-hand side is over the nearest neighbors of position m, and 
A[m<j. nb\ js t ^e rate Qf  t jie j urnpS from position n on sublattice b  to position m on sublattice a. 
Recalling relation (112) and introducing reduced concentrations on the sublattices as
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we get

(153)

where

(154)

Note that in the special case that we consider, Eqs. (153) for different sublattices are

vice versa, so that individual jumps are always between different sublattices. This fact allows 
us to omit the sublattice notation for A™n. Also, we have taken into account that A™ =  A"m, 
because the saddle-point energy is independent o f the jump direction.

Difference equations (153) can be reduced to differential equations if we approximate the 
concentrations with continuous functions o f space position r. Very similar to the case of fee 
lattice, discussed in Section 3.2, there is no a priori confidence that the probabilities on two 
sublattices can be approximated with one and the same function, but it is safe to assume 
that concentrations on each separate sublattice change monotonically from cell and can 
be approximated by continuous functions of special position p", so that p1"1"1 ^  p a(r  =  m). 
Similarly, the reduced concentrations are also approximated with continuous functions w a 
and w h, which are defined everywhere in space. Thus it is possible to use in Eq. (153) the 
following Taylor expansion for concentration w h in the point n on sublattice B, which is a 
nearest neighbor of site m on sublattice a:

and summation is over all vectors ha that connect a site on sublattice a to nearest neighbor 
positions.

The two latter relations are very similar to those obtained for a monatomic cell lattice, 
Eqs. (125)—(126), with the only exception that summation in the drift force and diffusion ten
sor is over the star o f vectors ha that depends on the sublattice number. However, because 
all the jumps are between the opposite sublattices, for any jump in direction h 1 from sublat
tice 1 to sublattice 2 one finds the jump in the reverse direction h2 — - h 1 from sublattice 2 
to sublattice 1. Because \ s is not sensitive, whether the jump is forward or backward, this 
means that A 1 =  A2 =  \  and D]} =  Djf =  D,r  but F* =  - F 2 =  F.

Now, Eq. (156) represents a set o f two equations, and the situation is very similar to that 
discussed in relation to Eqs. (144)—(148). Namely, having in mind the characteristic timescale 
reasoning, we can expect that the first term in the right-hand side o f Eq. (156) dominates, 
tending to the establishing o f the on-site equilibrium between two concentrations,

coupled, because the nearest neighbors o f a site o f type 1 must be sites o f type 2 and

(156)

where

(157)

(158)

(159)

I 2W  ^  IV
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Hence, it is convenient to introduce two new functions, that is, the total particle concentra
tion in a primitive cell.

where we have introduced brief notation W  =■ exp [-,8E “ (r)] and the difference 8w  =  w 2 -  
u;1. The equations for these new functions w ill be

Note that the temporal evolution of 8w,  as described by Eq. (161), is governed by the 
big first term in the right-hand side and occurs much faster than the change of the average 
cell concentration. Therefore, when we are interested in the timescales comparable to those 
typical for mass transfer by diffusion, the steady-state solution o f Eq. (161) can be substituted 
into Eq. (160). Nonetheless, the spatial distribution o f diffusing particles is described by two 
coupled equations. A  certain simplification can be achieved, when the sites in the sublattices 
differ only in the spatial environment, but are completely equivalent with respect to defect 
formation energy, as is the case, for example, for vacancy diffusion on a diamond lattice. In 
this case, .S’1 =  S 2 =  S and the steady-state solution of Eq. (161) can be written down as

When S is independent of the particle position, this results in the usual diffusion equation 
for the average cell concentration, but with the renormalized diffusion coefficient

which is essentially the result obtained in [90] by a method completely different from ours. In 
an unstrained lattice, as well as in a uniformly deformed one, F — 0 due to the symmetry o f 
the lattice, and hence the diffusion coefficient is given by formula (159), which is exactly the 
same as proposed by Dederichs and Schroeder. When the diffusion occurs in the nonuniform 
strain field e, the correction is generally nonvanishing, but, being proportional to (Ve)2, 
must not be very big.

Relation (163) can be straightforwardly generalized for defects with noncubic symmetry 
in the equilibrium position. Such calculations can also be found in [90] for two defects in Si 
lattice, namely, a Si-B split interstitial and a vacancy, which is slightly noncubic in Si due to 
the Jahn-Teller distortion [91, 92],

3 . 4 .  A n i s o t r o p i c  versus I s o t r o p i c  D e s c r i p t i o n  o f  P a r t i c l e  D i f f u s i o n

One of the main results o f the previous section is that the most appropriate description of 
steady-state diffusion involves the use of renormalized concentration. In this case, steady- 
state diffusion depends only on the particle dipole tensors in saddle points of diffusion jumps

p  =  p '  +  p 2 =  w 1 .V1 -|- u r S 2

(160)

and

8tv — 2 D

( 161)

where

( 162)

(163)
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and not on those in equilibrium positions. However, it is quite a common practice in the lit
erature to calculate defect currents to sinks (either spherical, such as voids [93-96], or linear, 
such as dislocations [97, 98]) using the energy parameters o f defects located in equilibrium 
positions. Therefore, it makes sense to discuss the correlation between two approaches.

In order to proceed to standard equations employed for the description o f diffusion in 
strain fields, it is sufficient to make two assumptions: (i) particles are isotropic dilatation 
centers both in equilibrium and in saddle point positions, and (ii) The relaxation volumes of 
particles in saddle point positions are the same as in equilibrium positions.

I f  we accept assumption (i), the equation relating the normal particle concentration c to 
the renormalized concentration w  [either Eq. (134) or (142)] can be rewritten as

where Ue is the elastic energy of a particle in equilibrium position. Similar to (136), this 
elastic energy can be written out as

where P{jj’ is the unique value characterizing the magnitude o f the force tensor, K  is the bulk 
modulus of material, and AV* == Pfj /K  is the point defect relaxation volume in equilibrium 
position, we obtain

where e  is the trace (hydrostatic part) of the strain tensor. I f  point defect anisotropy in the 
saddle point is neglected, Eq. (136) for Us is reduced to the same form, with the saddle 
point relaxation volume A K V =  T r ( P ^ ) / 3 K  instead of A K £'.

The steady-state diffusion equation for concentration c is then

If  assumption (ii) is now used in addition to assumption (i), the exponential in the right-hand 
side o f Eq. (169) becomes equal to unity and (168) is reduced to the equation:

which is the diffusion equation employed in the cases, when no account o f saddle point 
energy variations on the particle diffusion is taken.

As far as the validity o f the simplifying assumptions is concerned, the weakest point is 
the assumption (i) for diffusing particle configuration in saddle points. As we had chance to 
see in Section 2, in saddle points the dipole tensors are anisotropic even for such defects as 
vacancies, whose equilibrium configurations can safely be considered as dilatation centers. 
For more complicated configurations, such as dumbbell interstitials, assumption (i) is invalid 
even in equilibrium positions, though to a certain extent its use can be justified, if  equi
librium between different on-site orientations of interstitials is established. For example, in 
bee lattices the thermal equilibiium is a ieasonable assumption, whereas in fee lattices local 
equilibrium between different sublattices in each diffusion channel can be adopted.

Assumption (ii), even though not at all evident, in many cases is a good approximation, 
as relaxation volumes o f point defects in the saddle point and in the equilibrium position 
are indeed nearly equal [95]. However, in some cases this assumption can be completely

w  =  c exp(f3Ue) (164)

(165)

(166)

U, =  - K W ' e (167)

(168)

with

=  Dn8 l]c x p [ ( i K ( A V ^ A V c)\ (169)

div( Vc +  (3cVUc) =  0 (170)
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Table 2. T h e  ratio  A I \ / ^ K  f ° r vacanc ies and  interst i
tials. as ca lcu la ted  f rom  the s im u la t io n  results o f  [82].

Cu a -F e

Vacancy - 2 4 . 0 1.03
In ters t i t ia l 1.02 1.11

misleading. As one can judge from Table 2, with the only exception o f vacancies in copper, 
the ratio A V J & V e is close to unity, but for vacancies in copper it is not only much larger than 
unity, but has the negative sign (i.e., vacancy in the saddle point expands the lattice). It is 
interesting that the latter conclusion is obtained in two completely independent simulations 
[82, 87]. '

4 .  D I F F U S I O N  C O E F F I C I E N T  I N  S T R A I N E D  L A T T I C E S

4 . 1 .  D i f f u s i o n  C o e f f i c i e n t  f o r  S m a l l  S t r a i n s

Diffusion coefficient tensor defined by Eq. (138) depends on the strains in quite a compli
cated way. However, when the strains are sufficiently small, one can expand the anisotropy 
tensor to the first order in strains,

®ij =  ^ i j k l E k l  ( 1 7 1 )

where coefficients d ijkl constitute a fourth-order tensor that couples diffusion tensor with 
the strain tensor. The product D {)d ijkl is usually referred to as “ elastodiffusion” tensor. An 
analytical expression for the coupling tensor can readily be derived from (141), but first let 
us briefly discuss what do we understand under small strains.

The strains acting at the length scales comparable to interatomic distances are always 
small as compared to unity, being limited by the values of e  ~  0.1, corresponding to the 
theoretical strength lim it o f ~  0.1 G\ where G  is the material’s shear modulus. In fact, when 
a metal sample is subjected to the action o f external loads, the resulting elastic strains do not 
reach such high values, because of the plastic yield which limits the typical stresses by the 
level o f the yield stress, which corresponds to elastic strains below 10~3. (Naturally, plastic 
strains can be quite high, but plastic deformation occurs on length scales much bigger than 
the interatomic distances and do not directly affect the diffusion coefficients in the bulk of 
the material.) Because the typical values o f the dipole tensor components are of the order of 
10 eV [89], the migration energy corrections for such strain fields do not exceed 0.01 eV (or, 
in units o f temperature, —100 K). Experiments, where diffusion in solids occurs efficiently, 
require usually the temperatures much above this, so that the exponentials in (141) can be 
reasonably well represented by the first-order expansions in strains.

However, strain fields around internal stress concentrators act at nanometer length scales 
(i.e., not much larger then the interatomic distance). These local strain fields can noticeably 
exceed the limits posed by plastic relaxation requirements, especially very close to sinks, 
because they can not be eliminated by plastic flow due to the lack o f plastic flow “ carriers” 
at such length scales. Thus, the limits o f elastic deformation at nanometer length scales are 
given only by the theoretical material strength. It can easily be checked that with the above 
mentioned values o f the dipole tensor components, the stress-induced corrections can be 
comparable with the migration energies themselves. Correspondingly, it makes little sense 
to expand exponentials in (141) and the diffusion anisotropy tensor should be calculated 
exactly, possibly even including higher order terms in the migration energy expansion in 
strains, as discussed in Section 2.

Summing up, by small strains we will mean such strains that allow the expansion of the 
exponentials in (141) to the first order in strains. A particular value o f the upper lim it 
for small strains depends, naturally, on the particular material and the experimental 
temperature, but as a rule o f thumb, the above-mentioned value of 0.1% will do quite well.
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After the expansion the forth-order diffusion-stress coupling tensor is obtained in 
the form:

d ijkl jy

where Pkl is the average of a dipole tensor for a jump along direction e over possible pairs 
o f initial and final defect orientations,

n,(e) = (173)

Particular values of d,jkl can be determined only provided the geometry of the jump “ star”  
in a particular material is known. The only positive statement that can be deduced from 
the explicit relation for d l/kl is that this tensor is symmetric with respect to exchange of 
indexes inside the first and the second index pairs, and thus in a general case it has only 36 
independent components. A  general representation of such tensor can be written down as a 
linear combination of the pair-wise products o f six basic symmetric second-order tensors b(A), 
which are orthonormalized in the sense that

( 174)
>.j 1

A possible matrix representation for these tensors is

b<:> =

b'5> =  -L 0 0 0 ; b('’

0 0 0 \
0 0 0 ;
0 0 1J

/ 0 0 0
>) _ 1

■ 72 0 0 1
V0 1 0

(175)

but other choices of basic tensors are possible as well (see, e.g., [14]). Using these basic 
tensors, the elastodiffusion tensor can be presented as

(176)
a=10=1

with the elastodiffusion tensor eigenvalues d {afi) being given by

( ,77)

The number of independent constants can be noticeably reduced when lattice symmetry 
is explicitly taken into account. Below we will restrict our discussion with highly symmetric 
cubic lattices, first of all because it will suffice for demonstration how the coupling tensor 
is evaluated, and, second, because the very limited at present numerical data allowing to 
perform calculations “ up to numbers” is available only for lattices with this symmetry.

In lattices with cubic symmetry, d„kl must remain invariant with respect to a cyclic 
exchange of coordinate axis indices (] —► 2 —*■ 3 —*- 1). The set o f basic matrices can than be 
subdivided into two subsets (matrices 1 to 3 and matrices 4 to 6), which transform through 
each other. In terms of tensor eigenvalues, this leaves only three essentially different values: 
d i n \  d {'2) and d (44), which can be expressed in terms of saddle-point dipole tensors as

</<", =  I  £ t f 7 * (e) +  c j P U ? )  +  cjT%(e)}  (178)
C

d l}1) -  - ( jS P  -  d (m ) (179)



Diffusion in Elastically S tra ined  Solids 5 0 3

d [U) =  ^  +  ^ ^ ^ ( e ) ]  (180)

where P- is the trace of the average saddle-point dipole tensor (173) for an arbitrary jump 
direction.

In the “ crystallographic” coordinate system, where the Cartesian axes coincide with the 
cubic symmetry axes, the elastodiffusion tensor can be presented in a simple form, using 
Kronecker’s symbols:

d m  =  d w 8i}8kl +  ± d ™ { 6 ik8s, +  Sjk8lt) +  d ^ )8 ij 8 ik8ji (181)

where d l =  c/(12), d{2) =  2c/(44), c/(3) =  diU) — d [l2) — 2d{U) and no summation over repeated 
indices in this equation is implied. Equation (171) is also simplified to

Bij =  d<l)s8,j +  +  d"(% S ,y (182)

The first term contributes to the isotropic part o f the diffusion tensor, while the second 
and the third terms depend on the local strain. Note that due to the presence of the third 
term in the r.h.s. o f Eq. (182), its functional form is not retained in a coordinate system 
rotated with respect to the crystallographic one. Hence, due to this term there arises an 
interrelation between the lattice symmetry and the strain tensor symmetry.

Let us derive the explicit relations between the coefficients d{k) (k — 1, 2,3) and dipole 
tensors for different symmetries of jumping particles in the saddle points. Evidently, the 
simplest case is met when the particle has no preferred orientation in equilibriurn position 
and retains complete cubic symmetry in saddle point position, so that P-} =  ( P s/ 3 ) S ij. In 
this case, the only nonvanishing coefficient is d(l) — (3Ps/3.  However, in real life it is hard 
to imagine a situation where a particle in a saddle point would retain cubic symmetry. So 
let us consider more realistic cases. We restrict ourselves to monatomic lattices and first 
discuss a case o f a nonoriented defect. A  typical situation of this kind is vacancy diffusion in 
pure metals. A fte r that, we will see how big a difference is for an oriented defect, such as a 
dumbbell self-interstitial.

4.2. E la s to d iffu s io n  T e n s o rs  in C u b ic  L a ttices

4.2.1. Vacancies (Nonoriented Defects)
Vacancies are not oriented defects, and hence the stress-free diffusion coefficient in all cases 
considered below is given by D m/ =  v0a2 exp(—E^ y) .  So, in order to completely specify the 
elastodiffusion tensors, it remains to express the factors d [k) in Eq, (181) in terms of dipole 
tensors in particular lattices.

4.2.1.1.  S i m p l e  C u b i c  L a t t i c e  In a simple cubic lattice, a vacancy can jump into N  =  6 
equivalent positions in directions o f type (100). The jump distance is exactly equal to the 
lattice period a. From symmetry considerations, the vacancy in saddle point should have 
tetragonal symmetry, that is its dipole tensor has only two different nonzero components 
and can be written down as (to be specific, for the jump along x-axis)

/P .  i 0 0 \
Ps([100]) =  0 P77 o (183)

\ 0  o P22)

So, the factors in equation (181) are reduced to d{l) =  ($P22, d{2) =  /3(PU -  P22), and d{3) =  0.
No numerical estimates are available for this simple case o f cubic lattice, because 

monatomic crystals practically never have such symmetry. So, the simple cubic lattice is 
discussed mainly for illustrative purposes.
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4.2.1.2.  B C C  La t t ic e  In a bcc lattice, point defects jump to the nearest neighbor sites 
located in ( l l l) - ty p e  directions. The number o f nearest neighbors is N  =  8, and the distance 
to them is h =  ci\/3/2. According to the symmetry considerations, confirmed by calculations 
in [82], vacancies in the saddle point (assumed to be in the middle o f the jump) have trigonal 
symmetry. In other words the dipole tensor has two independent components,

( P u  P m M
r = \ P u  Pn P\2 I (184)

\ P i 2  Pn P n )

Numerical values of these components for a-iron are given in Table 3.
The factors in Eq. (181) are given by

d {l) =  f iP n , d [1) =  2 p p l2, d {3) =  -2 /3P 12 (185)

4.2.1.3.  F C C  L a t t ic e  In fee lattice, point defects jump into the nearest neighbor sites
located in the (110)-type directions. The number o f nearest neighbors N  =  12, the distance
to them is h — a /s /2 .

Vacancies in fee lattice have the orthorhombic symmetry o f saddle point, which results 
(for the jump direction [110]) in the dipole tensor o f the form

( P m P m 0 \
P s = \ P l2 P n 0 (186)

\ °  0 p u J

The values o f d (k) are

d ,[) =  \ p ( P u +  P n ) ,  d {2) =  P P t2, d™ =  -  P33 -  2P n ) (187)

Numerical values of Pu for copper are given in Table 4. The most remarkable result o f 
computer simulations, obtained consistently in two independent calculations [82, 87], is the 
prediction that vacancy in a saddle point has a positive relaxation volume.

4.2.2. Dumbbell Interstitials (Oriented Defects)
As already mentioned, there are no monatomic simple cubic lattices, and hence it is hard 
to imagine what might be preferable interstitial orientations in such a lattice. Therefore, we 
come directly to more realistic lattices.

4.2.2.1.  B C C  L a t t ic e  According to [82], the most energetically favorable configuration of 
an interstitialcy in bcc lattice is (110) dumbbell. For this configuration, the total number of 
starting orientations for a diffusion jump is Z  =  6, but the jumps to any one neighboring 
site are possible only from three o f them. In turn, each possible starting configuration can 
result in two final configurations, so that z =  6. Let us calculate first the averaged dipole 
tensor P[{ for a jump in the direction e =  ( l/> /3 ) [ l 11], which is the average value of dipole 
tensors at the saddle points over all lowest barrier jumps in this direction. For all other jump 
directions, P^ can be obtained by rotation o f the coordinate system.

The trajectories of all six possible jumps in the selected direction can be transformed 
one into another by cubic symmetry coordinate transformations. Therefore, the components 
of the dipoie tensor for each particular jump can be expressed in terms of components of

Table  3. T h e  ccom ponents  o f  the  av e ra g e d  d ipo le  len-
sors in a -F e ,  e s t im a ted  us ing  n u m er ica l  va lues  o f  ind i 
vjduul p o 'n t  Je r e c t  j u m p s  f rom  [82].

P P‘ 11 1 m

VaeiJ ncy - 3 . 2  e V  - U e V
Inters titial 18.7 e V  5 .6  eV
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Table 4. T h e  c o m p o n e n t s  o f  the a v e ra g e d  d ipole tensors  in Cu, es t i 
m a te d  b a s e d  o n  n u m er ica l  values o f  individual  point  defcct  jum ps 
from [82].

Vacancy
Inters t i t ia l

- 0 . 5  eV  
14.7 cV

5.8 eV
15.8 eV

-  l .O eV  
3.0  eV

a dipole tensor p k l  for an arbitrary reference jump k .  Summation of these dipole tensors 
gives the averaged dipole tensor, which has trigonal symmetry, as given by Eq. (184), with 
P u =  T v (p kl) / 3  and P l2 =  (Pp 4- p \ 3 +  p*{) [15]. Corresponding values for a-iron are given 
in Table 3. It is interesting to note that dipole tensors p Kk l  for each individual jump have 
the symmetry lower than trigonal (cf. [82]), so that the averaging over possible pairs of 
starting and final orientations increases the symmetry o f the saddle point dipole tensor. In 
fact, interstitials behave in the average just like vacancies. Consequently, the expressions for 
factors entering Eq. (181) are o f the same form as those for vacancies.

4.2.2.2.  F C C  L a t t ic e  In fee lattice, the most energetically favorable orientation of a self
interstitial dumbbell is (100), while the jumps occur in (110) directions and are accompanied 
by interstitialcy rotation by 90°. Correspondingly, the number of initial jump orientations is 
Z  =  3, but for any particular jump direction only two of them can contribute to the jump, 
and the final dumbbell orientation is uniquely determined by the initial orientation (i.e.,

Let us select the jump in direction [110] with the starting orientation v  — [100] and the 
final orientation p  =  [010] as a reference and let us denote corresponding saddle-point dipole 
tensor as p kl. The symmetry o f the jump requires p Ku =  p K12 and p Ku =  p 23 =  0. Summation 
o f the dipole tensors for all possible jump directions gives the averaged dipole tensor in the 
form o f Eq. (186) with P u =  P33 =  p*} and P l2 =  p Kr  [15], that is the orthorhombic
symmetry o f the averaged dipole tensor is the same as that o f an individual interstitialcy. 
Numerical values o f the components o f the averaged dipole tensor are given in Table 4.

Expressions for d {k) are the same as for vacancies [see Eq. (187)], but the stress-free 
diffusion coefficient has a different pre-exponential factor D {), =  (2v l)a 2/3 )  exp(—fiE"nj).

4 . 3 .  M e d i u m  S t r a i n s

The expansion of exponents in the r.h.s. of Eq. (143) to the first order in strains is jus
tified when the interaction of point defects with the strain field is '‘weak,” in the sense 
that [1U* <£ 1 everywhere in the matrix. This simplification allows straightforward analytical 
treatment o f the diffusion problem. For example, the “ weak strain” approximation was used 
for the calculation of diffusion profile o f particles near sinks that create in their vicinity 
elastic fields [14, 15, 99, 100].

Unfortunately, one can meet situations, where some particle sinks are very efficient stress 
concentrations. Two examples o f such sinks are edge dislocations and crack tips in loaded 
materials. It can be easily checked that, for example, in the vicinity of the dislocation core 
the elastic interaction is “ strong” (fiU* 1). Indeed, let us present the elastic correction 
to the saddle point energy for a jump in direction e with initial and final orientation pair k  

in the form

where p kl -  [P'u( l )  -  P sS k i \ / P s *s the normalized deviatoric part of the dipole tensor. 
The hydrostatic part o f the elastic interaction energy, U [s] =  P ss , in the vicinity o f an edge 
dislocation can be written down in the form

z =  2).

(188)

fill" =  —  sin 0 (189)

where r is the distance from the particle to the dislocation, </> is the polar angle measured 
from the dislocation glide plane, and the well-known expression for the trace of strain tensor
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near a dislocation [10] is substituted. The effective radius of the particle interaction with 
dislocation, R s, is given by

(1 -  2v F) P s
R s =  ------ ~ ^ b  (190)2tt-(1 -  vE) k BT

where b is the value o f dislocation Burgers vector, and v E is the Poisson ratio. Numerical 
estimates o f these effective radii for interstitials ( R sI) and vacancies ( R sy )  in copper and 
a-iron at 750 K are given in Table 5. Because dislocation core radius is normally o f the order 
of 2-3ft, close to dislocation core one gets R J b  > 1, so that the elastic interaction is rather 
“ strong” than “ weak.”

We thus see that in order to determine the distribution of point defects in the vicinity o f 
a dislocation, a straightforward expansion o f the diffusion coefficient into a series in powers 
o f strains cannot be justified. On the other hand, for the anisotropic diffusion coefficient 
keeping the strains in the exponentials, it is practically impossible to find in an analytical 
form either the concentration distribution around dislocation or the particle currents to 
it. In order to circumvent this difficulty, one can notice that although the ratio R J r  near 
the dislocation core exceeds unity, it still remains comparable to it even in the case of 
interstitialcies. Hence, one can apply an approach [101] prompted by the particular form of 
dipole tensors that are dominated by relatively little  varying diagonal components, while the 
components of the deviatoric dipole tensor are noticeably lower than P \  Hence, having in 
mind that the hydrostatic energy t / s° is independent o f either the jump direction e or jump 
configuration k, one can approximate the diffusion coefficient as [102]

D tj =  />„exp(-i8£/“ )(Sf7 +  p F d ' iJkle kl) (191)

where

4 */ =  777 E  L  eiei P l M  ( 192)
C t  K= I

Tensor d'ijkl is an analogue o f d ijki introduced by Eq. (172) in the case o f small strains. In a 
cubic lattice, d'ijkl has only three independent components. In a Cartesian coordinate system 
oriented along the principal crystallographic axes, it can be presented by an expansion in the 
form of (181). Numerical estimates of three independent coefficients d'{k) in this expansion 
are given in Tables 6 and 7. It can be seen that in copper the values o f d'{k) are noticeably less 
than unity and nicely compensate for the relatively large strains near the dislocation core. In 
the case of iron, the compensation is tolerable only for the vacancy, while for interstitialcies 
approximation (191) remains rather poor. Nonetheless, even in the latter case, the expansion 
(191) remains valid at distances noticeably closer to the dislocation core, than in case of
expansion (171), and it retains exponential dependence on the hydrostatic part o f the elastic
interaction energy. The retention of this dependence is essential, when one is interested in 
calculation of point defect currents to dislocations [102].

4 . 4 .  L a r g e  S t r a i n s

In case when particles move in regions of high stresses, it is essential for the correct deter
mination o f point defect currents to use diffusion coefficients in their original form (141). 
In this case, only numerical solution o f diffusion equation is possible. Such an approach has 
been applied [103] for calculation of point defect and impurity distribution close to the tip

Table 5. N um er ica l  es t im a tes  o f  effective in te rac t ion  
radii for  vacanc ies and  interst i t ia lc ies  in a - i ro n  an d  c o p 
per,  using the d ipo le  tensor  va lues  c a lcu la ted  in [82].

a - F c  Cu

56
21b

2b
2i)b
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T able 6. N u m erica l e s tim a tes  o f  cl' (k) fo r a - iro n , using 
c o m p u te r-e v a lu a te d  values o f  d ipo le  ten so rs  from  [82].

cru d,{2} dw

V acancies 0 0.88 - 0.88
In te rs titia ls 0 0.6 - 0.6

o f  a crack  in an externally loaded  material. Some examples o f  the pred ic ted  distributions 
are  shown in Fig. 12.

T he  only simplification in par t icu la r  lattices can be achieved by sum m ation  over different 
ju m p  d irec tions and  by d irec t em p loym en t o f  the lattice symmetry. In examples below, we 
discuss vacancy diffusion coefficients, b u t  the  same reasoning holds true  for any nonorien ted  
defect.

4.4.1. Simple Cubic Lattice In a  simple cubic lattice, a vacancy can ju m p  into N  =  6 
equ iva len t positions a long  d irec tions  o f  type (100) and the dipole tensor  has te tragonal 
symmetry, given by Eq. (183). In “crystallographic” coord inate  system, the diffusion tensor 
is described  by a simple rela tion

D/j =  D A ,  exp{ p P ^ e  +  j3( P su ~  P ^ )  (193)

4.4.2. BCC Lattice In B C C  lattice, a vacancy can ju m p  into N =  8 equivalent positions 
a long d irec tions o f  type (11 1) and the  dipole tensor has trigonal symmetry, Eq. (184). The  
an iso trop ic  diffusion ten so r  is given by

DtJ — D{) txp((3P*le)[<Ptjj cosh(2Pjs2e12) cosh(2Pf2e13) cosh(2Pj2e^ )

+  <!>*• sinh(2P s]2Si2) sinh(2P,v2e,3) sinh(2Pjs2e23)] (194)

where for the diagonal components

cp( = ct>v =  l •j ij

while fo r  the  nondiagonal ones

<I>‘- =  t a n h ( 2 />iv2e i:/ ) and 4 *  =  1
ta n h (2 />jv2e /y)

4.4.3. FCC Lattice In F C C  lattice, vacancies ju m p  into N  =  12 neares t  neighbor positions 
located  a long  (110) d irec tions and  the  dipole tensor has o r tho rhom bic  symmetry, Eq. (186). 
T h e  diagonal com ponen ts  o f  the  an iso trop ic  diffusion tensor look ou t like

Du =  ^ D0̂ /J'i* {e^{rK~ *)8kk cosh(/>j2e,A.) +  cosh(P,v2e//)} (195)

w here  i ^  k ^  I and no su m m atio n  over repea ted  indices is implied. For nondiagonal co m 
ponen ts ,  o n e  obtains

D ik =  - K+̂ (pv - p’" )e" sin h  ( 2 )  0 96)

w here  again  i ^  k ^  /.

T able 7. N u m erica l e s tim a te s  o f  d ( k )  fo r co p p e r, using  c o m p u te r-  
cv a lu a te d  v a lu e s  o f  d ip o le  tenso rs from  [87].

d'{l) d ' 121 e l ' i  3)

V acancies 0 .4 —0.35 - 0 .8 5
In te rs titia ls 0.01 0.13 —0.16
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Figure  12. Impurity  co n c e n t ra t io n  profi les nea r  the  crack  tip in bee iron: (a)  ca rb o n  at 300°C, (b) hydrogen a t  
2()-5()0C. in bo th  cases, impurity  equ i l ib rium  posi t ions  are  in o c ta h e d ra l  interstit ial  sites.

5 .  F R O M  C O N T I N U O U S  D I F F U S I O N  E Q U A T I O N  T O  
C H E M I C A L  R A T E  E Q U A T I O N S

5 . 1 .  D i f f u s i o n  i n  a  M e d i u m  w i t h  P a r t i c l e  S i n k s

Diffusion equations considered up to now were derived from particle conservation equa
tion ( l) ,  which takes into account only the diffusion o f particles. As such, they do not treat 
either generation or loss of these particles inside the volume of the solid. Any steady-state 
distributions of particle concentration arise only due to concentration differences at external 
and/or internal surfaces o f the solid. In real life, such situations are met mostly in experiments 
specially tailored for the measurement o f diffusion transport rates o f impurities in solids.

In applications, one often meets situations when diffusing particles are created, captured 
by internal sinks, and interact with other particles, nucleating various particle complexes. 
This is a common situation, when one deals with analytical description o f the microstructure 
evolution in irradiated or implanted materials, where the sinks for implanted particles and/or 
generated self-point defects arise as a result of defect clustering into voids, dislocation loops, 
and secondaiy-phase particles. In order to describe such situations, one should consider 
modification of diffusion equations.

The simplest modification is required in order to account for particle creation. The neces
sity to include particle creation arises, for example, when one studies redistribution of impu
rity in samples during ion implantation, or the kinetics o f point defects generated by neutron 
and fast particle irradiation. It can be done very' straightforwardly, replacing (1) with

-S. +  d iv j =  K  (197)

where K  is the rate o f particle creation per unit time (and per unit lattice atom, when 
such concentration normalization is used). Here, K  can depend on both the time and the 
spatial position, and normally the creation or implantation of particles is in no way related 
to their subsequent diffusional redistribution. For example, for the case of ion implantation, 
the rate of point defect creation can be calculated using specially adopted programs, such 
as SRIM [ i 04j . ^

Much more problems are met when one has to describe diffusion in a solid containing a 
system of sinks. By sinks of particles, we mean those regions in the material that can capture 
diffusing defects at their surfaces. A ll sinks can be classified as (see Fig. 13):

• Local sinks, whose largest size is much less than some characteristic length scale in 
the matrix. Examples of such sinks are voids and bubbles in irradiated materials or 
second-phase precipitates appearing during phase transformations.
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L O O P  P R E C IP IT A T E

Figure 13. D if fe ren t  kinds o f  sinks, c i th e r  local (cavities, p rec ip i ta tes ,  dislocation loops) or  nonlocal (dislocations) . 
Location  o f  a sink is ch a rac te r ized  by a v e c to r  r ; (w here  k  ind ica tes  par t icu la r  sink),  while position o f  a po in t  at 
the sink su r face  can he  def ined  e i th e r  in the  global c o o rd in a te  system (by vector  r't ) o r  with respect to  the sink 
posit ion  (by v ec to r  6' ) .

• Linear sinks (e.g., network dislocations), whose length in one dimension is comparable 
to or noticeably exceeds the characteristic length scale in the matrix.

• Planar sinks (e.g., grain boundaries), whose sizes in two dimensions exceed the charac
teristic length scale in the matrix.

Evidently, this classification depends strongly on the choice of the characteristic length 
scalc in the matrix. As long as we are interested in particle absorption by sinks, the relevant 
length scale is the average distance L s traveled by particles before they are captured by sinks. 
In other words, L s  is of the order o f intersink distance, provided no defect recombination 
is taken into account. Note that the requirement that the average intersink distance exceeds 
considerably the typical sink sizes means automatically that the total volume of such sinks 
constitutes only a small fraction o f the whole volume of material, S 1 (where S  is the 
volume fraction occupied by sinks).

Typically, the sinks are distributed in the space o f material at random. Moreover, sinks 
of the same physical nature can have different sizes, or spatial orientation, or some other 
differences in parameters characterizing each particular sink. The presence of multiple ran
domly distributed sinks with varying parameters makes the description o f diffusion extremely 
complicated. Indeed, normally the sinks absorb particles at their surfaces, so that Eq. (197) 
is defined only in the domain between the sinks. A t the surfaces of the sinks the concentra
tion o f particles is maintained at a certain level, which is determined by particle solubility in 
the surrounding material, or, in the case when diffusing particles are self-point defects—by 
thermal equilibrium concentration of defects in contact with a particular sink. Defining this 
concentration at the surface o f sink n (1 <  n < N , where N  is the total number o f sinks in 
the material) as C ^ \  we can write down a set o f the boundary conditions as

c (r ;;,0  =  Ctf t y „ )  (198)

where rf, is radius-vector o f a point laying at the surface S„ of the sink and y n denotes the 
set of parameters characterizing the sink. The choice and the number of these parameters 
depend on the nature of corresponding sinks. For example, for a spherical void, y n includes 
only void radius R n, while for second-phase particles this set of parameters can include 
information about the particle shape, composition, degree of grain boundary coherence to 
the matrix, and so forth.

When the total number of sinks, N , and the volume of material, V,  arc very big, it makes 
little sense to exactly solve diffusion equation of the type (197) in the multiply connected 
space between the sinks, even if it were possible. However, the exact solution of the diffusion
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equation exists only for very simple systems (e.g., for two spherical sinks with fully absorbing 
surfaces [105]). The description of diffusion in a medium with particle sinks requires some 
special means of treatment.

The most straightforward numerical approach involves lattice kinetic Monte Carlo (MC) 
simulations. The specific nature o f diffusion in crystals, which includes the presence of well 
defined equilibrium positions, the well defined jump directions, and practically instantaneous 
changes of equilibrium positions with well defined jump rates determined by local environ
ment, makes it an excellent application for Monte Carlo simulations. In the most advanced 
versions, such as continuous time lattice kinetic Monte Carlo (CT-LKMC) [106], one can 
trace the system behavior at time scales up to microseconds, taking full account o f lattice 
geometry and tracking computation progress in units of time, rather than in the number o f 
MC steps.

Unfortunately, when the evolution o f sinks is considered, purely numerical approaches 
are of rather limited applicability. Indeed, typically the sink concentrations rarely exceed 
10b cm-3, and there is little  chance to describe sink competition for diffusing particles with 
typical modern sizes o f atomic arrays (MOO x 100 x 100 lattice parameters). The situation 
becomes even worse, when one is interested in diffusion in stress fields, regardless o f the fact 
that in an approach like MC, which involves only the local parameters, the incorporation of 
stresses in the description o f particle diffusion is technically very straightforward. In fact, the 
only thing that is required is the account o f stress effect on the jump energy barriers. But 
in practice, we are not aware o f MC simulations o f particle diffusion in stress fields. The 
reasons for that are quite evident. First o f all, the jump barrier modification under the effect 
o f stress can be described only provided one knows elastic force tensors o f diffusing particles, 
which require a lot o f computational efforts to be obtained and are rarely reported in the 
literature. Second, the applied stresses ( if  not hydrostatic) modify the symmetry o f defects 
both in the equilibrium position and in the saddle points o f diffusion jumps. As discussed 
in Section 2, the decisive part in the correct description o f the stress effect on diffusion is 
played by the saddle point energy, which means that MC calculations should be done with 
the exact form of jump probabilities, instead of the most widespread schemes (Metropolis or 
Kawasaki [106]), which operate only with particle energies in equilibrium positions. Finally, 
when stresses are spatially nonuniform, the jump probabilities become space dependent, 
which requires calculation o f jump probabilities at each MC step and drastically decreases 
the calculation efficiency.

On the other hand, in applications, the microstructural evolution of a material is addressed 
in order to interpret or predict the variation o f macroscopic parameters. This situation is met 
in various physical tasks [107] where one wants to describe macroscopic properties (such as 
material volume, shape, electrical conductivity, elastic constants, viscosity, etc.) in a system 
o f objects incorporated in a matrix with different physical properties. Such global properties 
are weakly sensitive to exact microstructural details and can be described by some average 
behavior o f the ensemble o f multiple incorporated objects (in our case, particle sinks).

The majority o f modern analytical treatments o f particle accumulation and absorption in 
materials with multiple randomly distributed sinks employ the so-called chemical rate theory, 
introduced originally for the description of chemical reactions in solutions. This concept was 
applied to the investigation of sink kinetics in irradiated materials in [108, 109]. The general 
philosophy of such an approach is very similar to the approaches used in analogous situations 
for the theoretical description of many-body problems (see, e.g., [110]). They assume that 
on the length scales noticeably exceeding the intersink separation, the material behaves as 
a homogeneous “ effective lossy medium," while the efficiency of point defect capture by 
individual sinks is determined in an intuitively “ self-consistent” manner. As a result, instead 
of exact concentration c, they introduce some average concentration, which coincides with c 
only in those regions o f the matrix, where the sinks are absent.

The attempts to justify the rate theory from the "first principles” are rare [111-116] and 
very often are either lim ited to very specific systems [ 1 11-113, 115] or use too strong assump
tion [109, 114]. Nonetheless, the basic equations of the rate theory allow reasonable descrip
tion of dilute sink systems in many practically important situations, while a self-consistent 
justification of the rate theory concept [116] allows one to apply it in nonevident cases,
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for example where the sinks are nonuniformly distributed id space (which is quite typical 
for ion implantation tasks. Fig. 14) or when the sinks are ordered in space cither partially 
(layering decomposition in a finite array of precipitates [117]) or fully (void lattice formation 
[118]).

Let us discuss the ideas and approaches used for the reduction o f the exact diffusion 
problem in a matrix with multiple sinks to the description of diffusion in an '‘effective lossy 
medium."

5 . 2 .  E a r l y  A p p r o a c h e s  t o  t h e  D e s c r i p t i o n  o f  D i f f u s i o n  i n  a  M e d i u m  
w i t h  M u l t i s i n k  E n s e m b l e s

5.2.1. “Cell” Model
The most straightforward approach, usually referred to as the ‘‘cell model," assumes that the 
total space o f material can be separated between the sinks so that any sink is surrounded by 
a sink-free domain (or “cell” ) and all diffusing particles that are produced inside this domain 
are absorbed by the central sink. Various formulations of this model are available [97, 108. 
109, 114, 119, 120-122]. Strictly speaking, this model is not statistical, as it is based on the 
direct solution of the original diffusion equations without any averaging over the sink array. 
Though for practical purposes this model is useful (e.g., sink strengths calculated on the basis 
o f “ cell” models roughly represent those obtained self-consistently in the effective medium 
approach [ 116]), it is not easy to justify its applicability except for the case of ordered systems 
of exactly the same sinks [114],

Because here we are interested in the illustration of the main ideas o f the cell model, we 
consider the simplest case, when only one type o f particles can diffuse in the matrix and 
their diffusion is described by Eq. (197) with spatially uniform particle generation rate K.

Let us consider first the case where all the sinks are of exactly the same type and form 
a spatially ordered array. Then we can split the space into the areas (cells) around sinks in 
such a way that they are centered at sinks, and the normal components of diffusion currents 
at the cell surfaces vanish [114, 120, 121]. In the considered particular case, the symmetry of 
the problems allows unique definition o f a cell as Voronoi (or Wigner-Seit/.) cell, while the 
spatial distribution of particle concentration in each cell is identical. Therefore, it is sufficient 
to solve diffusion Eq, (197) only in one cell, while the steady-state current o f point defects, J.

Ion implantation

High-temperature annealing

Figure  14. R a d ia tion - induced  synthesis of  n an o c lu s te rs  is a typical technological  process,  lead ing  lo  n o n u n i f o n n  
d is t r ib u t io n  o f  sinks in space. At the first stage,  a th in  layer on  a subs t ra te  is im plan ted  with ions o n  aece lc ra to r .  
T h e  ions a re  s to p p e d  at som e d ep th  inside the layer,  c rea t ing  im plan t  concen t ra t ion  profile d is tr ibu ted  a ro u n d  the 
par t ic le  p ro jec t ion  range (as show n by varying color  density  in the  top  figure). At the second  stage, th e  sam ple  is 
h e a te d  up to  the  t e m p e ra tu re  w here  im plan t  diffusion is activated. If the im p lan ted  par t ic le  c o n cen t ra t io n  excecds  
the solubil i ty  in the matrix , a layer  o f  p rec ip i ta tes  is fo rm e d  in the region of  the m axim um  initial c o n cen t ra t io n  
(b o t to m  figure).
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to the central sink is determined by the matter conservation law,

K V .
J  = ~ o r  (199)

where Vc is the volume o f the cell. However, when the sinks are different, the symmetry 
arguments do not work and the shape of cells can be determined only after the complete 
solution o f (197) is found.

In order to move somewhat further, we can modify an approach. Let us integrate Eq. (197) 
over the material volume between the sinks and apply the Gauss-Ostrogradsky theorem to 
the term with the current density. As a result, we get

~  +  =  K  (200)
/l=l

where (c)  is the particle concentration averaged over the material volume V,

(c) =  ± j i C d V  (201)

and Jn is the particle current to sink iu

J n =  D  f  Vc d S  (202)
J Sn

where integration is over the surface of the sink, S,r  In is intuitively clear that the particle
current must be proportional to the difference between the average concentration and the
equilibrium concentration at the surface o f the sink. Assuming for simplicity that the equilib
rium concentrations at all sink surfaces vanish (this condition is referred to as Smoluchowski 
boundary condition), we can write

Jn =  Z „ D ( c ) (203)

where Z n is some factor determined by the size and shape o f the cell around sink n. In 
the radiation materials science literature, it is usual to refer to factors Z n as “ bias factors.” 
This rather unusual name originated from the fact that under neutron irradiation, the main 
diffusing particles (vacancies and self-interstitials) are produced in exactly the same numbers, 
and in order for a sink to grow or shrink, it must be “ biased,” that is, capture different 
amounts o f point defects per unit time. As can be demonstrated (see, e.g., [108]), this “ bias” 
is largely determined by the factors Z n.

Having in mind (203), we can represent Eq. (200) in the form of a classical balance 
equation,

~  =  K -  kftD ( c )  (204)

where Z n called “ sink strength for particle absorption” (or simply, sink
strength).

It is interesting to mention that the derivation of (204) uses two implicit assumptions. 
First o f all, it is assumed that bias factors are independent o f the average concentration, but 
depend only on the shapes and sizes o f both the sink and the cell. This basic assumption is 
automatically fulfilled in some formulations o f the cell model (see. e.g., [123]), where it is 
postulated that the concentration at the surface o f any cell is exactly (c).  Second, there is no 
a priori confidence that cells defined by the condition o f vanishing normal current at their 
surfaces can be chosen around each sink. In fact, the only case when one can be sure about 
the existence of such cells is that where the boundary concentrations at all sink surfaces are 
the same (without any loss o f generality we can set them vanishing, Ct(" } — 0) [121].
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5.2 .2 . Effective Medium Approach
In the derivation o f Eq. (204), we did not use the requirement that the sink system is peri
odic. However, in calculation of bias factors and sink strengths the periodicity is important, 
allowing one to consider only a limited number of essentially different cell shapes. When 
the sinks are distributed in space in an uncorrelated way, the size and shape of the cell for 
each individual sink is different, and the solution o f diffusion equation in each separate cell 
does not simplify the task, even forgetting that the shape o f the cell is not a priori known. 
Therefore, additional approximations are necessary to move forward.

It is at this junction where one applies the idea that for the description of macroscopic 
material behavior, the detailed information about the kinetics o f each individual sink is 
largely excessive. In principle, it is sufficient to describe particle absorption by sinks in an 
“ average”  way, in terms o f diffusion in some “ lossy medium,” where all sinks are “ smeared” 
over the material volume. Historically, this was achieved in f i l l ,  114] by introducing the 
probability density / /V(r ] 9. .. r v) to find N  sinks in a particular realization where an arbitrary 
sink n (1 < n < N )  is located in the spatial position defined by radius-vector r„. Then, in 
addition to the spatial averaging of concentration according to Eq. (201), it is possible to 
average concentration over different possible spatial realization of sink ensembles, introduc
ing concentration

Q  =  [ {C) f \ ' ( r \i ■ ■ • . r,v) FI d r „ (205)
/!=]

In a similar way, one can introduce ensemble-averaged sink strength as

= e  f (*■.... . r.v) n dr» (206)
n=\ n=1

The advantage of this definition is that all sinks o f the same type should give exactly the same 
contribution to the sum, so that kI is determined, in fact, only by the sum over different 
sink types.

Although the ensemble averaging allows, in principle, to simplify the description o f system 
behavior at the expense of transition from individual sinks to different sink types, this par
ticular mode o f its introduction does not provide any recipes for calculation of either sink 
strength, or the average concentration C0. Therefore, the subsequent reasoning is largely 
intuitive. In particular, it can be expected [108] that in a spatially uniform sink ensemble 
Cn 5̂ (c)  and is given by an equation similar to (206),

~  =  K -  k l D C () (207)
at

with the only difference that the sink strength is given by (206). As for the sink strength, 
it is defined using an approach proposed by Maxwell [124] for determination of electrical 
resistance of suspension o f spherical particles in a medium with different conduction prop
erties. According to (202) and (203), the sink strength is determined by particle currents to 
individual sinks. In diluted sink system one can expect that a sink is surrounded by a region 
where there are no other sinks. On the other hand, far from the sink the system must still 
behave as a “ lossy medium.” Therefore, in the zero-order approximation, one can introduce 
some closed surface Soul, which encloses the sink and separates the space around the sink 
into two regions, namely, the sink-free region inside and the uniform “ lossy continuum” 
outside. Then, the steady-state particle concentration in this combined medium, c, (which 
does not coincide with either c, or (c)), is defined by equation

£>V2Cj -  k 2c { =  - K  (208)

where k 2 =  0 inside Sout and k 2 =  k 2 outside it. A t the separation surface, both the concen
tration and its first derivative must remain continuous. Solving this boundary-value problem 
and substituting c, instead o f c into (202), it is possible to find bias factors for d iffer
ent sink types and thus the sink strengths. Particular calculations for the most important
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sink geometries (spherical voids, circular dislocation loops, linear dislocations, planar grain 
boundaries) in the case of isotropic matrix can be found, for example, in [114], while the 
account of more complicated effects (in particular, related to the induced anisotropy o f par
ticle diffusion in stress field o f sinks) remains an important direction of investigations in 
radiation materials science.

The described formulation o f the rate theory allows one to calculate the sink strength to 
the end, and as such is widely used, but it has evident shortcomings from both conceptual 
and practical points o f view. Indeed, this formulation leaves it completely unclear what is 
the exact relation between the real concentration c, the averaged concentration Cu, and the 
local concentration c,, used for sink strength calculations. It follows from nowhere that the 
sink strength in (207) is exactly the same as in Eq. (208), as well as that the lim iting value 
of c, far from the sink is C(). Although the ensemble averaging of concentrations sounds 
reasonable, it is not quite evident why the sink strength should be averaged in the same 
manner, and why C(l should satisfy Eq. (207) with just this sink strength. But the most essen
tial methodological drawback o f the standard “ effective medium” approach is the definition 
o f the average concentration as primarily the average over space. This spatial averaging is 
not only excessive, but, as will be shown below, substantially restricts the applicability o f the 
rate theory, excluding from the very beginning the effects related to spatial non-uniformity 
o f sink distribution.

As for the technical problems o f this simplest formulation of the rate theory, one can 
mention at least the following. First o f all, the introduction of the sink-free region near a sink 
required the assignment of the separation surface SHUt, which is even less certain than the 
introduction of cell boundaries in the cell model, described in Section 2. In practical calcu
lations, .Soul is often shifted to the sink surface and the sink-free region is not at all specified 
[109], Second, the currents to individual sinks are defined from Eq. (208), which contains the 
unknown sink strength as a fitting parameter. As a result, the total sink strength is expressed 
through itself, which requires additional efforts for obtaining the explicit expressions for the 
sink strength.

5.2.3. Alternative Justification o f the Effective Medium Concept for 
Spherical Sink Ensemble

In order to calculate the sink strengths in a spatially uniform ensemble of spherical inclu
sions, one can use an alternative approach [111, 112, 115, 125], which is based on the explicit 
averaging of the approximate solution o f diffusion equation over sink positions. Below, we 
w ill not discuss all the details o f these papers, restricting ourselves to the most essential 
features of these approaches and leaving aside many details, especially the discussion of 
higher order corrections to the equations obtained below, which can be found in the original 
papers.

Let us assume that in some volume V  of an infinite matrix, there are N  ;» 1 spherical 
sinks. The position of the center o f sink i will be denoted as r, and sink radius as R,. Because 
normally the sizes o f sinks change “ slow” when compared to the typical times of particle 
diffusion, we can assume that the concentration of point defects adiabatically follows the 
instantaneous sink ensemble configuration, so that one can restrict to the quasi steady-state 
diffusion equation, which here w ill be considered in the form,

At the sink surfaces, the thermal equilibrium concentration o f particles is maintained. 
Eq. (198), and this equilibrium can depend on the inclusion sizes, for example according to 
the Gibbs-Thomson relation

where C ‘:’h is the equilibrium concentration at a flat surface and y  is the sink surface energy. 
Far from the region V . the concentration tends to some constant value c\ . which can be 
considered as a free parameter defined bv a particular task. For the purposes of this paper.

(209)

(210)
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it will suffice to restrict ourselves to the case where =  CJj,, though in particular applications 
this restriction is not necessary (see, e.g., [126, 127]).

In a diluted sink array (i.e., when the intersink distance is much bigger than any sink size), 
it is possible to assume that in the zeroth-order approximation the sinks are point-like [112], 
so that the strength qn o f a sink is defined by relation

q „ =  f ( e l" 'Vc)dS  (211)
■Vi

where e('° is the unit vector o f external normal to the sink surface and the integration is
over the sink surface S,r Then, Eq. (209), which is valid only in the domain between the
sinks, can be rewritten in the form defined in the whole material,

V2c - X > / „ S (  r - r „ )  =  0 (212)
i—l

The solution of Eq. (212) tending to Ct°h far from the sink array can be written down as
where 8 denotes the Dirac’s delta-function

th

c =  7 (213)47T /I=1 |r -  r#l|

where sink strengths q, must be found self-consistently. For this purpose, one can assume 
that in dilute sink ensembles the formal solution (213) can be valid also for finite-size sink 
(in other words, one can retain only the lowest order terms in the full multipole expansion 
of the solution [111]). Then, one obtains N  equations for the determination of unknown qi 
by demanding the fulfillment o f boundary conditions at the sink surfaces,

t  +  £  =  4 7 r [ C *  “  c* ' [R‘)] ( 2 1 4 )R i y= i I j  /1 K i
j*i

where K th =  87rC"hy ( l / k BT.
In general, the sink strengths q{ in equation set (214) depend on all cluster positions and

sizes, which makes the description of the ensemble evolution quite a complicated problem. In
order to treat it, two complimentary approaches are possible. On the one hand, it is possible 
to specify some particular sink realization and then find the sink strengths numerically, 
regardless o f the fact that for sufficiently big cluster systems, this can require large computer 
time and storage memory. Having in mind that the value of qi determines the rate of cluster 
size variation,

d  R
AttR 1, ~  =  Dq,  (215)

one can follow in this way the time evolution o f the sink ensemble. Such an approach was 
applied in [117] to the investigation o f the competition between Ostwald ripening and self
organization (layering) in a finite system of spherical clusters.

On the other hand, for macroscopic description o f the cluster ensemble, one can use the
ensemble averaging described above. For example, the average concentration is obtained by
averaging over positions and sizes of all sinks,

Q  =  C  +  [C h(K o) -  0 ( r ,  0  (216)

where R{) is some characteristic value of cluster radius (e.g., the initial or the average cluster 
radius), s is the nondimensional supersaturation o f particles,

v= c  /< I / , Qi
(217)
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Cs =  N / V  is the average volume density o f clusters, Q \( r,-, R,)  is the average o f <7, over 
positions and sizes of all sinks except the / th one, Rj) is the probability density to
find this sink in position /*, with size /?,, and integration over cluster radii includes all the
range of cluster size variation. In writing down (217), we have taken into account that all 
sinks are statistically independent, and summation in (213) gives simply the cluster number 
density.

In order to determine the average impurity supersaturation, Q\ is to be determined self- 
consistently. This can be done by averaging Eq. (214) with respect to parameters of all 
precipitates except the /th one. The result is

Q' +  Q R . f  - — - f l ^ d r j  dRj  =  —/?th (218)
i I y /I

where Q 1/  defines the average of q{ over positions and sizes of all sinks except sink / and 
sink j .  In turn, the functions Q 1/  are obtained by appropriate averaging of (214), which gives 
for sink /:

Q ‘! +  7 ^ 7  +  c4 R, f  r ^ - , f [ k)d v k d R k =  (219)
lr , ~ ri\ h'  ky “  r,\

and a similar equation for sink y, where Q'jjk denotes the average of qx over parameters 
o f all sinks except sinks /', j ,  and k. Continuation of this procedure results, generally, in a 
hierarchy of equations for the moments of q, [111, 112]. Strictly speaking, this equation set 
contains still many equations, but, in contract to (214), this hierarchy o f equations can be 
truncated using some physical reasoning [116]. Evidently, the simplest way to proceed is to 
assume that q{ depends only on the parameters o f the /th precipitate, qt =  c/,(r,, /?,). This 
assumption means, in particular, that one neglects any correlations in the mutual disposition 
of precipitates (imposed, e.g., by the finite precipitate sizes). Then, the equation for Q) can 
be written down in a closed form

r C ? ! ( r , ,  R:) (i)
e ;.(r„ R.) +  CXR , b ± L — d f l > ' ( r r  Rj ) d ry d R J =  (220)

Jy Iry “  r i\

where we have taken into account that, due to the statistical equivalence of all sinks, Q\
and Qj  describe essentially the same functional dependence on sink position and size. For
the same reason, the one-cluster distribution function does no depend explicitly on the sink 
index, so that the subscript in / ,  can be omitted. Multiplying (220) by f {(rh Rj ), integrating 
over the whole range o f cluster radius variation, and using the normalization condition

j f i ( r , R ) d R  =  nx(r) (221)

where « v(r) is the specific number density o f precipitates at point r, one obtains

/■ " s ( r ' ) Q ( r ' )

w'here

Q ( r )  +  C , R ( r )  I ' j  j  d r  =  - R lh (222)
J{- |r — r/|

0 ( r)  =  - A _  [  o ; ( r , /?)/•,(r, R) d R  (223)
ft A y ) • ", (r)

R ( r ) =  ~ 7  [  Rf\ ( r , R ) d R  (224)ns(v) J

Taking into account Eqs. (216) and (217), we can reformulate (222) in the form of a con
ventional rate equation in a lossy medium,

— k 2[C — C lh(R)] — 0 (225)



Diffusion in Elastically S tra ined  Solids 517

where the sink strength k 2 is:

k 2( r) = 47rC ,f l,( r )£ (r )  (226)

Note that k 2 is defined here as a function of spatial position r. We thus see that the statistical 
approach described in this section is indeed equivalent to the description of the precipitate 
system in terms o f rate theory, while Eq. (222) is an integral equation formulation o f the 
rate theory approach for a special case of spherical sinks.

5 . 3 .  S e l f - C o n s i s t e n t  J u s t i f i c a t i o n  o f  t h e  R a t e  T h e o r y

The treatment o f a spatially homogeneous system of identical spherical sinks includes already 
the important features o f an adequate approach. The most important achievement of this 
treatment is a clear demonstration of a hierarchical nature o f the rate theory equations 
describing diffusion in a many-sink system. However, the hierarchy obtained in Section 5.2.3 
is, in fact, that o f approximate solutions o f exact Eq. (209), which arises when boundary 
conditions at the sink surfaces are to be satisfied. It is possible to proceed in a somewhat 
different way [116], so that a statistical description o f point defect diffusion in a many-sink 
system would lead to a hierarchy o f diffusion equations themselves, irrespective o f either the 
particular shapes o f sinks or to the choice of boundary conditions. The only assumption that 
will be directly used at a certain point o f the treatment is that the sink system is sufficiently 
dilute, in a sense described in the beginning of Section 3.3. This requirement is, by definition, 
satisfied for local sinks, so here we restrict our presentation to the discussion of local sinks. 
An expansion on nonlocal sinks can be found in [116].

5.3.1. Statistical Averaging of the Boundary Value Diffusion Problem
As already discussed, an arbitrary local sink n can be characterized by a set o f parameters

=  ( r«» Jn)» which includes sink position in the matrix, r„, and a set o f other parameters, 
which we have denoted as y n. The complete set o f parameters for all sinks will be briefly 
denoted as H =  ( f t , . . . ,  £;V) and the space o f all possible parameter sets H as {H}.

For any particular realization H of the sink system, the concentration c o f point defects 
in the space between the sinks satisfies Eq. (197) with boundary conditions ( l 98). In addi
tion, an appropriate boundary condition on the outer surface o f material should be defined. 
However, here we are interested in the case o f V  oo (and N  -+ oo, so that the ratio 
N / V  remains finite) and only demand the boundedness o f c everywhere in the matrix as its 
volume tends to infinity. Evidently, the concentration satisfying this boundary-value problem 
depends not only on the spatial position r and time, but on the distribution of sinks as well, 
c =  c (r, f|a ).

Normally, the timescale o f particle concentration redistribution around the sinks, r y, is 
much shorter than that for evolution of the sink system itself. Therefore, in what follows we 
neglect the temporal evolution of the sink system when dealing with the problem of particle 
diffusion to sinks. This simplification imposes a certain limitation on the form of the particle 
diffusion Eq. (197). Indeed, the retention o f the derivative term in (197) is reasonable only 
for those time-dependent tasks where the characteristic timescale is much shorter than r v. 
On the contrary, when timescales bigger or of the order r v are of interest, the point defect 
concentration profiles can be regarded as quickly accommodating to the instantaneous state 
of the sink system, and thus the diffusion problem should be treated as a steady-state one.

Equation (197) is defined only in the domain between the sinks, and for different realiza
tions o f the sink system the domains of definition o f Eq. (197) are different. Because our 
aim is to average this equation over different realizations of the sink system, it is more con
venient to rewrite (197) in such a form that it were defined in the whole volume of material 
and would automatically give correct values of concentration in the domain between the 
sinks. This can be achieved, much in the same way like it was done in Section 3.3.3.3, by 
incorporating the boundary conditions at sink surfaces into the diffusion equation itself,

' V

J l ^ K  +  D V - c - £ ( j e ('',m )  
/i-l

(227)
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where 8( S n) is the surface delta-function, defined as (see, e.g., [128])

S ( S „ ) = J s 8 ( r - r l ) d s (228)

where <§(r — r,',) is the three-dimensional Dirac’s delta function and integration is over the 
points r* belonging to the surface Sn o f the nth sink (Fig. 13). This function has the property 
that for any function o f spatial coordinates / ( r), the following relation holds [128]:

Equation (227) coincides with (197) in the domain of definition o f the latter, whereas inte-

the integral over the internal volume o f sinks can be neglected. This latter assumption seems

diffusional redistribution inside the sinks.
The next step is also very close in spirit to what is done in the preceding section. Namely, 

let us assume that the probability clP to find a system of sinks in a small volume d£  =  
d ^ d ^ 2 • • • di~N o f the parameter space {H } around a point 5  is given by some /V-sink prob
ability distribution function f N { H )  such that

Let us fix now m  sinks (0 < m  < N ) ,  numbered as /,, i 2 ,  . • • , and define the corre
sponding rath order moment of concentration in the matrix point r between fixed sinks,

The zero-order concentration moment C() is defined in the whole matrix volume and has 
the physical meaning o f an average particle concentration in the material. The higher order 
concentration moments Cm(m  > 1) are defined only in the domain external to the fixed 
sinks, and integration in (230) is performed over positions o f nonfixed sinks in this “ external”  
domain (as f N must prohibit sink overlap).

An equation for the mth moment o f concentration can be obtained from (227) by aver
aging over parameters o f all sinks, except the fixed ones.

f  f ( r ) S ( S a) d r  =  J  f ( rn) dS
• S..

gration o f (227) over the volume o f material provides the correct particle currents to sinks, if

reasonable for dilute sink systems and corresponds to the neglect o f particle generation and

d P =  V Nf N( a ) d ~ (229)

The normalization condition is then, evidently,

V N j  f N( B ) d E  =  1

(230)

where we have introduced the m-sink distribution function /« '

(231)

and integration in the phase space excludes the fixed sinks,

'C , iV
=  K  +  D ^  C,, -  D  V  1 

at —;
(232)

is -- I
n * i j. .
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where the particle loss intensities , are given by

and is a conditional probability to find sink n with the parameter set when m
other sinks have fixed parameter sets £k(k =  /„,):

r(i|
( " i ' i 1  i t  t  n _  l a i ± i —

T»?-M I =>/, ’ ’ * ’ =/,„/ r*(f 1 )
7"I ”

In order not to make subsequent expressions too cumbersome, we use a simpler notation, 
such as or even omit the superscripts, when the numbering of fixed sinks is unequiv
ocal or unessential. Note that, due to normalization condition, <p\n) =  f [ n .

Substituting the definition o f the surface delta-function into (233) and performing inte
gration over the nth sink position, we obtain

C V  =  V " I  dJnj .  d S [ { e ^ V C l ^ ) ^ X H=r (234)
7/

The conditional probability y n\ . . . )  should not change noticeably over the dis
tances of the order o f a sink size, that is

and thus ",) would not contribute to the surface integral. Then, Eq. (234) is reduced to

C i  ’ =  1 f d y j ^ i r, y n) f  (235)
J J s „ lr„=r-b̂

where b* is the radius vector o f surface point, defined in the local coordinate system origi
nating at the sink position (see Fig. 13).

Substituting (235) into (232), we see that in order to determine the concentration moment 
C m in a point r  in the matrix surrounding m  fixed sinks, one needs to know the concentration 
moments Cm+, for all systems, consisting of these sinks plus one more “ probe” sink, placed 
near this point r  in such a way that it “ touches” r with some point o f its surface. In other 
words, Eq. (232) represents in fact a hierarchy o f equations that requires knowledge of the 
higher order solution in order to determine the lower order one.

The boundary conditions for Cm are determined by averaging Eq. (198) over the positions 
o f all sinks except the m  chosen,

c ^ { r l )  =  c f h)( y k) for k =  (236)

A  finite number o f sinks always lies within a finite volume o f material, and therefore addi
tional assumptions are necessary to specify the concentration moment behavior far from the 
system of m  fixed sinks. In particular, the boundedness of concentrations Cm far from the 
system of sinks is a reasonable boundary condition at infinity. This boundary condition at 
infinity can be made more specific, if  we introduce the “ concentration locality principle,” 
postulating that any sink n contributes to the concentration field c only at distances not 
exceeding some “ extinction length” from the sink, while its contribution to c quickly van
ishes as |r — r ;i.|/An —> oc. This heuristic principle is physically reasonable and usually can 
be justified a posteriori [1 11, 112, 116]. An immediate consequence of the locality principle 
is that the /7th sink contributes to the concentration in a matrix point r  only provided it is 
located at distances within A„ from this point. Then it is easy to show [116] that far from the 
fixed sink system the boundary conditions for concentration moments o f the order m  > 0 
are reduced to

Cm(r -  00) -  C0 (237)

r

while the only restriction on Q  is that it should remain finite at infinity.
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5.3.2. The Mean-Field Approximation
The discussion in the previous section demonstrates that instead o f the exact solution of a 
particle diffusion equation in extremely complicated domain between the sinks, it is possible 
to reformulate the problem in terms of a hierarchy o f diffusion equations for concentration 
moments, which describe the particle distribution in an “ average” sense, that is, fixing a 
finite number o f sinks that are of immediate interest and “ smearing” all the remaining sinks 
over the matrix. Because the application of statistical treatment is reasonable only in the 
case when N  ;» 1, the total number of equations in the hierarchy, though finite, is extremely 
big. However, very similar to the consideration of Section 5.2.3, we can now invoke physical 
arguments and truncate the hierarchy at some fixed value of m,  which is a standard method 
of hierarchy uncoupling in statistical physics [ 110].

In this section, we restrict ourselves to the simplest case of the first-order hierarchy of rate 
equations, corresponding to truncation o f the full hierarchy at m — 1. According to (232), 
the average particle concentration satisfies the equation

grand for different surface points r,'t are determined for the sink locations selected so that the 
sink “ touches” spatial position r  by corresponding surface point. However, when the length 
scale of spatial variation of the one-sink distribution function, Lr,  considerably exceeds the

A t m 1, Eq (232) for the zth sink (i =  1........N )  contains the loss terms / f ' 1*', which are

near sink n. In order to truncate hierarchy (232) at the level m  — I, one must approximate C2 
with the help of C, and C0. The approximation formula should, evidently, be symmetric with 
respect to sink transposition and satisfy the concentration locality principle (i.e., for widely 
separated sinks, C2 near each sink must be mainly determined by the parameters of this 
sink). However, even subject to these restrictions, the choice o f the approximation formula 
is to a large extent voluntary [116]. The simplest and very evident choice is prompted by the 
following reasoning.

Far from the sink system, the concentration moments tend to the average concentra
tion C0. Therefore, the concentration deviations near the sinks, 3„, =  C0 -  C,„, are nonzero 
only in the immediate vicinity of sinks. Let us assume that for an arbitrary' pair (i, j )  of sinks 
<3sJi( r '|£h £j) Is simply a sum of local concentration deviations S ^ r ' j ^ . )  and 8 ([2,' . ( r ' | | | ) ,  or, 
equivalently.

This relation constitutes the “ mean-ficld" or “ first-order additive” approximation, for the

(238)

where

(239)

and

(240)

Calculation o f J l " \ r, y„) is quite nontrivial, because spatial derivatives of C[n) in the inte

sink size (which we can expect at least for dilute systems o f local sinks), j \ " ] is approximately 
proportional to the particle current to /ith sink located in point r  [116],

defined by the gradients of point defect concentration Cl"' ( r ' | £ , - ,  f „ )  in the matrix point r

(242)

concentration moments. Its substitution into 11"1' 1 gives

( 243)
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where j \ ' :) is given by (241) and depends on the first-order concentration moment. Hence, 
substitution of l \"V) into (232) results in a closed-form equation set for C[' ' (/ =  I. . . .  , N) .  
These equations look out very similar to the equation for C„. Indeed, the particle loss 
efficiencies (239) and (243), entering equations for C,, and C;|, respectively, differ only due 
to the difference between distribution functions /, : ' (£,,) and ^ " ’’ '( r , %J| f /). However, when 
all sinks are statistically independent (i.e., their positions are completely uncorrelated), one 
can assume simply that

£ ) = / , * " ’ (£■) (244)

for all sink pairs (;',/)- It should be kept in mind that this assumption can never be strictly 
correct, because the overlapping of sinks is in any case not allowed, which already implies 
the correlation between sink positions. Nevertheless, for a dilute system of randomly dis
tributed sinks, this approximation seems reasonable, even if not exact, because overlapping
sink configurations in such system should give negligible contribution to point defect loss
efficiencies.

I f  assumption (244) is accepted, then =  l \" ]. Subtracting Eq. (239) from (243) and 
neglecting the loss term l \ ‘] (which is of the order of V ~ ] <«c 1), the following equations for 
the local concentration perturbations <51 are obtained:

/ o(')
’ =  D V 28 {‘] (245)

dt

while the boundary conditions are

S f( r * )  =  Cl‘] -  C0(r?) (246)

and

g ,'1 —*■ 0 far from the sink.

The average point defect concentration does not vary much at the length scale of the
order o f sink size, and in the boundary conditions we may replace the average concentration
Ce(r?),  defined in the sink surface point r-, with its value C0( r () in the sink position point r,. 
A fte r this substitution, it is possible to introduce a nondimensionai function i/,'1,

5 \ n =  iC ,1' 1 -  C 0( r , ) } v "  (247)

and the equation for the average concentration C0 is finally reduced to

~ = K  +  K lh +  D V 2C0 -  k l D Q  (248)

where K lh describes particle emission from sinks,

A 'lh =  E  /  C ^ ( y n) f l n)(r,  y„)j'-"'(r. y„)dy„ (249)
11= I

and k(t is the sink strength, defined as

-  !■ E  ( f ! n)(r > y , , ) / '” (r- y„) d y n (250)
V «=]

where

y„) =  -  [  (e1"'Vu1/ '1)! dS  (251)
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a n d  d*'1 sa t is f ie s  t h e  b o u n d a r y  v a lu e  p r o b l e m

(252)

) =  1 and u,0 -*• 0 far from the sink.

Equation (248) is our final aim, because it is the usual balance equation for the average 
point defect concentration in the matrix, while the set of equations (250)-(252) justifies the 
conventional procedure of sink strength calculation, as proposed in [108, 109], when each 
sink is inserted into a “ lossy” continuum with some average point defect concentration C0 
and the local deviations of concentration are found in the sink vicinity, to be used afterwards 
to find k}y However, the present treatment gives k 2 in a more general form as compared to 
the usual introduction of the sink strength.

First o f all, here the sink strength is defined as a function of sink distribution and geom
etry only, but it does not depend on any parameters of material and irradiation. In other 
words, the sink strength is the intrinsic property o f the sink system itself. The usual formu
lations of the rate theory simply postulate this statement without any justification. Second, 
the sink strength given by (250) explicitly depends on spatial positions of sinks (through 
the distribution function f \ n)) and thus the Laplace operator in (248) cannot, generally, be 
omitted. Only when the distribution of sinks is uniform in space [i.e., / ,  = / l(H)(Ci)]> the
sink strength k  ̂ and concentration C(J are constant throughout the matrix.

I f  all the sinks were different in their physical nature, the calculation o f sink strength from 
(250) would remain quite a problem, as the total number of equations defining the functions 
u(l,) would remain extremely large. Howfflger, real physical systems deal usually with sinks of 
the same physical nature, or with sinks belonging to a limited number of different types, 
so that all sinks o f the same type are equivalent. Note that sinks equivalence is defined 
only with respect to particle absorption, but, as long as one is not interested in the sink 
system kinetics, physically different sinks that absorb particles in exactly the same way can be 
considered as belonging to the same type. In fact, it is sufficient that sinks of the same type 
have the same geometry and can be described by a unique expression fo r equilibrium point 
defect concentration at the sink surface. For example, spherical sinks with Smoluchowski 
boundary condition C,h =  0 can include voids, gas bubbles, second phase precipitates, and

Introduction o f sink types allows considerable simplification of sink strength calculation. 
Indeed, let us suppose that the material contains K  different sink types, each comprising 
N p )>> 1 sinks [ p  ■■ I , , . . .  K ), so that V  .V,, =  N . Because all sinks within a type are equiv
alent, the probability distribution function f N( 3 ) is symmetric with respect to permutation 
of parameter sets corresponding to sinks of the same type. Therefore, is the same for 
them, and Eq. (251) gives a unique expression for particle current to all probe sinks of the 
same type. Hence, Eq. (250) for the sink strength can be rewritten as a sum over different 
sink types

and a =  N . ,/V is the average concentration of />type sinks per unit volume of material, in 
agreement with the standard rate theory treatments, the total sink strength can be written 
as a sum of sink strengths for all sink classes in a material, and thus only K  boundary-value 
problems of the type (250)~(292) should be solved in order to find the sink strength

so forth.

(253)

where

(254)
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5.3.3 Higher-Order Corrections to the Sink Strength
In the preceding section, we discussed the case of very dilute sink system, when the hierarchy
(232) can he truncated already at m  =  1. In terms of its physical meaning, this approxi- 
matioi corresponds to the neglect of any diffusional interaction between individual sinks. 
This approximation is certainly valid for extremely diluted sink ensembles, where the volume 
fracticn occupied by sinks is negligible, but can become insufficient, if  the system contains 
close iink pairs, trios, and so forth. Such situation may arise when one tries to consider the 
effect, o f finite (though yet small, S  <<c 1) total volume of sinks. In this case, it is necessary 
to talc into account higher order corrections to the sink strength, and the first attempts to 
investgate the higher order corrections to sink strength were made already in [111, 112]. In 
this section, we briefly discuss how this can be done in terms o f the statistical approach. In 
order not to involve unnecessary complications, we assume from the very beginning that all 
sinks ire statistically independent and restrict ourselves to the steady-state form of diffusion 
equaton (197).

In )rder to consider close-laying sink configurations, one has to account for diffusional 
interaction o f sinks, which can be achieved by truncation of (232) at levels m  > 1. As we will 
see, tie bigger is the selected truncation levels, the bigger amount of sinks in close-laying 
configurations are taken into account. From the technical point o f view, hierarchy truncation 
is acheved by introduction o f an approximate relation, allowing to express the (m  +  l)-th  
conceitration moment in terms of lower-order moments. However, starting already from 
m  =  2, the formulation of reasonable approximation expressions demands more sophisti
cated reasoning than simple intuitive considerations that led us to relation (242).

Let us assume that the concentration locality principle, as formulated in Section 5.3.1, is 
fulfilled for any sink in the sink system. Then it is tempting to assume that for any particular 
sink realization H, the real concentration c can be presented as a sum of correlation functions

f( r |H )  =  £„(r) +  £  U  +  • ■ ■ (255)
//= 1 11= I rn= Int n̂

so th it is independent o f sink positions, whereas £\n\  and so forth, depend only on 
positims o f sinks denoted by corresponding superscripts. The definition implies that for any 
correation order /?, the corresponding correlation functions £ p ”‘lp) essentially depend on the 
paraneters o f all p  sinks and cannot be expressed as some linear combination of lower order 
correation functions. In conjunction with the concentration locality principle, this means 
that » 0 when the distance between any two sinks in the set ( / , , . . . ,  / ) noticeably
exceeds the maximum extinction length for these sinks, Amax. In other words, correlation 
functon £pX'"tp) does not vanish only in the vicinity o f close configurations of p  sinks. This 
property o f correlation functions is especially convenient for dilute sink systems, where close 
configurations of several sinks are the rarer the bigger number o f sinks they contain, and 
thus t is possible to introduce sequential approximations by omitting all correlations higher 
than he desired one.

Wien assumption (255) is valid, the average concentration C, defined by (230) has the 
form

C() =  &  +  £ ( C ' ) „  +  E  E +  • ■ (256)
n — I It- I m- 1

rn^-n

when the angular brackets mean averaging of corresponding value over parameters o f sinks 
indicited by subscripts, that is

=  y ~ p f  (257)

and ’/ / '”J/,) is a p -sink distribution function, which is obtained from f N by integration
over parameters of all sinks except those fixed. When all sinks are statistically indepen
dent. the higher-ordcr concentrations C p( p  > 1) can be expressed in terms of lower-order
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concentration moments and “ concentration deviations” 8 p, which are expressed in terms o f 
correlation functions of order p  and higher [116]. In particular,

c |°  =  C0 + s\i] (258)

c f  =  C}'1 +  C\J) -  C„ + 5^' (259)
c m  =  c ui) +  c y * ) +  c <«) _  c io _  c u> _  C j*) + C() +  g(^) (260)

and so forth.
It can be seen that the retention in (255) o f correlation functions whose order is lower

or equal to some fixed value p  has a consequence that concentration moments of the order
higher than p  become linear combinations o f lower order concentration moments. In partic
ular, the first-order additive approximation, as specified by Eq. (242), corresponds to omis
sion in (255) o f all correlations between individual sinks. It is therefore natural that in this 
approximation, the concentration field near a sink, described by (242), is not influenced by 
other sinks. A  more detailed description includes, evidently, the account of close sink pairs 
in hierarchy (232), which can be achieved by the hierarchy truncation at the level m  =  2, 
which corresponds to the second-order additive approximation. Let us briefly discuss this 
approximation, restricting ourselves to the steady-state diffusion equation.

In this case, the approximation formula for Q  is obtained from (26(3) by setting 8? =  0. 
The calculation o f the third-order current / ^ |//) is noticeably simplified by the fact that the 
terms independent o f the /?th sink parameters do not contribute to it [116], so that

j i m  = j u w  + j t nm _  j u n  (261)

and thus hierarchy (232) includes equations for correlation moments up to C\. It is more 
convenient, however, to study equations not for C2, but for the second-order deviations 82, 
introduced in (259). Taking a linear combination of equations (232) for m  =  0, 1,2 and 
neglecting the combination of terms ( / 2yi/) -f /2,|j,) -  7,(,) -  l [ j )) / V 9 which is o f the order o f 
V ~ [ 1, one obtains

V2s f  = 0  (262)

with the boundary conditions

« f(r ? )  =  - 5 ,/ ,( r f ) « - S i i)(rf.) (263)

S f  ( rp  -  (264)

and —!► 0 far from the sink pair. Here it is assumed that the first-order concentration
deviations from one sink do not vary much over the distances of the order o f the other sink 
size. Then, 8 {̂ J) can be written down as

8 f ( r )  =  - ^ ( i v ^ ^ r )  -  S ' / V ^ f V )  (265)

where functions v\‘'l] [for any pair (/, j )  of sinks] are independent o f the first-order concen
tration deviations and, like satisfy the Laplace equation, while boundary conditions at 
the sink surfaces are

ul,|j,(r;) =  1 and =  0 (266)

An equation for the concentration moment C, is also conveniently replaced with that for the 
first-order deviation 8,. Substituting (265) into the second-order current and performing 
evident transformations, one easily obtains

(267)
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where

=  - i E  / ^ " ( r ,  ?„) /. (e('l lV iil"|,|)|r,=rt/.S' (268)
K /l=l 1 V‘S" "

n*t

G\,] = 17 T. f  c,y T J 5!," (rlr - y j  /  (e(")VuV'">)|r,==rc/5’ (269)
K „= r  "

Boundary conditions for are given by (246). Replacing in (246) the value o f C0 in a sink 
surface point with its value in the sink position point, we can express S\l] as

-  CiI( r>)t»;/> (270)

where both and i/,0 satisfy Eq. (267) with boundary conditions at the sink surface

w‘° ( r j)  =  1, § ;'> « ) =  Q ,

and with vanishing boundary conditions at infinity. Then the balance equation for C() is
identical to that obtained in the first-order approximation, Eq. (248), with the only modifi
cation that

*.h =  -7 7  £  / ^ / r ' V ,  %,) /. (e," ’V < )) |r =rrf5 (271)
K «=r ‘s«

instead of (249). Note that, in contrast to the first-order approximation, one can express S\l] 
in terms o f a unique function v\n only when C[h is the same for all sinks and

Comparison of Eqs. (267) and (245) reveals considerable difference between the governing 
equations for 8\n in the first- and the second-order approximation. Equation (245) describes
diffusion to the zth sink in a matrix free of other sinks, whereas Eq. (267) contains the loss
term with the sink strength (A'j0)2, providing “ screening” o f deviations 8\n at large distances 
from corresponding sinks.

5 .4 . N o n lin e a r E ffec ts  o f S tress  D ue to  S ta tis tic a l 
A verag in g  o f S in k  E n sem b les

Up to now, the discussion in Section 5 was devoted to presentation o f the basics o f the rate 
theory, without considering the effects o f stress on diffusion. Here we discuss how the general 
approach presented above can be generalized in order to include the effects of elastic fields 
on the particle diffusion. This consideration depends on the nature of the elastic strains.

5.4.1. Sink-Independent Elastic Strains
When the strains are created by some external loads and do not depend on the sink distribu
tion in space, the generalization is straightforward, because the only difference as compared 
to Section 5.3 is that we should start from an anisotropic diffusion equation (137) instead 
of the isotropic one, Eq. (197). Let us restrict ourselves to the case of steady-state diffusion 
equation, which can be written down as

± D ~  +  K =  0 (272)
fix; J dxj

At sink surfaces, the concentration of particles is maintained equal to that in thermody
namic equilibrium. It means that the probability to find a particle (for generality, an oriented 
one) in a position m just one jump away from the surface of sink n is equal to

P u  =  Q ( % i ) e x p j 8  E t (273)
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where the thermally equilibrium concentration at sink surface depends, strictly speaking, on 
the normal stresses acting on the sink surface, because the attachment of a particle to sinks 
implies the shift of the sink boundary and thus requires the work against the stresses acting 
on the boundary. Averaging the probability p™ either over particle orientation on site (for 
the case of easy particle on-site rotation), or over different jump sublattices (for long-range 
orientation memory), as done in Section 3, we obtain

! « ( r , ' , )  =  Cth(y„) (274)

Thus, it can be seen that in the case of elastically loaded materials, the steady-state diffu
sion is completely described in terms of renormalized concentration of particles, w ,  and is 
insensitive to the energies of particles in equilibrium positions.

Because the diffusion tensor is insensitive to sink parameters, the averaging over sink 
ensemble is performed in exactly the same way, as it is done in Section 5.3. In particular, 
the concentration moments are defined as

y m - N

C™ =  T r a  I  w { r ' (275)
Jm

and the hierarchy of equations for concentration moments is given by

d x ,  d x ,

A n  |/, 
m + l =  0 (276)

117=11

where the particle loss intensities I m + l  are given by

1<«l* i ■■■>„,) 
m +  I d S /)  r (n) w±i__

kl k d x ,
(277)

r b'

Restricting ourselves to the first-order approximation (242) and expressing C, in terms of 
the average concentration and the normalized concentration deviation v, according to (258) 
and (247), we obtain for the average concentration C0 an equation

T ~  D>J +  K  +  K <u -  *oA>Q =  0 d x ,  J d x ,
(278)

where K [h and are given by Eqs. (221) and (222), respectively, with

y„) =  I  
Mi Vki <?k

(-0^1
(«)

d x ,
d S (279)

while Eq. (252) for v \ ‘ should be replaced with the anisotropic form,

i . D ‘<  
d x ,  ,J d x ,

(280)

5A.2. Internal Elastic Fields
In addition to external elastic fields, the particle sinks themselves can create in their vicinity 
elastic stresses. These stress fields can arise as a reaction of the local material inhomogeneity 
on the action of external stresses but can be equally well the inherent property of sinks.
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Examples of the first kind are stress fields in an externally loaded material, which arise 
arounJ crack tips and largely exceed the external loads, or stresses arising around second- 
phase inclusions with elastic constants different from those of surrounding material. On 
the otier hand, dislocations create around themselves long range elastic fields [10] in the 
absen.e of any external loads. Evidently, in the case where the elastic fields are created 
by sines themselves, it is no longer possible to neglect the elastic field dependence on sink 
positions during the ensemble averaging, as done in Section 5.4.1.

Let us start with the diffusion Eq. (272) with boundary conditions (274) and insert the
bouncary conditions into the diffusion equation

+  0 , , ) ^  +  K  +  E ( j e ('0)S(S„) =  0 (2 8 1)
'  1 j  n= 1

where the diffusion coefficient tensor is written in the form of equation (127) and the particle 
currert density is given by

A =  (282,

Using the averaging procedure of Section 5.4.1, we obtain the hierarchy for concentration 
moments C m in the form

D(1V2C„, +  A,div E,„ +  K -  D a £  =  0

1 - 'm

where

=  7 ( 2 8 4 )J m  I

=  j / - 1 /"d y ^ ' i r ,  y„) f  d S ( e w ( V C <Jl '+ \ ' “' " ] +  E ,, (285)
' *

The evident new feature of the hierarchy is the appearance of terms depending on the stress- 
affected diffusion current, as determined by vector Em. Because the subsequent uncoupling 
procelure affects all other terms in (283) in a fashion already discussed in Section 5.3, 
only he contribution of Em to the rate equations and the sink strengths is addressed 
below To simplify presentation, we assume vanishing concentrations at the sink surfaces,
c lh = 0. ' "

Geierally, when both w  and 9 ki depend on positions of sinks, E,„ cannot be directly 
expressed in terms of concentration moments. However, in dilute sink systems, further 
progress is possible due to the fact that any sink contributes to the overall stress field only in 
its imnediate vicinity. Indeed, the elastic strains noticeably affect diffusion if the energy of 
their nteraction with diffusing particles is not negligible with respect to k B T .  In the case 
of local sinks, the characteristic length Lel of strain decrease below the sensitivity level is 
of { he  order of the sink size. In the case of dislocations (linear sinks), L c] can noticeably 
exceed the transverse size of the dislocation core, however, the typical values of Lcl in metals 
(L®1 i  1 nm for vacancies and L eJ  < 2  nm for interstitials) are still considerably less than 
the a/erage intersink separation. The consequence of this short-range nature of particle 
interaction with sinks is that in dilute sink systems, a diffusing particle elastically interacts 
mainv with the nearest sink. This consideration allows to immediately write down (285) in 
the standard form

1 „ /. /  rl / r' 0 \ —,nin)
i ”

m +  1

i /  HC ' 1 \

- 7 7 / <P m + i ’(r ’ ) f s  , +  <; >) — (286)
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where f?!"1 is the anisotropic part of the diffusion coefficient due to the effect of elastic 
strains produced by sink n  and the external strain e',' (not dependent on sink positions), 
if present.

The transformation of the term with the divergence of E,„ is not so simple, as E,„ is defined
in an arbitrary space point, not necessary close to any sink. However, having in mind the
locality of elastic stresses created by individual sinks, we may approximate the elastic strains 
in an arbitrary point of material as

=  4  +  E  4 °  (28?)
n=i

and restrict ourselves to the case when the internal stresses arc small, so that 6 kl can be 
expanded to the first order in strains, giving

K  +  E  C  (288)
H=l

Then

t ” ‘  77, + v  ^  1  “ “ d x ,
1 n - 1 1

• I",...... d ( „  (289)

where is the anisotropic correction due to the external stress and the fixed sinks.
m

^ / ' w’ =  C  +  E < t ’
/.= !

In other words, approximation (288) allows one to express E,„ in terms of C,„ and Cm+1, 
thus making it possible to applv the uncoupling procedure and self-consistently truncatc the 
hierarchy set (283).

Here we restrict ourselves to the simplest mean-field approximation (242). In this case, 
we are left only with En and E,:

E M  =  e { )kl - ^  +  ^  (290)
t l X  [

and

where

r<l) nU) “ L i , _(/>

I -V r

-  p  E  1 (292)
rt-£i

and
1 v  /  c l " !(/, y -  / „(in

-  [./ j  -*/ rfV/
...

/  (293)

As discussed in Section 5.3.2, it is convenient to replace equations for the first-order con
centration moments by those for concentration deviations 51,0. Correspondingly, we are 
interested not so much in E,. but rather in 8E, =  E, — E„. When sinks are statistically 
independent, we have r r { % <t„, so that

o r , - ( / )  a i l )  , / / , ( > ]  * f  / , ( ! )  - - ( / I  \  ̂ C) ̂  « ( l l  ̂ 1  1 C O O / M
= » „ , ^  + (« , , ,  - J 7 ^

Indeed, the spatial variation of C 'f, occurs at the length scales comparable to those of the 
sink distribution function variation, that is, at least comparable to the intersink distances.
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Thus in the vicinity of the /th sink the term proportional to VC„ can be neglected. Making 
use of approximation (247), the equation for the nondimensional concentration deviation
i//* can be reduced to the form

( I )
d  -/,) a  v ,

^  +  =  « (295)

with the same boundary conditions as before,

=  1 and v \ ,] —► 0 far from the sink.

As for the equation for the average concentration, after simple transformations it can be 
reduced to

8  3 C'
D {)~ ( 8 kl +  e {)kl) C~ ^  +  K -  * “D(,Q  =  0 (296)

8 x k d x ,

where the sink strength is defined as

K - iI

E  n P J d y Pf \ r ) ( r ’ y,<) f s dS

■ (p) -| 
J P h s  . n ( P ) \  1
e* (8ki +  Viki)^rr
. 0Xl J

(297)

where summation is over different sink types [cf. Eq. (253)] and, without much error, the 
derivatives in the surface integral in the last equation can be taken, assuming simply r p =  r .  It 
is seen that the sink strength contains contribution from the volume integration, which is the 
direct consequence of the term a 0 presence in equation (290). However, it is easy to reduce 
this term to integration over sink surfaces. Recollecting that in an elastically homogeneous 
matrix, both v xp) and 0 ^  depend only on the relative distance R p =  r  — r  , but not separately 
on the current position in space, r ,  or sink position r ;„  i.e. v \ p) =  v \ p ) ( R p , y p ) ,  one can 
replace integration over r , with integration over R /; ,

Sp) „ „ a  /
I  -  - 1 * r , r , ) = ^ >  ) / , » ( r  -  R , „  y „ )

where spatial integration is over the volume V QUl outside the sink. Having in mind that a 
typical length scale of spatial variation of the sink distribution function / ,  exceeds consider
ably the size of the region around a sink, where the first-order concentration deviation v \ p) 

is noticeably different from zero, we can approximate in the last integral /,(/;)(r  -  R;,) ~  
/ , (/> )( r )  a n (J use the Gauss theorem, getting finally

(p)

k?) — _ E  n i> \ d y Pf \ P) ( r ' J p )  f  t f \ s k i  +  ‘I S  (298)
!>— 1 - J s r a x l

Equations (296) and (295) represent a generalization of rate equations for the description 
of point defect kinetics in strained materials.

r =  r

6. SOME PRACTICAL EXAMPLES OF 
STRESS-DIFFUSION COUPLING

In this chapter, we give several examples of physical phenomena, where the account of stress 
effects on diffusion plays an essential role in the adequate explanation of experimental phe
nomena. The examples are related mainly to radiation materials science, but this selection 
is only due to the fact that radiation materials science is one of the main scientific interests 
of the authors.
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6-1- Void Swelling

An unusual phenomenon observed in solids irradiated with energetic particles (neutrons, 
protons, a-particles or electrons in MeV energy range) is the gradual increase of mate
rial volume with the increase of irradiation dose. This phenomenon is known as radiation 
swelling and was discovered in metals [129], and later on was observed also in other types 
of solids. This discovery prompted intensive research, very much promoted by the necessity 
to understand the risks of swelling-induced degradation of structural materials in the active 
zones of fast neutron nuclear reactors. It is not our aim here to review the details of radi
ation swelling, which would be better read in special reviews and textbooks (an excellent 
compilation of facts related to void swelling can be found, for example, in [130, 131]). It 
is sufficient to mention that very soon after the discovery of radiation swelling in metals it 
became clear that at the microscopic level the reason for swelling is the formation of a large 
amount of cavities, either empty (then they are called “voids”), or gas-filled (“gas bubbles”) 
with the sizes reaching 10-100 nm. As a result of matter conservation, formation of empti
ness inside the material should be accompanied with the global increase of material volume, 
so very often this type of swelling is called “void swelling."

At a conceptual level, the void swelling phenomenon remained for some time a mystery. 
Indeed, it is well known that when particles penetrating a solid are sufficiently energetic, 
they can displace atoms from their positions, creating so-called Frenkel pairs, consisting of 
an interstitial and a vacancy. More energetic particles can originate even the cascades of 
atomic collisions, which create multiple interstitials and vacancies in the limited volume 
of material, and the determination of the number and spatial distribution of point defects 
after cascade cooling down is a vast field of activity in modern computational materials 
science. Nonetheless, vacancies and interstitials are produced in exactly the same amount. 
Let us assume additionally that all of them are produced as isolated defects (as known 
at present, this is not the case for cascade-producing irradiation because of the in-cascade 
defect clustering, but at the early times of the swelling theory that was unknown).

Swelling is normally observed at temperatures where vacancies are mobile (which is essen
tial, because otherwise they would be unable to cluster) and interstitials are mobile as well 
(interstitials in metals are generally much more mobile than vacancies). During diffusional 
migration, a newly created point defect meets eventually either another point defect or a 
sink. In the case when two point defects meet each other, they either annihilate (in case 
when two opposite defects are met), or create a bound pair, which is a possible nucleus of 
a new cluster. On the other hand, when a point defect is captured by a sink, it simply disap
pears, while the shape of a sink changes in a way appropriate to a particular sink. The most 
important sinks for point defects in metals are edge dislocations, with line densities vary
ing from 10H cm - to 10“ cm ' 2, depending on the type of preliminary thermo-mechanical 
treatment. The capture of a point defect results in a shift of the dislocation extra-plane by 
one atomic volume. Now let us assume that in addition to dislocations, a system of voids 
is formed in the material. A capture of a diffusing vacancy increases the size of a void by 
one atomic volume, while a capture of an interstitial decreases it by the same amount. So, 
when a void grows with time, it must capture more vacancies than interstitials per unit time. 
Because the defects are produced at the same rate, the extra interstitials should be captured 
by something else, which in our simple model means by dislocations. We thus see that the 
explanation of swelling requires the presence of some mechanisms that could explain the 
partitioning of vacancies and interstitials between different types of sinks. This partitioning 
is the keystone of the theory of swelling and, as such, remained for a long time a hot subject 
for analytical models and computer simulations.

The main thing unclear at the time of swelling discovery was the reason for point defect 
partitioning between voids and dislocations. It cannot be related to point defect recombina
tion, which is symmetric with respect to point defect types and, moreover, tends to suppress 
swelling by decreasing the number of vacancies available for void growth. To a certain extent, 
point defect partitioning can be related to differences in point defect clustering rate, because 
formation of tightly bound interstitial clusters (usually, in the form of dislocation loops)

6.1.1. Basics of the Swelling Theory
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from very mobile interstitials occurs much faster than formation of voids, which often hap
pens after quite noticeable delay after the beginning of irradiation [132]. As a result, extra 
vacancies remain in the material volume and could, at least in principle, cluster to voids. It 
is interesting, that the fast clustering of interstitial can indeed result [133] in quite noticeable 
swelling, but this swelling is only transient and not related to voids, as it can be pronounced 
only at temperatures where vacancies are relatively immobile, and as such is observed only in 
some refractory metals, ceramics and compound semiconductors (such as SiC) [134]. Hence, 
the explanation of swelling required the mechanisms of point defect partitioning that were 
related to the properties of sinks themselves.

The first mechanism proposed for the explanation of different sink efficiencies for absorp
tion of vacancies and interstitials was based on the account of elastic interaction of point 
defects with sinks [108, 135]. In the framework of different versions of the elastic interaction 
model, the calculation of point defect capture efficiencies (sink strengths) was done for both 
local sinks (voids and gas bubbles [93-96, 136, 137] and small dislocation loops [101, 138— 
140]) and for nonlocal ones (dislocations [77, 97, 98, 100, 141-144], grain boundaries [145], 
and surfaces of thin layer samples [147, 146]). Since the time of the first proposal, there 
appeared other models of point defect partitioning, related, for example, to the point defect 
absorption limitation at the sink surfaces [148-151], variation of point defect diffusion mode 
near a sink [152, 153], on to inverse Kirkendall effect in alloys [154], Very popular is now 
the mechanism that takes into account that in the case of cascade producing irradiation, a 
part of defects can be formed as small planar interstitial clusters [155] that can move only 
one-dimensionally, in the direction normal to their extra plane [156]. It can easily be shown 
[157-159] that the efficiency of absorption of ID moving clusters by sinks is pronouncedly 
different as compared to point defects diffusing in a normal 3D mode. However, all the other 
mechanisms, however important their contribution to swelling may be in separate cases, do 
not cancel the contribution from the elastic interaction of point defects with sinks.

In order to demonstrate the crucial role of point defect partitioning between sinks in 
a quantitative way, let us express the swelling rate in terms of parameters, characterizing 
point defect absorption by different sink types. By definition, swelling is the relative volume 
change of material as compared to its initial state (before irradiation). When voids are the 
only reason for swelling, the total volume increase exactly matches the volume of free space 
collectcd in the voids, so that the quantitative measure of swelling is the value

(2" )

where summation is over radii R n of all voids in the volume of material. Correspondingly, 
the rate of swelling, d S / d t ,  is determined by the rates of growth of individual voids in the 
ensemble. If a spherical void (sink n in the total ensemble of sinks) has radius R„ and is 
located in some position r„ ,  the rate of its volume change can be written down like

~ ^  =  /  (e(,' \ j ^ - j f ) d S  (300)3 d t  Js„

where j!,"1 is the current density of point defects of type a  (a  =  V  for vacancies and a  — I  

for interstitials), expressed in terms of physical concentrations of point defects, c„(r|H). 
Evidently, the definition of the exact growth rate of individual void in a particular sink 
environment is practically impossible. But the swelling value defined by Eq. (299) is defined 
by collective behavior of all voids, and it is a common practice to describe the void growth 
in the statistically averaged way in the framework of the rate theory (which was, in fact, first 
applied to radiation materials science in [108] just for this aim).

The averaging over all sinks except the selected void allows one to express the void growth 
rate in terms of the concentration moments . Assuming that the relation between the 
point defect current densities and point defect concentrations is in the form of the simple 
Fick's law (5), and using the mean field approximation and relations (258), (247), one easily 
obtains

c lR  1
-/7 =  ^[VY -  CV,lh(_R)) -  Y , D , C 0 I } (301)
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where we have omitted the index of a void (because after statistical averaging, this equation 
is valid for any void in the ensemble), omitted the equilibrium concentration of interstitials 
(which is negligible in metals), and introduced factors Y , defined as

477 J i n  d r
d a >  (302)

r = R

where v a{ is defined by a corresponding boundary value problem [e.g., (252)] in its steady- 
state version, and the averaging is over the 47r solid angle. In the radiation materials science, 
such proportionality factors are referred to as “bias" factors, because the sign of their dif
ferences characterizes the sink “bias” to capturing that or other type of point defects. For 
example, when v a] is defined by Eq. (252), the direct solution gives Y ,  =  Y v  =  1, so that voids 
can be considered as “unbiased” sinks. However, as shown below, this statement becomes 
incorrect, when the effect of void stress field on point defect diffusion in its vicinity is taken 
into account.

Application of the statistical averaging procedure to Eq. (299) allows us to express the 
swelling rate as

d S  4tt  d R
=  — - n . . /  R ~ C- j - f l r ] ( R ) d R  (303)

d t  3 J[) d t

where n v is the number density of voids and / ,(l,) is the void size distribution function. Now, 
using the equation for the rate of void size change, it is possible to express the swelling rate 
in terms of the average concentrations of point defects.

In turn, the averaged concentrations of vacancies and interstitials are defined by the bal
ance equations

+  K  +  ^o,lh “  k 2a D a Q ) «  —  0

where subscript a  indicates point defect type. In writing this equation, we have taken into 
account that point defect concentrations quickly accommodate to sink ensemble parameters 
(so that quasi steady-state equations can be used) and neglected the point defect recombi
nation, which is not important for qualitative reasoning given here. The spatial derivatives 
in this equation should be generally retained, and in some situations (e.g., swelling in thin 
metal layers) can play the crucial role, but when the damage occurs uniformly over large 
regions (a typical situation for neutron irradiation of reactor structural materials), they can 
be also omitted, so that (304) is reduced to a set of two algebraic balance equations with 
the evident solution

A .  - f-  K „  »h
Co. -  - V 3 7 ~  (305)

* cr U a

The sink strengths here are the sums of sink strengths of different sink types. For our purpose 
it is sufficient to restrict to the simplest situation, when in addition to voids, only one other 
sink type is present in the material, namely, network dislocations. Recalling the expression 
for the sink strength, equation (254), we can write down the void sink strengths for type a  

point defects as

(Ar);’) ;; =  47777,, f  R Y j R ) f { " )dR = 4 tt-nv(RYa) (306)
■h)

where angular brackets are used in order to concisely indicate the averaging over void sizes.
Similar to voids (see below), it can be shown that the sink strength of dislocations can be
written down as

Kkl?"r =  Z aPd (307)

where p tl is the dislocation density (that is the total length of dislocation lines per unit 
volume) and Z a is the dislocation bias factor. Like in the case of voids, when no effect of 
dislocation stress field on point defect diffusion is considered, Z t, — Z,.
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Now, collecting all things together, wc obtain for the swelling rate.

The sjcond term in the right-hand side, which is related to vacancy redistribution between 
voids of different size according to Ostwald ripening mechanism, is normally completely 
unimportant in the theory of swelling for many reasons, among which is that swelling is 
usuallv' pronounced at temperatures where the equilibrium concentration of vacancies is 
negligible. As for the first term, it also vanishes, if there is no difference in bias factors for 
voids and dislocations. In order to introduce the dependence of the bias factors on the type 
of po nt defects, one had to explain via which physical mechanisms the sinks differentiate 
between point defects of different types. The explanation was given in terms of the effect of 
stress on point defect diffusion in the vicinity of sinks.

6.1.2. Bias Factors of Spherical Cavities and Straight Dislocation Lines
Let us demonstrate how the inclusion of stress effect on diffusion is manifested in sink 
bias f.tctors. In order to simplify notation, in Section 6.1.2 we will not specially indicate the 
point defect types, specifying them by appropriate subscripts ( V  for vacancies and I  for 
inters:itials) only where it is necessary to differentiate between point defect kinds.

In order to define the bias factors in the vicinity of different sink types in the framework 
of the rate theory, one has to find solution of corresponding diffusion equations for dimen- 
sionless concentration deviations of the first order, v n l , which in the case of diffusion in the 
strain fields created by sinks themselves can be written down as (omitting, for brevity, the 
subscript indicating the point defect type)

where the diffusion coefficient depends only on external strains and strains created by the 
sinks themselves [cf. Eq. (295)]. The average strain contribution from other sinks will not 
be considered here, which is a good approximation in the case when sinks are distributed 
completely randomly in space. One should keep in mind, however, that this is not a general 
rule (see, e.g., [ 15]). The boundary conditions will be taken in a standard form:

In writing down the last boundary condition, special attention should be paid to the meaning 
of “far from the sink.” For a spherical sink this condition can be safely set at an infinite 
distance from the sink. However, for linear sinks, such as dislocations, more careful definition 
of the outer boundary is necessary, as discussed below.

6 . 1 . 2 . 1 .  S p h e r i c a l  S i n k s  In order to study the point defect diffusion in the vicinity of a 
cavity, such as a void or a gas bubble, one needs to know first of all the distribution of strains 
in its vicinity. These strains are created by the normal stress <r(l acting on the cavity surface, 
which is due to the surface tension y  and, in the case of gas bubbles, to the internal gas 
pressure P ,  so that cru =  P  -  2y / R .  To be specific, in what follows we assume cavities to be 
spherical voids, though generalization for gas bubbles is straightforward.

In an infinite elastically isotropic medium the strains around a spherical sink are

where /j. is the shear modulus of material, n ,  is the directional cosine with respect to the 
/-th coordinate axis, and r  is the distance from the void center, which coincides with the 
coordinate system origin. Note that Tre, =  0, so that a spherical sink does not create hydro
static pressure in its vicinity and, as such, does not interact with isotropic dilatation centers, 
at least in the first order in strains. Since for a long time after the discovery of swelling

i>i(r,') =  l and U; -*■ 0 far from the sink

(310)



534 Diffusion in Elastically S tra ined  Solids

the investigators did not differentiate between the effect of stress on point defects in saddle 
point and equilibrium positions (which, as shown in Section 3.4, is not always a bad approx
imation from the practical point of view), the point defect type dependence of bias factors 
could be predicted only taking into account the second-order effects caused by differences 
of elastic moduli of point defects and the bulk of material [93, 160], or taking into account 
the small elastic anisotropy, which is present to a small degree in any cubic metal [96, 137].

As we have already noted, the strains in the cavity neighborhood can be quite noticeable, 
however normally they never exceed 10“*\ so that in terms of the diffusion coefficient they 
can be considered as “weak” (see Section 4.1) and we can use the linear expansion of 
diffusion coefficient in strains. Assuming that the coordinate system axes are directed along 
the principal crystallographic axes of material, the diffusion coefficient has the form given 
by equations (127) and (182).

Since the corrections to the isotropic diffusion coefficient in equation (309) are small 
( 8 j j  1), it makes sense to look for a solution in the form of an expansion u, =  v|0) *f v \ ]) +  
. . . ,  where v \  1 is of the order of ( a i}/ f i ) k . The zero-order approximation for v x is obtained 
by setting 6 ^  =  0 and the solution of the corresponding equation is trivial, giving

< "  =  7  (3 1 1 )

Note that this solution is independent of either point defect type or lattice symmetry, which 
is quite natural, because this type of information is contained only in 6 i} and appears only 
in the first order corrections in strain.

The equation for the first order correction v \ l) is obtained from (309) by retention of the 
terms linear in cr()//x. After some simple algebra, involving the explicit forms of both the 
elastic strains and the zero-order solution, one obtains

where P A are Legendre polynomials of the fourth order. Because Legendre polynomials 
as functions of directional cosines are eigenfunctions for the angular part of the Laplace 
operator, the solution for v \ l) is straightforward, giving

n 6 c r 0 R  \ 5 d {2) +  2 J (3) /  rt3
f x r  240

\  c P ] ( RA R * \ J ^ n ,
) (3 1 3 )

An interesting feature here is the angular dependence of point defect concentrations around 
spherical voids, which is absent in the zero-order counterpart and is a consequence of super
position of spherical symmetry of the void over the cubic symmetry of the point defect 
diffusion.

Restricting ourselves to the terms linear in strains and using Eq. (302), one immediately 
obtains

crnn
Y a =  J +  q a - ± -  (314)

k g T

where

l (t 40 f i i l  v

Having in mind that factors d (k) are inversely proportional to temperature, the values o: 
q a thus defined are temperature independent. The most important result is that factors q c 

can be directly expressed in terms of dipole tensors of point defects in saddle points. In 
particular cases of bcc and fee lattices, one has
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a n d

q n { fee) (317)

where the jump orientation averaged values of dipole tensors are meant for interstitials. 
Typically, the absolute values of q a are of the same order of magnitude for both defect types 
(■'-!() 2). but the sign is different, negative for interstitials and positive for vacancies [15].

6 . 1 . 2 . 2 .  D i s l o c a t i o n s  In the case of dislocations, the consideration is more complicated 
than in the case of spherical sinks, because dislocations are linear sinks and as such are 
oriented in space. This means, first of all, that in solving the boundary value problem (309) 
in the cell, surrounding a dislocation, it is reasonable to use a Cartesian coordinate system 
with special directions of its basis vectors e ,, e2 and e3. In what follows, we assume that e, is 
directed along the dislocation Burgers vector, b, and e3 is directed along the dislocation line. 
Second, as the dislocation must not lie along a crystallographic axis even in cubic lattices, 
we should use the diffusion tensor in the form that is invariant with respect to the rotation 
of coordinate system. Having in mind that close to the dislocation line the elastic energy of 
point defects can be rather big, we use diffusion tensor in the form of Eq. (191).

Finally, the diffusion geometry in the case of linear sinks is two-dimensional, rather than 
three-dimensional, which requires certain modification of both the boundary condition at 
the outer boundary (far from the sink) and the definition of the sink strength [116]. In the 
case of two-dimensional diffusion the concentration locality principle is invalid and thus one 
can not, as in the case of local sinks, specify the boundary condition at the outer boundary 
by simply shifting it to infinity. Instead, the outer boundary should be selected in some 
self-consistent way. However, in diluted sink systems the dependence of the dislocation sink 
strength on the exact position of the outer boundary is very weak (logarithmic [97]) and 
so it is sufficient to select the outer boundary in the form of a cylinder with the radius R d 

comparable to either half the average intersink distance, or k ^ 1. On the other hand, the sink 
strength of straight dislocation lines can be written down as

cation core and integration in the internal integral is along the contour F(/ of the dislocation 
core cross-section (which is usually approximated by a circle of radius r0 ~  2-3 a).

As discussed in Section 4.3, in the case of dislocations, a direct expansion of the diffusion 
coefficient tensor into a series in stresses is not justified. In the case of isotropic diffusion, 
when no difference is made between the saddle-point and equilibrium configurations, it 
is well-known that the “weak” strain approximation [141] leads to qualitatively different 
predictions from the case, when the diffusion coefficient retains the exponential dependence 
on the elastic interaction energy of point defects with the dislocation stress field [97]- In 
particular, due to the specific angular dependence of dislocation stress field, the “weak 
strain" approximation predicts the elastic corrections to the sink strength, which are only of 
the second order of magnitude in dislocation strains e f j ,  which remains valid also in the case 
when diffusion anisotropy is taken into consideration [100].

However, diffusion in the vicinity of dislocation can be described in a mixed scheme, 
where the corrections to the isotropic contributions to the diffusion coefficient are treated 
in the explicit exponential form, while the anisotropic corrections are accounted only to the 
first order in stresses. In this case, the diffusion tensor has the form of Eq. (191), where the 
contribution from individual strains around a dislocation can be written down in a standard 
form (in polar coordinates ( r ,  ip),  see, e.g., [10]),

(318)

where / , (rf) is “one-dislocation” probability density, e {it) is the vector of outer normal to dislo

2  r
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f i P s \ 2 =  ~ ~ 7 t  [cos<p +  cos3<p]

e ]3 =  e23 =  £?33 =  0

where y£ =  [2(1 -  2.yE)]_1, and /?s is defined by Eq. (190). As a result, the ‘‘hydrostatic” 
contribution to the interaction energy is given by Eq. (189).

Having in mind the mixed nature of the diffusion coefficient, it is possible to look for 
by sequential approximations. Indeed, following [97], we can approximate

v, = e x p  +  «"> +  . . . )  (319)

where u {m) is proportional to the m -th power of anisotropic corrections to the diffusion 
coefficient.

The zeroth-order approximation for is unaffected by diffusion anisotropy, and so u {{)) 

is given by well-known relation [97, 98, 161]

u m  =
Z ((,) 
27T

( 2  R \  K M  ( 2 R S

\  r  )  1{]
(320)

where Z (U) is, as can easily be checked, the zero-order approximation to the dislocation bias 
factor,

- i
77 *u(&) -  r 1 ~ M C d )

. y ( 0 )  v S o  /  .
(321)

where £0 =  |/?v|/2r(), £(/ =  \ R s \ / 2 R d and / 0, K () are the modified Bessel functions of the 
zeroth order. In our case, £„ > 1 and ^t/ <<C 1 (see Table 5 for typical values of R s), so that 
Z ,()) % 2 t t /  \ n ( \ R s \ / 2 R d ) .  '

Note that the values of R s entering the bias factor depend on the type of diffusing 
point defects, being directly proportional to the absolute value of the point defect relax
ation volume in the saddle point of diffusion jump. Typically, in metals an interstitial causes 
much stronger local deformation than a vacancy, so that |AV v \ and, correspondingly,
already in the zero-order approximation Z}0) > Z[0>. The difference is not so big,

( z f ’ - z ! ? 1) ln(Pf/\Pt,\)

L V ^ " m w ) * 0' 1 - 0 3  (322)

but, as applied to radiation swelling, it is more than sufficient. However, in more subtle 
effects, where the competition between differently oriented dislocations plays the crucial part 
(examples are given in Sections 6.2 and 6.3, below), zero-order values of dislocation bias do 
not help much, as they are insensitive to dislocation orientations. For these purposes one 
needs to know the first-order corrections due to elastodiffusion. These were first obtained, 
under some simplifying assumptions, by Woo [101, 143] and later on, in general form, 
in [102]. - - . . ^

The first-order corrections to the point defect distribution in the vicinity of a dislocation 
are calculated in essentially the same way, as for the case of spherical sinks, but look out 
noticeably more complicated. Therefore here we restrict ourselves to presentation of the 
first-order correction to the bias factor:

( 7 m ) 2
Z [ U =  ^  (323)

2tt

where 8 () can be expressed in terms of the components of non-dimensional tensor d'i lkl , 

entering Eq. (191),

<5,, — d ,, Jr  d ->2 +  d | 4- 2 y f .  \ d j2 ■“ d | • — 2 d ^ )  (3 .̂4)
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where the Voigt's notation of tensor components is used. It should be kept in mind that this 
equation relates S„ to the components of the diffusion tensor written down in the coordinate 
system related to dislocation [with the basis vectors (e,. is. e ; )|. Correspondingly, they can 
explicitly depend on the dislocation orientation with respect to the lattice symmetry axes. In 
order to identify a particular orientation of dislocation among many (say, K )  possible in the 
lattice, we will mark below the dislocation-dependent values with a superscript, indicating 
dislocation orientation. For example, the basis vectors of the coordinate system related to the 
dislocation will be marked as ( e j , ) for dislocation orientation k { \  <  k  < K ) ,  whereas
the basis vectors in the crystallographic coordinate system will be referred to simply as 
(e , e2, e3), without superscripts.

In a particular case of the cubic lattice, the components of nondimensional tensor d'jjkl in 
crystallographic coordinate system can be expressed in terms of three independent coefficient 
[similar to Eq. (171)], which can be transformed to the dislocation coordinate system by an 
appropriate spatial rotation, namely

4 , „  -  d l % S lm +  id ^ ( 8 „ S pn + S j , S hn)  + d l3]Sf { im (325)

where
3

Sf j t m =  1 2  Tjp T j p T l p T mp (326)
p = \

and T iat =  efem is an element of the coordinate system rotation matrix. Correspondingly, 
Eq. (324) is reduced to

8* =  * 4 l‘/ d A - +  [- d 0 ) <Pk (327)
1 4

where <J>* is determined by dislocation orientation with respect to the crystal symmetry axes,

1 (328)d>* —
1 -  2 %

Y 2 ^ k\ % ) 2 { ^ v ) 2 + 1
L .

The numerical estimates of the first-order corrections [102], based on dipole tensor values 
for interstitials and vacancies in iron [82] and copper [82, 87], indicate that their relative 
importance depends on both the lattice type and the kind of the defect. In bcc iron, the first- 
order corrections constitute 7-8% of the bias factors for both defect kinds. On the contrary, 
in fee copper, the first-order corrections modify the bias factor of interstitials only by 2-3%, 
while the bias factor of vacancies is changed by nearly 20%.

It is interesting to mention that the orientational dependence of dislocation bias factors 
(and hence, the sink strength of dislocations with different orientations) requires adequate 
account of the cubic lattice symmetry in the diffusion tensor. When the cubically symmetric 
"star” of defect jump directions in the diffusion coefficient is approximated by isotropic 
distribution of jump directions, any information about the cubic symmetry of the lattice is 
lost [101].

6.1.3. The Effect of Void Bias on Swelling
Now that we have the dislocation and void bias estimates, let us return to Eq. (308), which 
determines the swelling rate, and consider the temperatures, where thermal concentration 
of vacancies is negligible. As can easily be seen, when the voids are sufficiently big (so that 
one could neglect the difference in void bias factors for interstitials and vacancies), the 
swelling rate is always positive, because the dislocations are biased towards the absorption 
of interstitials, Z ,  > Z, . Moreover, as the dislocation biases are not very much different for 
different materials, one should expect only weak dependence of the steady-state swelling rate 
on the particular material (steady-state means, in particular, that the void number density 
does not change much). This is indeed found for fee materials, where the established swelling 
rate is normally of the order of 1%/dpa (here dpa, abbreviated form of “displacements per
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atom,” is a physical measure of irradiation dose) [132], Approximately the same is true for 
the established swelling rate of bcc materials, in those rare cases, where this established rate 
is achieved (e.g., in vanadium doped with several percent of subsize impurities [162-165]). 
However, when one looks at the absolute values of swelling reached at a certain dose, it 
turns out that the swelling of bcc materials is much smaller than that of fee materials. For 
example, pure vanadium (bcc) swells very little (less than 3% at 100 dpa), irrespective to the 
fact that cavities in neutron-irradiated vanadium are sometimes observed by transmission 
electron microscopy (TEM) [166, 167], Possibly the most illustrative demonstration of the 
effect of crystalline structure on swelling was obtained in an experiment [168], where dual
phase steel with both fee and bcc grains of essentially the same chemical composition was 
irradiated by 1 MeV electrons and exhibited swelling only in fee grains. There exist various 
tentative explanations of this substantial difference in swelling resistance of bcc and fee 
materials, among which one of the most attractive is related to the difference in the elastic 
interaction of point defects with dislocations [95].

Indeed, consider an irradiated material soon after the onset of irradiation, so that the 
main sinks for point defects are network dislocations, p d »  47r/?„(/?}.. Let us estimate the 
growth rate of an individual cavity, as given by Eq. (301). Writing down Eq. (314) as

using the Gibbs-Thomson relation for the equilibrium vacancy concentration,

Note that in the case when cavities do not contain gas atoms, the value of R c is positive 
and of the order of several nanometers [15]. When voids are big, the negative terms in the 
right-hand side of Eq. (330) can be neglected, whereas at small void sizes, these negative 
terms dominate. Correspondingly, only sufficiently big voids are able to grow, while smaller 
vacancy clusters tend to dissolve, even when they are created due to fluctuative events. The 
limiting size at which the rate of void growth vanishes is called the “critical” size.

As can be seen, there are two physical reasons for the existence of a critical void size. The 
most well known one is the vacancy evaporation from voids due to the Gibbs-Thomson effect 
(the thermal vacancy concentration at void surfaces exceeds that in the bulk of material). 
However, at the temperatures relevant for operation regimes of fusion and fission reactors, 
the thermal solubility of vacancies in most structural materials is too low to provide any 
barrier for void nucleation. Nonetheless, at these temperatures the growth of small voids 
remains hindered due to the intrinsic void bias [169].

Due to the necessity for nucleating voids to overcome a critical size, the formation of voids 
can occur only as a fluctuative process, which is usually treated in terms of the Fokker-Planck 
equation formalism (see, e.g., [170-174]). In full agreement with the general nucleation 
theory [174, 175], the evolution of void ensemble follows three consecutive stages: (i) the 
incubation period, when all new clusters have sizes below the critical one and can increase 
their sizes only due to fluctuations; (ii) the nucleation stage, which starts when some of fluc- 
tuatively created clusters reach the critical size and is characterized by intensive production 
of supercritical clusters at nearly constant rate, and (iii) the growth stage, when the already 
existing voids grow, but practically no new voids is nucleated. Evidently, the bigger is the 
critical void size, the longer is the duration of the incubation period. As concluded in [95]

(329)

and neglecting nonlinear terms in bias corrections, we obtain

(330)

(331)
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on the basis of analysis of rather scarce experimental data, in the ease of fee metals, the 
relaxation volume of interstitials in saddle points of diffusion jumps is nearly twice as high 
as that for bcc metals, whereas the reverse is true for vacancies. As a result, the difference 
in the dislocation bias factors, entering the denominator of (330), can be much lower in fee 
metals. Correspondingly, the critical radius for voids in bcc metals can be at least twice as 
high, requiring nearly an order of magnitude larger amount of vacancies in a critical void 
in bcc materials, which requires much more time. In other words, the critical void may turn 
out to be too big to form fluctuatively within a reasonable time [176]. Strictly speaking, the 
numerical estimates of relaxation volumes in [82] indicate their noticeable difference only 
for vacancies, but not for interstitials. So, in the absence of reliable data, the explanation of 
[95] can be neither rejected, nor accepted as the dominant one.

As alternative possibility remains, naturally, the hypothesis that void nucleation in metals 
is impossible, unless promoted by insoluble gases, which accumulate in void nuclei and 
prevent their collapse. In this case, the different response of fee v e r s u s  bcc materials can 
be attributed to different rates of accumulation of insoluble gases in them [177] or to the 
differences in the point defect production ratios and intracascade clustering (in the case of 
cascade producing irradiation) [ 178].

6.2. Diffusion to Dislocations and Irradiation Creep
An application, where the cffect of stress on the diffusion is manifested at much more subtle 
level than in case of swelling, is irradiation creep. Generally, by creep one means long-term 
irreversible modification of material shape under the action of nonhydrostatic external loads, 
usually below the yield strength. Correspondingly, where the sample volume is simultane
ously changing, it is a common practice to separate the total material strain into contributions 
from the volume change (swelling) and shape change (creep). The creep phenomenon is 
observed in metals even in the absence of irradiation. It has thermofluctuative nature and 
is usually quite pronounced at temperatures exceeding approximately half of the material 
melting temperature, T m . However, irradiation creates in the material high levels of micro
scopic damage that can quite noticeably accelerate the matter transfer processes, resulting 
in the macroscopic strain accumulation. Hence, the creep (volume-conserving) strains are 
usually further separated into additive contributions from the irradiation-free mass transfer 
(thermal creep) and from that due to irradiation damage (irradiation creep).

6.2.1. A Simple Model of Irradiation Creep
It is experimentally established that creep in crystalline metals (both under irradiation and 
without it) is as a macroscopic manifestation of the defect microstructure rearrangement 
under the effect of external loading. As a rule, the shape change of material is related 
to dislocation system evolution (see, e.g., [179]). Let us recall, therefore, how the rate of 
macroscopic deformation is related to the dislocation motion parameters. As mentioned in 
preceding section, only edge dislocations (either network or loops) will be considered.

Let some Cartesian coordinate system (x,, x 2 , x 3 )  be associated with the material. In a 
general case, when the coordinate system is not related to any symmetry elements of material 
and external loading, the deformation rate of material is described by a second-order tensor, 
which will be denoted as sjj. (where /, j  —  1 ,2 ,3  and point over s  denotes time derivative). 
The first step in expressing this macroscopic strain rate in terms of microscopic parameters 
is to introduce some reasonable simplifications concerning the nature of the dislocation 
structure. A usual assumption is that network dislocations can be approximated by straight 
lines. Let us consider a dislocation line that moves with some velocity v (Fig. 15). The 
contribution of this dislocation segment to the macroscopic strain rate can be written down 
as [10]

where integration is performed along the dislocation line, b  is the Burgers vector of the 
dislocation where the considered segment belongs, V  is the material volume, and e jmn is the

(332)
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Glide plane

Figure 15. A sk e tch  o f  d is lo ca tio n  m ove m en  l g eo m etry . T h e  g ray  p la n e  is th e  d is lo ca tio n  ex tra -p lan e . V ector n o ta 
tio n  is ex p la in ed  in the  text.

asymmetric Kronecker’s tensor. Here and below, the Einstein summation rule over repeated 
subscripts is implied.

It is usually safe to assume that the average velocity of a straight dislocation is the same 
over the whole dislocation line. This assumption is valid even in an externally loaded mate
rial, as long as the external stresses are uniform over the investigated sample (which is 
usually the case in creep experiments). However, irradiation creep implies anisotropy of 
external loading, and thus the dislocation velocity can depend on the dislocation orienta
tion in the material. Usually, the number of possible dislocation orientations in a crystal is 
limited. Hence, in order to simplify the presentation below, we will assume that the total 
number of dislocation orientations, N k, is finite. Under these assumptions, the dislocation 
network contribution to the total creep rate can be reduced to

4  =  e i m n P d i V m t n b j )  (333)

where t  is a unit vector along a dislocation line and the angular brackets for an arbitrary 
function of dislocation orientation k  (1 < k  < N k), F k, mean its averaging,

N k

( F )  =  Z f k F k  (334)
k = I

over dislocation orientations with the weight f k =  p kd / p d , where p kd  is the density of disloca
tions with orientation k .

From the physical point of view, it is convenient to be more specific about the dislocation 
velocity. Indeed, due to the symmetry reasons, the dislocation velocity is normal to the
dislocation line direction t .  Having in mind that the Burgers vector of an edge dislocation
is also normal to /, we can write down v as a sum of two vectors, corresponding to two 
physically different types of dislocation motion (see Fig. 15):

v k =  - v k n k +  v k b k (335)

where b k =  b k / b ,  n k =  [b k x  i*], h  is the absolute value of dislocation Burgers vector (assumed 
for simplicity to be independent of dislocation orientation) v* is the velocity of dislocation 
parallel to the dislocation Burgers vector, and v k is the velocity of dislocation in the direction 
oi its extra plane. The movement in the direction of the Burgers vector (caliea “slide” 
or fc‘gJLd.ev) involves only shift of dislocation extra-plane and occurs under the action of 
local shear stresses. On the contrary', the movement in the direction normal to the Burgers 
vector (usually referred to as dislocation climb) requires the dissolution or buildup of the 
extra plane. Dislocation climb is possible only when some diffusional mechanisms of mass
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transport are operative and is influenced by the external loads only indirectly, through their 
effect on the diffusing particle currents to the dislocation. The signs before the terms in the 
r.h.s. of Eq. (335) are chosen so that v c > 0, when the dislocation climbs by extra plane 
build-up, while v  >  0, when the dislocation glides in the direction of the Burgers vector.

Substituting (335) into (333), one obtains

s "  =  p b { b , b . v c )  +  j p b ^ r t j  +  n , b y) V g j  (336)

Note that up to this point, we were not concerned about the reasons for dislocation move
ment, and this relation is valid for both thermal and irradiation creep.

According to Eq. (336), one can formally consider contributions to creep rate from dis
location climb and glide as additive. This does not mean, however, that climb and glide 
of dislocations occur completely independently. On the contrary, when the external strains 
are below the yield strength, the average dislocation glide velocity in real materials is pro
nouncedly different (normally, much less) as compared to the glide velocity in a perfect 
crystal, because the glide is hindered by various barriers (point defects, impurity atoms, 
secondary phases, other dislocations, etc.). The barriers can be overcome either thermofluc- 
tuatively or by the climb of a pinned dislocation segment to another glide plane, where the 
barrier is no more operative. The temperatures relevant for the dominance of irradiation 
creep are usually too low for thermal fluctuations, and thus the dislocation climb limits both 
the average glide velocity and the second term in the r.h.s. of Eq. (336). Hence, in what 
follows, we restrict our consideration entirely to the dislocation climb based contribution.

The dislocation climb contribution to the creep rate is determined by the climb velocity i /  , 
which can be expressed in terms of point defect currents per unit dislocation length, J a ( a  =  
V  for vacancies and a  =  I  for interstitials) as

v *  = b ~ ] ( J j  - J y )  (337)

In order to calculate the point defect currents to dislocations, one has to solve an appropriate 
diffusion problem for point defects in the matrix, assuming that thermally equilibrium con
centrations of point defects, C k(J, are maintained at the jogs on the dislocation lines, where 
the point defect absorption occurs. Note that in externally loaded material, this equilibrium 
concentration can depend on dislocation orientation with respect to the stress orientation. 
According to the general rate theory formulation, the point defect current to a dislocation 
is proportional, first of all, to the difference between the average point defect concentration 
in the matrix C 0a and the equilibrium concentration near the dislocation, C* lh, and, second, 
to the point defect diffusion coefficient D i)a,

/„* =  Z kn D [)a( C tln -  C * th) (338)

where the bias factors, Z ka  , are explicitly shown as dependent on dislocation orientation in 
space. Correspondingly, a simple (quasi-)steady-state balance equation has the form

K - p d ( J a) =  0 (339)

Solving the set of Eqs. (339) and (338), one obtains the climb-controlled rate of material 
creep, E ci } , as

^  =  4  +  (340)

that is, the creep rate consists of two contributions, one describing irradiation creep,

,, ) (6,b,zv) \

< z t t  r  '  1
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and another, the thermal one (which corresponds, in fact, to the Nabarro creep mecha
nism [180])

■T r>  ( n  i 7  n  \ ^ i ^ j Z y )  ( Z y C y  A h ) \£ 'j = DyU btb fZ ,  c r . th) ------------— - ---------- I (342)

The most important feature of these equations is the dependence of the climb rate on 
dislocation bias factors for vacancies and interstitials. Indeed, it is seen that irradiation causes 
dislocation climb acceleration only provided the external load leads in some way to the 
“double” asymmetry of point defect absorption by dislocations. First of all, dislocation bias 
factors should depend on dislocation orientation with respect to external loads and, second, 
this dependence should be different for vacancies and interstitials.

Let’s consider now a particular loading scheme, namely, uniaxial external loading by 
stress a .  More complicated loading schemes can be reduced to it using the so-called Soder- 
berg relations [181]. In order to be specific, we assume that the load is applied along axis 
1 of the global coordinate system. When the load a  does not exceed some limiting value 
<r*, the bias factors Z a  can be expanded to the first order in a  (or, more conveniently, in 
dimensionless parameter <x//x):

Z ‘ = Z “ ( l  +  5 * ^  (343)

where ZJJ is the stress-free value of corresponding bias factor and

5‘=flB r L  <344)
The equilibrium concentration of vacancies at a dislocation is defined by the relation [121]:

C t , , l =  C , , he x p ( ^ )  ,345,

where g k =  b k b k a ^ / c r  and drl} is the deviatoric component of the stress tensor. In the case 
of uniaxial loading, g k =  ( b k s ) 2 -  (1/3), where s  is the unit vector in the direction of applied 
load.

Substitution of (343) and (345) into (340) gives

e f  =  B y  a K +  S T  Z°v  D o y  C y  lhp d  ~  (346)
fl k Bi

where B }j is the creep compliance, defined as

B ll = (b'b+S, - 8 v ~ ( 8 , - 8 y ))) (347)

and S j j  =  ( b j b j i g  -  ( g ) ) )  is the structure factor of the thermal creep rate. Thus, at a  < cr% 
the creep rate dependence on the generation rate K  and the stress value a  has universal 
character, excellently correlating with experimental observations, irrespective of the mecha
nism ensuring anisotropy of point defect absorption by dislocations. At the same time, the 
value of a *  depends on the particular mechanism.

Historically, the first mechanism answering the necessary requirements of double
anisotropy of dislocation biases was based on the effect, which is of the second order in
strains and accounts for the stress-induced elastic moduli anisotropy caused by the interac
tion of point defects with dislocations [123, 141, 160, 182, 183]. Usually in the literature, this
mechanism is referred to as stress-induced preferred absorption (SIPA), though in a more 
comprehensive sense the term SIPA implies any stress-induced anisotropy of point defect 
absorption.

The basic idea behind this mechanism is that any point defects can be modeled as spherical 
inclusions (isotropic centers of a dilatation) with elastic constants distinct from those of
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surrounding matrix. Then the energy of interaction of a A-type dislocation with point defects 
has the form of Eq. (189), but the /?* is the characteristic radius of dislocation interaction 
with point defects, which equals to [160]:

Here, E  and (x are, respectively, the Young modulus and the shear modulus of material. e []a 

is the effective dilatation of a point defect, p *  and are the factors expressed, respectively, 
in terms of either the bulk moduli (£ , B a ) and shear moduli (/x, p a )  of the matrix and the 
point defects of type a  [160], or in terms of elastic polarizabilities of point defects P ‘f  and 
P Z  [141]: ’ "

k  ( 1 - 2 ^ ) ( 1  +  v E ) ( B - B a )  (1 — 2 v e ) {  \  +  v E )  / f  
Pa  = 2(1 -  2v e ) B  +  (1 +  v E ) B a 3(1 -  v E ) 3Bft

pM = -------------------------^  ~  h i ---------------------  = ------------- 1-------- J jL  ( 3 5 0 )
Ia  2[(7 — +  2(4 -  5ve )[l„] 6(1 -  ul;) nCl

(in the original treatment, all values are taken for equilibrium positions and not for the 
saddle points of diffusion jumps).

The dependence of the interaction energy on the dislocation orientation is given by factor 
q k [184]: ~  ~

q k =  3v ( t ks f  +  3( b ks f  -  (J . v t  )

As follows from relation (348), the anisotropy of dislocation interaction energy with point 
defects is determined by differences of shear moduli of point defects and of the matrix. 
Experimental estimates [185] and results of computer modeling [186] indicate that Af i a =  

fi — f ia > 0 for both types of point defects. For vacancies, which occupy the sites of the 
crystal lattice, the difference between /x and /x,, is usually insignificant. For example, com
puter simulation of vacancy formation in a-Fe under the combined action of external and 
dislocation stress fields [187] indicated no dependence of the vacancy formation energy on 
the stress direction. On the contrary, for interstitial atoms having a dumbbell configuration 
and easily rotating on-site under the action of shear loads [185], /tx, <$c /x. For theoretical 
estimates, they usually accept A/x{ =  0, A/x, =  /x [183], which gives (at v E =  1/3) P f  ^  0.5 
and P y  =  0. The estimates of p *  and p y  using the values for point defect polarizabilities in 
Al [188] also indicate that P f  >  P f ,  though the values of P f  are predicted to be an order 
of magnitude higher.

The estimates of R kx show that at the experimentally relevant temperatures there holds 
the relation r t] <K R ka <$c R (h where r {] is the radius of a dislocation core and R d  ^  ( 7 r p (l ) ~ ]/2 is 
the average distance between dislocations. In such an approximation, one can use the zeroth 
order approximation for the dislocation bias factors , which gives:

a
Z K — ---------------^  Z ul 1 H___ ?L—  a k —

“  ln(2 R J R * , )  a \  1 lire*  1 /x

where Z [)a  is the bias factor value in a stress-free matrix. As can be seen, Z k depends, indeed, 
on both the type of point defects, and the dislocation orientation. When substituted into 
Eq. (347), the mechanism of elastic moduli anisotropy leads to the following expression for 
the irradiation creep compliance B tj:

z k ±  _  
i r e 1! l i r e

D  _  c E M A  /  ^ 1 1 ' I ' - ' v r v  \
U -  <7 ̂ 7  -  “  7T ) (353)

where S^MA is the structure factor determined by dislocation orientation distribution with 
respect to the applied load.

V MA = 3v ^ b . d t s ) 2 -  ((ts)1))) + 7>(b,h.((bs)2 -  {(bs?) ) )
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Using the estimates P f  ~  0.5, P y  =  0, Z l] % 3. e f  % 1.5, we get

n  ^  rH M A  
</ ~

that is, the creep compliance is of the order of unity. This sounds very similar to the values 
commonly reported in experimental publications for the majority of reactor structural mate
rials, steels in particular, which has been considered for some time in favor of the elastic 
moduli anisotropy as the basic mechanism of stress-induced preferred absorption of point 
defects by dislocations. However, later on it became clear that standard estimates of the 
point defect generation rate by fast neutrons exaggerate it by nearly an order of magnitude, 
and thus the analytical prediction of the creep compliance value should be at least an order 
of magnitude higher in order to fit experimental observations. So high an increase cannot 
be achieved by variation of parameters entering (353) within any reasonable limits. An addi
tional inconsistency with the experimental data has more fundamental nature. Indeed, for 
the elastic modulus anisotropy mechanism, the limiting stress a *  is of the order of the elastic 
moduli of material, a *  ~  yU,, so that linear dependence of the creep rate on stress is retained 
at any reasonable load, which is in contrast to experimental observations that a *  is of the 
order of (irradiation-modified) yield stress. For these reasons, the elastic modulus anisotropy 
mechanism is interesting rather from the historical point of view.

Much better description of irradiation creep was achieved when the stress-induced 
anisotropy of point defect diffusion was taken into account. This model was proposed in [99, 
189] and has received rather wide development and justification later on [101, 102, 143, 190]. 
In a case when the external stress is sufficiently low ( c r C l / k B T  1) and the crystalline lattice 
is cubic, the bias factors can be presented as [102]

where e slt is the point defect dilatation in the saddle point of diffusion jump, Z«"' is the bias 
factor of dislocation in unloaded material, and the orientation factor q k is defined by the 
relative orientations of the unit vector of dislocation orientation, t k, the unit vector s  in the 
direction of applied stress, and the basis vectors e p ( p  =  1, 2, 3) of the crystalline lattice,

q *  =  d ^ ( s t k f  +  d ™  E ( « „ ) 2( < S ) a (355)
/■ i

where d (2) and d {?,) are the same as in Eq. (325). As can be seen, the stress-induced mod
ification of dislocation bias depends on the dislocation orientation with respect not only to
the applied stress, but to the crystal lattice as well. Hence, let us first consider the case of
creep in a monocrystal. In this case, the creep) compliance has the form

-  4  < W  +  -  *;■ W J  0 » )

where S [: ~] and S ] p  are structure factors, defined as

s ] j ] =  ( b i h i ) i ( t s ) 2 ) ~ - < b i h j ( t s Y }  (357)

s h ] =  EC*/*5')21 (M/> K v ) 2} “ ■ ( K b j ( e t> t f ) } (358)
;«{

An estimate of the creep compliance at T  — 300°C using the point defect polarization data 
from [82] gives for copper.

!{■’ ' &  :o,vi:; +  7,sf1
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and for cv-iron,

B » a  *  70( S ™  -  S j f ' )

Note that the identical coefficients before structure factors constitute a general feature of 
bcc metals, where d l ~ ] =  ~ d «  1 due to the specific point defect symmetry in the saddle points 
of diffusion jumps.

One of the most interesting features of Eq. (358) is the prediction of the creep compliance 
dependence on load orientation with respect to the crystal axes, this effect being the most 
pronounced in bcc materials [102], This dependence provides a direct way to the experimen
tal check for the validity of the elastodiffusion mechanism of irradiation creep. Moreover, 
if this is the case, the values of creep compliance can be used to estimate the parameters 
of anisotropic point defect diffusion in particular materials. But, to our knowledge, nobody 
tried to use this possibility up to now.

In polycrystalline materials, the expression for creep compliance should be additionally 
averaged over different grain orientations [i.e., over e p  in (358)]. Assuming full isotropy of 
grain orientations, one gets

p (.3) __ 2  (2)
i j  5 >J

so that the dependence of on lattice orientation is completely lost.
Because at temperatures up to 1000°C the relation f i f l / k B T  1 holds, the value of 

creep compliance for the mechanism of diffusion anisotropy is at least one to two orders of 
magnitude higher than for the moduli anisotropy mechanism and thus much better correlates 
to experimental predictions, making elastodiffusion one of the most probable mechanisms 
for SIPA-type irradiation creep.

6.3. Alignment of Dislocation Loops in Irradiated Strained Materials
In this section, we discuss an interesting physical effect, which is essentially enabled by 
the effect of stress on the efficiency of diffusional capture by very similar microstructural 
features, such as network dislocations and dislocation loops.

Nucleation and growth of interstitial dislocation loops in the region of primary irradiation 
damage is one of the most typical features of irradiation effect on the microstructure of 
crystalline materials. Depending on the irradiation intensity and dose, the loop concentration 
can rcach 10l5-1 0 16 cm \  This fact is very' well-known, but the question why the dislocation 
loops are able to grow stably under irradiation is not always trivial. Indeed, because point 
defects are always created as Frenkel pairs, a stable growth of interstitial loops implies that 
the excess vacancies are absorbed by alternative sinks. As a rule, the most efficient growth of 
dislocation loops occurs in the veiy beginning of irradiation, so practically the only alternative 
sinks for vacancies are network dislocations. Hence, one meets the question, what is the 
reason for different sink strength of such similar components of microstructure as network 
dislocations and dislocation loops? One of the most straightforward explanations is related 
to the combined effect of lattice symmetry and sink strain fields on the point defect diffusion 
in the vicinity of sinks. It is interesting that even in cubic lattices, the evolution of dislocation 
loop structure can occur astoundingly differently. For example, in copper (fee), dislocation 
loops nucleate and grow easily (see, e.g., [191]), whereas in bcc a-iron, nucleation and growth 
of small interstitial loops is observed only in immediate vicinity of network dislocations 
[191, 192], where a prominent misbalance between interstitial and vacancy concentrations is 
possible due to the elastic interaction of point defects with dislocations. The same effect was 
observed also in vanadium [192] and is, probably, typical for bcc metals.

As described in the previous section, the sink strengths of dislocations are dependent on 
their orientation with respect to the lattice symmetry axes. This difference can be manifested 
directly, in particular, in the fact that the competition between dislocation loops with dif
ferent orientations results in the survival of dislocation loops that are not always the most 
favorable from the energy gain point of view (e.g., in a-iron, the biggest part of disloca
tion loop population consists of dislocation loops of type a ( 100) [191-194], which are less



546 Diffusion in Elastically S tra ined  Solids

energetically favorable than (a/2)(100) loops). An additional source of diffusion anisotropy 
appears when the metal is subject to nonhydrostatic external loads. Such external strains 
can modify dislocation loop bias factors and lead to different kinetics even for dislocation 
loops lying on crystallographically equivalent atomic planes. As a result, an interesting effect 
can be possible under special conditions, namely the re-solution of interstitial dislocation 
loops in irradiated materials subjected to high tension strains, as predicted in [195] and 
experimentally observed by Jitsukawa et al. [196].

Let us consider in more detail the kinetics of dislocation loops in the case, where metal 
irradiation occurs under the action of external uniaxial load a .  The formation of interstitial 
dislocation loop population requires normally very short irradiation doses, so we can assume 
that from the very beginning the material contains very small dislocation loops. In addition to 
them, the material inevitably contains network dislocations (with the dislocation density p d ) ,  

and here we assume that they are the only alternative sinks of point defects. Let the number 
of orientations of dislocation loop Burgers vectors equal M ,  while the partial loop number
density for loop orientation m ( m  =  1........ M )  are equal to N m . If the loops were nucleated
in an unstressed isotropic (or cubically symmetric) material, one would expect N „ ,  =  N L / M ,  

where N L is the total number density of dislocation loops. However, when loops are formed 
in a material subjected to the action of external stress, the number densities of different 
loop orientations can depend on the stress, for example, as [197, 198]

^  =  (359>M  r \  k R T

where A »= 2 to 3 is the number of interstitials in the loop nucleus, and <x„„ is the component 
of the deviatoric stress tensor normal to the loop extra-plane.

The rate of radius change of a loop with orientation m  is given by the relation

d  R  1
=  Ar ) (360)

where b  is the Burgers vector value of the dislocation loop, D „  are the stress-free diffusion 
coefficients for point defects of type a, r \ ixm are the bias factors of mth type dislocation loops 
for point defect of type a ,  and A„ =  C,to -  C a  lh are the average point defect supersaturations 
that are defined by the balance equations

K  -  ( Z aPd  +  y nP t . ) D a \  =  0  ( 3 6 1 )

where Z a are the bias factors of dislocations for point defect of type a  (averaged over the 
dislocation orientations), p L -  2 t t N 1 { R ) ,  r ja =  and the angular brackets ( . . . )  denote 
throughout this section the averaging of corresponding values over the loop orientations, for 
example,

1 "
(va) =  j j -  E  Ni..7?*™

I- m = \

After simple transformations, one reduces Eq. (360) to 

d R m A , „ p d +  B , „ p L

d t  (Z , p d +  17,p ,  ) ( Z , - p d  +  i?, f>,_)
K  (362)

where
,  , r ( V \ R )  ( v i R )

A m =  V l , n Z I '  -  V\  m Z I î n d  B m =  V l m ~ ~  >l l  m 7 7 r

Let us estimate the order of magnitude values of the factors A m and B m . Even in the
absence of external stress, the values of A , n are nonvanishing and the estimates can be done 
using stress-free values of dislocation and loop bias factors, r \ a ) and Zj,'” , respectively, The 
difference of dislocation biases for interstitials and vacancies is then expressed by Eq. (322).
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while the loop bias in the absence of stress can be estimated using the explicit expression 
for the bias factors of sufficiently large loops [138]

v T  -  *)["' =  ^ ( P ; / \ n \ )  

r,™ l n ( f / ? / | / ? , „ | )

where £ is a numerical factor of the order of unity. For typical values of P f / \ P y \  % 5, R  — 

10 nm, and p .  =  10K to 10"' cm-2, we obtain A w  -  A m (cr =  0) ~  0.1. The term proportional 
to A {0} in Eq. (362) describes the growth of all loops due to the preferential absorption of 
interstitials with respect to network dislocations.

In contrast to A m , the values of B m vanish in the absence of external loads, because in 
this case the loop bias factors are independent of the loop orientation in space. In order to
estimate the angular dependence of loop bias factors due to uniaxial external loading, we
can, similar to straight dislocations, approximate rfa m as

V a m  =  tjL0) (1  +  cl ' "  ~ )  (364)

where q™ is the factor defined by the point defect force tensor (i.e., is a property of defect)
and by the relative orientation of the loading axis and the loop Burgers vector. In particu
lar, when the main reason for the bias factors is the elastodiffusion, the values </"' can be 
estimated by averaging Eq. (355) over all dislocation orientations, which arc allowed for a 
fixed orientation of the loop Burgers vector,

_  (1 +  vl ) >s
C,u ~~ 4(1 - 2 v hf a k H T

0d ,<2) + c t ^ )  -  d f { s b m f  -  j : ( s e p ) \ b ' ne p ) 2

p =

where b  is the unit vector directed along the loop Burgers vector. Correspondingly, B m is 
directly proportional to the stress applied,

(365)
r '

and can be either positive or negative depending on the loop orientation with respect to 
the applied stress. The term proportional to B m in (362) corresponds to matter redistribu
tion between differently oriented loops under the effect of external load and stipulates the 
differences in loop growth rates.

Thus, the kinetics of growth of loops is determined by two, generally competing, mech
anisms, namely, (i) the growth of all types of loop owing to the preferential absorption 
of interstitials as compared to network dislocations, and (ii) the redistribution of matter 
between differently oriented loops. At the initial stage of loop growth, while A {(>)p d 3> B m p L , 

all the loops grow due to preferential absorption of interstitials as compared to disloca
tions. However, with the increase of the loop average size, the transfer of matter between 
differently oriented loops becomes the dominant effect. As a result of this process, some 
loop orientations can disappear, leading to the creation of pronounced anisotropic distribu
tion of dislocations with a definite orientation of Burgers vector, as it has been observed 
experimentally in [199, 200].

In order to demonstrate the qualitative behavior of the loop system, let’s start with the 
simplest case of only two loop orientations, namely those with the Burgers vectors aligned 
along the external uniaxial stress (type 1) and those with the Burgers vectors normal to the 
stress direction. As can easily be shown, the radii of different loop types are related via

d R 2 _  A m p d +  2 i r B N ]R l d R , 
d i  A 0 p (j dt

(3 6 6 )
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where B  — r]n r)r i  — V i - ' i V n -  Introducing here dimensionless quantities r, =  R J R m.lx anid 
r2 =  R2/ R nm, where R mm =  A i")p ll/2TrBN2, and integrating (366) with respect to time, we 
obtain

where p  =  N 2 f N u  and we have assumed that at the initial moment of time the loop sizes 
are negligible. In what follows, we neglect the dependence of loop nucleation on stresses 
and assume p  — 2.

When the loops are sufficiently small (r,, /-, «  1), Eq. (366) predicts

The characteristic radius R c corresponds to the dislocation loop size, where the sink strength 
of dislocation loops becomes the same as that of network dislocations, while t c is the char
acteristic time for this process. At the cited values of the parameters and K  — 10 h to 
10--1 dpa/s, we get R c % 1 to 10 nm and t f «= 0.1 to 1000 s.

The loop size kinetics at arbitrary times can be conveniently expressed in terms of a unique 
variable y ,  related to the dimensionless loop radii as

Note that these relations predict the maximum possible size of nonaligned loops

The time variation of y  is easily obtained by solution of equation set (362) and (367), 
being given by implicit dependence:

The plot of the loop radii /■, and r 2 as a function of dimensionless time r  is presented in 
Fig. 16a. As can be seen, the aligned loops monotonically grow, whereas the nonaligned 
loop size reaches the maximum value and then decreases until at the time t, ~  6.7tm, the 
nonaligned loops completely dissolve.

The characteristic time of the loop resolution is very sensitive to material parameters 
and irradiation conditions. At high irradiation fluxes, K  =  10-3 dpa/s, which can be reached 
only by irradiation in MV electron microscopes, and at high external loads, c r / f i  ~  5 x 
10 \  one gets l r —  I Q 3  s in a well-annealed metal ( p . ,  —  10* c m ''  and N  ~  I D 15 cm-3). 
On the contrary, in cold-worked materials, this time can reach many years. In other words, 
in the normal operation conditions of nuclear reactors, such resolution will be practically 
unobservable over any reasonable time. Moreover, if the maximum possible size of the 
nonaligned loops exceeds the average distance between network dislocations, all the loops 
will incorporate into the dislocation network prior to the onset of the re-solution. In order 
to observe experimentally the effect of dislocation loop resolution, one should use highly 
efficient damage production conditions (e.g., irradiation in high-voltage electron microscope)

'7 +  P r :  + 2 ( r 2 ~  i \ )  =  0 (367)

(368)

where

b P d V n z l
c

0.37 R ,

F ( y )  =  t„ +  r (369)

where

/• (>) =  (1 +  f i i f i v )  a rcs in j  +  ( f l ,  +  /3v ) y 2 +  -  1 ) y \ J  1 -  y *

7  =  T0 =  F { — s / 2 / 3 )  R* 1,45 , --= y f l r i r t / T l a u  and

3(^4<(JV,/)::T7/177, i/j 
4V/2A'1 K B '

(370)
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R e la tiv e  tim e, x R e la tiv e  tim e, t

Figure 16. T h e  d e p e n d e n c e  o f  d im en sio n less  radii o f  th e  d is lo ca tio n  loops on  d im en sio n less  tim e r .  (a ) T he case 
o f  tw o lo o p  o r ie n ta tio n s  (cu rv e  n u m b erin g  a c co rd in g  to  th e  loop type, as d escrib ed  in tex t), (b ) T he case o f  six 
lo o p  o r ie n ta tio n s , as in d ic a te d  by n u m b ers a t curves: l-[ 110], 2- [ l01], 3-[()T 1], 4-[ 101], 5 -[0 1 1] and  [ 110].

and high external loads. Additionally, in order to avoid the incorporation of nonaligned 
loops into the dislocation network, the condition R nydX <£ (7Tp(, 

is equivalent to the requirement (assuming A {()) % 0.1 and B  -

ly“ should be fulfilled, which 
■ 3 a / 11):

M N \

If this criterion is fulfilled, the nonaligned loops can completely disappear, while the aligned 
loops reach the size of R : =  2 R max. At higher times, they grow approximately proportional to 
(A7)l/3, independent of the external load. Indeed, after the dissolution of nonaligned loops 
there remains no competition between loops, and the remaining loops grow at the expense 
of the preferential absorption of interstitials by loops as compared to network dislocations. 
The loop growth continues until the loops become sufficiently large to be incorporated into 
the dislocation network.

In contrast to many theoretical predictions that remain at the level of qualitative spec
ulations, the effect of dislocation loop resolution has really been observed in annealed Ni 
samples, irradiated in the column of electron microscope [196]. It was found that the loops 
with the Burgers vector orientation [110] (nearly along the direction [432] of uniaxial load) 
grow steadily, the loops with Burgers vectors [101] (inclined with respect to the loading 
direction) grow noticeably slower, while loops with Burgers vectors [011] (i.e., nearly normal 
to the load direction) first grow and then dissolve. In other words, the loop behavior is in 
qualitative agreement with the simple model predictions.

It can easily be checked that the combination of experimental parameters met in [196] 
satisfies all the requirements, allowing observation of dislocation loop redistribution. The 
damage rate reached 2 x 10 3 dpa/s and loads were as high as 50 MPa (corresponding to 
( r / j i  ~  6 x 10'3). Though the number densities of dislocation loops were not directly cited, 
a rough estimate based on the TEM micrographs presented in [196] gives N L ~  1015 cm-3. 
However, the real situation is more complicated than in the simple model, as the symmetry of 
fee crystals allows six orientations of dislocation loops of the type (110), and all of them were 
observed in the experiment. In order to better represent the experiment, it is possible to solve 
numerically six equations of the form (362) with appropriate loop orientations. A typical 
dependence of loop radii on the relative time is demonstrated in Fig. 16b. Distribution 
between loop orientations was assumed to be uniform ( N m =  /V, /6), while the stress was 
assumed to be applied along [432] direction. The predicted behavior is in excellent qualitative 
agreement with experimental observations of [196].

7. CONCLUSION
The level of qualitative understanding of diffusion at different length and time scales, both in 
stress-free and strained crystalline solids, is quite formidable, but the accumulation of reliable 
quantitative data characterizing atomic jumps in particular materials remains a major task.
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The importance of such a database cannot be underestimated, because the diffusion in 
solids at the macroscopic length scales, where continuum equations are used to describe 
the diffusional mass transport, cannot be treated quantitatively without the knowledge of 
diffusion coefficients for all the particles that participate in the game. Unfortunately, except 
for simple crystalline lattices, it is not easy to measure experimentally the energies and other 
parameters of formation and migration of individual particles, especially at comparatively 
low temperatures,2 where diffusion is relatively slow. Moreover, very often many different 
processes at the atomic level contribute to the diffusion transport of different atomic species, 
which makes interpretation of experimental results uncertain. For this reason, computer 
experiment remains the major source of diffusion parameters, and it is quite common even 
to interpret experimental observations using parameter values predicted in computer exper
iments. Still, regardless of the undoubtedly high power of modern computational tools, one 
should be cautious in assigning too much confidence to calculated parameters.

As can be seen from the presentation above, the majority of diffusion parameters are 
obtained using various versions of molecular statics approach. The ideological basis of this 
approach is, however, unreliable. Certainly, one can expect that such modeling is able to 
reproduce qualitative features of atomic system behavior, such as the relation between the 
heights of different diffusion barriers, but particular numbers can hardly be considered more 
than an order of magnitude estimate, even if the interatomic potentials used in simulations 
were exact. Unfortunately, the reliability of empirical interatomic potentials is unknown, at 
least as long as diffusion jumps are concerned. Indeed, standard procedures of empirical 
potential verification include fitting of potential parameters to the near-equilibrium proper
ties of corresponding materials, such as elastic moduli, phonon spectra, cohesion energies 
(in compounds), and sometimes to the experimentally measured energies of simple defects, 
such as vacancies or stacking faults. This means that the empirical potentials are reliable 
mainly in the region of interatomic distances more or less close to the potential minimum 
position. Correspondingly, different potentials give similar results only for systems not much 
different from an ideal lattice. In far-from-equilibrium atomic configurations, the predictions 
very often become potential-sensitive. A nice example demonstrating how big a difference 
in predictions of different potentials may be is given by the simulation of vacancy binding 
to an edge dislocation in a-iron: for different potentials, the binding energy varied in the 
range of 0.45 to 1.3 eV [201 j. For the modeling of diffusion jumps, the situation is even 
worse: in the saddle point of a diffusion jump, the jumping particle often interacts with its 
neighbors in the strong repulsion range of interatomic potential, where interaction energy 
varies sharply in response to small changes in interatomic distances. For this reason, the only 
reliable interaction energies may be expected from simulations based on a b  i n i t i o  methods. 
In the last decade there appeared quite a number of first-principles calculations of equilib
rium energies of self defects and impurities in various kinds of solids: metals, semiconductors 
and insulators. Defect migration energies are addressed by this technique noticeably less, 
but in the last time the number of such calculations increases, especially when one tries to 
investigate diffusion-promoted kinetics of defect microstructure in the framework of multi
scale treatment, including simultaneous application of several simulation techniques (e.g., 
kinetic Monte-Carlo defect annealing with defect energies provided by a b  i n i t i o  [202, 203]). 
The most seldom reported are first-principles calculations of defect force tensors [204-206], 
but even these can nowr be performed on a regular basis in some most widespread a b - i n i t i o  

packages, such as AIMPRO (e.g., [205]). However, these methods require extremely pow
erful computational means, which precludes at present their extensive use. One should also 
have in mind that the sizes of a b  i n i t i o  computation cells are currently limited to at best half 
a thousand atoms, which is often insufficient to eliminate the influence of boundary condi
tions on the simulation predictions, especially for defects that cause pronounced relaxation 
of surrounding lattice.

Much more reliable information about the atom migration kinetics can be obtained, in 
principle, by dynamic modeling performed in the framework of molecular dynamics. Modern

2 It sh o u ld  be kep t in m ind  th a t “ com para tiv e ly  low " te m p e ra tu re s  can  he q u ite  high from  th e  everyday life point 
o f  view, reach in g  h u n d re d s  o f  d e g re e s  C elsius.



Diffusion in Elastically S tra ined  Solids 551

computers allow one to study sufficiently big atomic systems (up to several millions of atoms), 
but the typical “physical time” of tens of nanonseconds. as reached in practical computations, 
is quite short as compared to typical times of diffusion movements. However, the main 
problem of modern MD simulations is that they only seldom try to cooperate with analytical 
understanding of diffusion jump kinetics reached by dynamic theories, which potentially can 
give correlation between atomic jump frequencies and the intensities of appropriate vibration 
modes in the crystal phonon spectrum (see, e.g., [207, 208]). Not much attention is paid to 
the investigation of individual jump geometries, which can be quite different from the paths 
that are tested in molecular statics approach (see, e.g., [208]). And certainly, there remains 
the problem of appropriate potentials. Possibly, the best computational tool for investigation 
of diffusion would b e  a b  i n i t i o  molecular dynamics—but for the crystal sizes appropriate for 
diffusion studies, this is definitely a matter of future.

It should be also kept in mind that the knowledge of appropriate formation and migra
tion energies of diffusing particles is only the first step in the treatment of diffusion. As we 
have demonstrated, only in simple (usually, monatomic) crystals, the diffusion coefficients 
are straightforwardly expressed in terms of individual atomic jump parameters. In more 
complicated systems, it is quite a nontrivial task to correlate the rate of mass transfer with 
parameters of elementary diffusion events. Two examples of this kind (diffusion on fee and 
diamond lattices) were considered in this chapter. More complicated situations, like diffu
sion in ordered compounds, or self-diffusion via competing mediators (e.g., vacancies and 
interstitials in silicon) remain the topics of modern research. A very helpful method here 
may be lattice kinetic Monte Carlo, but only provided it is used in conjunction with other 
computational techniques that provide appropriate input parameters for the relative jump 
frequencies of different diffusing particles. The advantage of this technique is the possibility 
to model simultaneously diffusion and clustering of particles on length scales of the order 
hundreds of nanometers and timescales of microseconds to seconds (sec, e.g., [209]), which 
makes LKMC a link between the purely atomistic techniques and macroscopic analytical 
models. However, such simulations are extremely demanding to computational resources, 
especially for strained systems.

Finally, in the field of continuum modeling of diffusion, in practically interesting systems 
purely analytical methods are inevitably restricted to investigation of simplified models and 
are used in order to reach qualitative understanding of trends in material behavior. More 
detailed quantitative answers require numerical solution of appropriate diffusion equations. 
Technically this is seldom a problem, because the numerical techniques for solving diffusion 
equations are currently w'ell developed and can be found in many textbooks and general- 
purpose computational packages, such as Maple or MathCad. The drawback of numerical 
approach to continuum modeling is also well-known: being restricted to a particular set of 
input parameters, it usually gives answer exclusively for the studied task and is completely 
useless in predicting trends of system behavior outside the investigated parameter range.

Summing up, regardless of the achieved level of understanding of diffusion in crystals, 
there remain a lot of tasks that require investigation by both analytical and numerical meth
ods. This is even truer for the effect of stress on diffusion, which will certainly attract more 
attention with the development of technologies that use strains for monitoring the behavior 
of advanced modern materials.
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1. INTRODUCTION
There is a strong current interest in the adsorption of atoms and molecules at nanostructured 
surfaces. This interest is fueled by the general attention that nanoscience and nanotechnology 
has received in recent years. Systems with reduced dimensions can exhibit surprising chem
ical, mechanical, vibrational, electronic, magnetic, or optical properties that are distinctly 
different from those of extended systems. Consequently, also the adsorption properties of 
molecules can be significantly modified by nanostructuring a substrate.

However, as far as the interaction with molecules is concerned, surfaces with structures at 
the nanometer scale have already played a significant technological role for many years, long 
before the advent of nanotechnology, in particular in the field of heterogeneous catalysis. 
One of the most prominent examples is the car exhaust catalyst, where small metal particles 
on an oxide support are the catalytically active species f 1—4]. In fact, the activity of many 
real catalysts is often assumed to be dominated by so-called active sites, that is, sites with a 
specific geometric configuration on the nanometer scale that modifies their electronic and 
chemical properties. However, experimentally it is almost impossible to deduce the exact 
nature of these active sites.

Ideally, one would like to have a systematic microscopic understanding of the relationship 
between the geometric and electronic structure of a substrate and its adsorption properties
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and reactivity. This would allow the systematic tailoring of its activity but requires a detailed 
atomistic knowledge about the investigated nanostructures. The development of the scanning 
tunneling microscope (STM) [5] was an experimental milestone allowing the imaging of 
structures and processes on surfaces with atomic resolution. Still, one has to keep in mind 
that the STM does not directly yield the atomic structure but rather images the electronic 
density of states [6]. Therefore, sometimes it is not easy to identify the atomic structure 
underlying a particular STM image. Furthermore, nanostructured surfaces with a strong 
corrugation are hard to image because the finite size of the STM tip leads to a limited 
lateral resolution [7]. Therefore the size and shape of, for example, supported clusters are 
often not really known. It is true that the deposition of size-selected clusters together with 
soft-landing techniques allows the preparation of a monodisperse distribution of supported 
clusters [8]. Yet, the exact structure of the soft-landed clusters is also not known either.

Theoretical studies, on the other hand, have the advantage that they deal with well-defined 
systems. This means that the microscopic structure of the studied systems is of course pre
determined by the theorist performing the calculations. Because of the tremendous progress 
in the computer power and the development of efficient electronic structure algorithms, a 
very fruitful and close collaboration between theory and experiment for the investigation of 
the interaction of atoms and molecules with surfaces and nanostructures has become possi
ble [9, 10]. In the early days of theoretical surface science, quantum chemistry methods [ 11J 
based on representations of the electronic many-body wave function had prevailed. Unfor
tunately, wave function-based methods are limited to rather small systems because of their 
unfavorable scaling with the size of the treated systems. Nowadays, the a b  i n i t i o  treatment 
of surfaces and nanostructures is dominated by total energy calculations based on density 
functional theory (DFT) [12-15]. which combines numerical efficiency with a satisfactory 
reliability and accuracy.

A broad variety of surface properties can now be described from first principles, that is, 
without invoking any empirical parameters [16]. First of all, a b  i n i t i o  total-energy calculations 
allow the determination of the equilibrium structure of a specific system. However, these 
calculations offer even more. They also yield the electronic structure underlying a particu
lar optimum geometry. The analysis of the electron structure and its interpretation within 
a conceptual framework can lead to a general understanding of the principles underlying 
adsorbates structures, chemical trends, and the relation between reactivity and structure. 
In order to make such an understanding possible, it is very important to establish reactiv
ity concepts. These allow one to categorize the immense variety of possible structures and 
reactions.

In this review, I will mainly focus on two types of nanostructured surfaces: stepped surfaces 
and supported clusters. It is true, however, that the nanostructures that can be addressed 
currently by electronic structure calculations are still very limited in size. For example, the 
separation of the steps treated in theoretical studies is often smaller than the corresponding 
separation of steps studied in experiments [17], and typically supported clusters with less than 
10 atoms are treated in the calculations, whereas the clusters studied in experiments often 
contain more than 1000 atoms [18]. Hence, there is still a gap between the nanostructure 
sizes dealt with in theory and in experiment.

Nevertheless, it is still possible to extract qualitative trends from theoretical studies, for 
example as far as the role of low-coordinated sites at the nanostructures is concerned. Fur
thermore, modern experimental cluster sources together with soft-landing techniques allow 
the deposition of clusters with basically any desired number of atoms well below 100. In 
addition, the improvement in computer power and the efficiency of the computer codes 
will make it possible to address larger and larger systems. Thus, we will certainly see an 
ongoing closing of the gap between experiment and theory in the future. It should also be 
emphasized that the application of large-scale electronic structure calculations to surfaces 
and nanostructures is a relatively young field. Although the first detailed a b  i n i t i o  calculations 
of the interaction of molecules with low-index surfaces started in the early 1990s [19-22], 
the treatment of nanostructured surfaces became only possible in the new millenium except 
for a few studies that were carried out on supercomputers in the 1990s [8, 23].
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The topic of this review is the adsorption of atoms and molecules on nanostructured sur
faces. However, adsorption studies are often performed in order to understand the reactivity 
of a particular nanostructure. Hence studies of adsorption and reactions on nanostructures 
are often closely related. Therefore, I will also briefly discuss the chemical reactions that 
are promoted by specific nanostructures. Furthermore, I will not only address adsorbates on 
nanostructured surfaces but also nanostructuring by adsorbates, mainly by organic molecules, 
which might be useful for sensing, catalysis, or molecular electronics.

Instead of giving a comprehensive overview' of many systems, I will focus on particular 
well-studied systems that allow manifestation of qualitative trends for the interaction of 
atoms and molecules with nanostructured surfaces. In particular, as far as the adsorption on 
supported clusters is concerned. I will mainly discuss the Au/Ti02 system [18, 24, 25], which 
has become t h e  model system for the understanding of the chemical reactivity of supported 
nanoparticles. This system is of particular interest because bulk Au is chemically inert in 
contrast to the Au nanoparticles, so that its study allows the identification of the geometric 
and electronic factors underlying the enhanced reactivity of nanoparticles.

This chapter is structured as follows. In the next section, a brief introduction into the the
oretical concepts needed for the first-principles description of adsorption on nanostructured 
surfaces will be given. The third section is devoted to the adsorption on stepped surfaces, 
and the fourth section covers the adsorption on supported nanoparticles. Then there will be 
a brief introduction into the nanostructuring of surfaces by organic templates. Finally, some 
conclusions and an outlook will be given, where possible directions of further research will 
be sketched.

2. THEORETICAL CONCEPTS
In the realm of chemistry and solid-state physics, only the kinetic energy and the electrostatic 
interaction enter the basic expression for the total energy of a physical system. Because of 
their light mass, the electrons have to be treated quantum mechanically. Thus, a theoreti
cal analysis ‘"just” requires the solution of the appropriate quantum many-body Schrodinger 
equation. Unfortunately, the exact analytical solution of the Schrodinger equation for any 
realistic many-body system is not possible. Consequently, only approximate numerical solu
tions can be obtained, but they should be as reliable and as accurate as possible, and at the 
same time they should not be computationally too demanding so that the calculations can 
be carried out within a reasonable time.

The first calculations of surface structures were based on quantum chemistry methods 
[11, 26, 27] in which the Schrodinger equation is solved using necessarily finite basis sets 
for the wave functions. The theoretical tools used by quantum chemists are designed to 
describe finite systems such as molecules. In the quantum chemistry approach, surfaces are 
regarded as big molecules and modeled by a finite cluster. This ansatz is guided by the 
idea that bonding on surfaces is a local process. These methods significantly contributed 
to our understanding of processes at surfaces (see, e.g., [28, 29]). However, these calcula
tions become prohibitively expensive for larger systems because of their unfavorable scaling 
with the system size. Nowadays, predominantly electronic structure calculations using density 
functional theory (DFT) [12, 13] are performed. They offer a good compromise between 
computational efficiency and sufficient accuracy for many systems. Still, there are important 
exceptions where present-day DFT methods are not accurate enough [30, 31].

Here I will only give a brief sketch of the fundamentals of DFT, which are important for 
a general understanding. Historically, the first attempts to relate the electronic density and 
the total energy were made within the framework of the Thomas-Fermi theory [32], which 
is only valid in the limit of slowly varying electron density. Hohenberg and Kohn extended 
this relation also to inhomogeneous situations [12]. The Hohenberg-Kohn theorem states 
that the exact ground-state density and energy can be determined by the minimization of 
the energy functional E [ n \ ,

E m  =: min E \ n \  =  min(7[/?] +  K - tM  +  K \M
//(/) "O') (1)
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which means that there is a one-to-one correspondence between the electron ground-state 
density n ( r )  and the total energy. In Eq. (1), V cxl[ n ]  and V H [ n ]  are the functionals of the 
external potential and of the classical electrostatic interaction energy, respectively, and T [ n ]  

is the kinetic energy functional for non-interacting electrons. These three terms do not 
contain any quantum mechanical many-body effects that are all lumped together in the so- 
called exchange-correlation functional £ xc[/7 ] that is, unfortunately, not known in general.

It had turned out that the Hohenberg-Kohn theorem is not useful for a direct implemen
tation of the DFT, mainly because the kinetic energy functional T [ n \  is not precisely known 
for inhomogeneous situations. One rather replaces the many-body Schrodinger equation by 
a set of coupled effective one-particle equations, the so-called Kohn-Sham equations [13]

| + v , - - a ( r )  +  vH(r) +  v x, ( r )  J i//(r) & , ( ? )  (2)

where vcxl is the external potential and the H a r t r e e  p o t e n t i a l  v u  is given by

= j  c l " r n ( r ' )  /  , (3)
J  \ r  -  r  |

The exchange-correlation potential v KC( r )  is the functional derivative of the exchange- 
correlation functional £ xc[/?]

=  <4) 

The electron density n ( r) that minimizes the total energy is then given by the sum over 
single-particle Kohn-Sham states

n ( r )  =  Y 1 l<Mr)|3 (5)
l= \

The ground-state energy can now be expressed as

N

E  =  Z  £, +  -  /  v A r ) n { r )  ( P r  -  V H (6)
/=l

The first term in the total-energy expression (6) is also called the band structure term Ebs, 
as it corresponds to the sum over the single-particle energies.

There is one complication as far as the solution of the Kohn-Sham equations is concerned. 
The electron density n ( r ) ,  which is derived from the Kohn-Sham states, actually enters the 
effective one-particle Hamiltonians, that is, the exact Hamiltonians are not known a  p r i o r i .  

In such a situation, the solutions can be obtained within an iterative self-consistency scheme. 
Initially, the electron density has to be guessed, for example as a superposition of atomic 
densities. The Kohn-Sham equations arc then solved, and the resulting density is compared 
to the initial guess. If the difference is larger than some prespecified value, the new density 
enters the Kohn-Sham equations (often using some mixing scheme), and the cycle is repeated 
so often until the iterations no longer modify the solutions, that is, until self-consistency is 
reached.

In principle, DFT is exact, but as already mentioned, the correct form of the nonlocal 
exchange-correlation functional is not known. This also applies to the exchange-correlation 
potential Hence approximative expressions are needed. In the local density approxi
mation (LDA), at any position /: the exchange-correlation potential of the homogeneous 
electron gas with the corresponding electron density is used. This means that nonlocal 
effects in the exchange and correlation are entirely neglected. Although this is a rather 
crude approximation, the LDA has been surprisingly successful for many properties of 
bulk materials. However, for chemical reactions at surface, LDA is not sufficiently accu
rate [20]. Satisfactory accuracy is obtained within the so-called generalized gradient approx
imation (GGA) [33], which takes the gradient of the density also into account in the
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exchange-correlation functional, but in such a way that important electronic sum rules are 
obeyed. GGA represents the state of the art for large-scale DFT calculations of surfaces and 
nanostructures.

There are quite a number of different GGA functionals available. Although quantum 
chemists using DFT prefer exchange-correlation functionals that are fitted to a number of 
reference reactions in the gas phase [34, 35], physicists rather rely on functionals that are 
derived without any adjustment of parameters [33, 36]. It should be mentioned that GGA 
calculations do not achieve c h e m i c a l  a c c u r a c y  (error below M).l eV) for all systems and 
that there can be quite significant quantitative discrepancies between the results of DFT 
calculations using different GGA functionals.

For example, there are two versions of the popular GGA functional developed by Perdew, 
Burke, and Ernzerhof, called the PBE functional [36] and the revised PBE, RPBE [30]. Both 
versions differ only by one interpolation function, which is not specified in the construction 
scheme for the functional. Hence there is no way to tell a  p r i o r i  which is the more correct 
functional. Still, for certain systems there are differences of up to 0.5 eV between the results 
using these two functionals, in particular as far as the adsorption energies of 0 2, NO, or CO 
on metal surfaces are concerned [30]. Fortunately, often this only leads to quantitative but 
not qualitative differences or errors. Nevertheless, there are also systems where all present 
GGA functionals yield wrong qualitative results, for example for the adsorption site of CO 
on P t ( l l l )  [31], In most cases, DFT-GGA calculations arc actually reliable, but one still 
should always be cautious and compare the DFT results with available experimental data.

Hence, the search for more accurate exchange-correlation functionals is an active research 
field [37, 38]. However, the problem in the development of more accurate exchange- 
correlation functionals is that they still represent in principle an uncontrolled approximation, 
that is, there is no systematic way of improving the functionals as there is no expansion in 
some small, controllable parameter.

As far as the practical implementation of DFT algorithms is concerned, it is numerically 
very efficient to use a plane-wave expansion of the Kohn-Sham single-particle states. How
ever, such an approach usually requires a three-dimensional periodicity of the considered 
system. In the so-called supercell approach, surfaces are modeled by periodically repeated 
slabs with a sufficient vacuum layer between them in order to avoid any interaction between 
the slabs. A typical supercell describing the adsorption of atoms at the step sites of a nano
structured fcc(410) surface in a (2 x  1) geometry is shown in Fig. 1. The slabs have to be 
thick enough to reproduce the correct electronic structure of the substrate. One advantage 
of the slab approach is that the substrates are infinitely extended in lateral directions, which 
yields a correct description of the delocalized nature of the electronic states of metals, a 
feature that is not present when the substrates are modeled by finite clusters [29].

On the basis of total-energy calculations, adsorption energies and reaction barrier heights 
are determined as the differences of the total energies of the appropriate systems. For 
example, the adsorption energy £ ads of a molecule can be determined via

■^ads ( ^ s l a b  ^ m o l )  ^ s la b + m o l  ( ^ )

where Z:sjab, E mo[, and £ slab+moi are the total energies per unit cell of the isolated slab, the 
isolated molecule, and the interacting system, respectively. Using this definition, the exother
mic adsorption of molecules is represented by positive energies, as will be done throughout 
this chapter. However, often the sign convention is chosen to be the other way around.

In any implementation of DFT, the computational effort is directly linked to the number of 
electrons that have to be taken into account. Now most chemical and materials properties are 
governed almost entirely by the valence electrons while the influence of the core electrons 
on these properties is negligible. This fact is used in the pseudopotential concept [39] in 
which the influence of the core electrons on the other electrons is represented by an effective 
potential, the pseudopotential. Because this significantly reduces the number of electrons 
that have to be taken into account, the use of pseudopotentials leads to enormous savings 
of computer time.
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F ig u re  1. Illu s tra tio n  o f  th e  su p e rcc ll a p p ro a c h . A su b s tra te  o f  a fee crystal w ith a (410 ) su rface  te rm in a tio n  an d  
an  a d s o rb e d  perio d ic  a to m ic  layer in a (2 x  2) g eo m etry  is re p re s e n te d  by an  infin ite a rra y  o f  slabs. T h e  su p e rce ll 
and  th e  su rface  unit cell a re  in d ica ted  in th e  figure.

A further significant improvement has been the formulation of the projected augmented- 
wave (PAW) method [40] and the development of u l t r a s o f t  pseudopotentials [41]. Both meth
ods are indeed closely related [42]. They introduce augmentation charges in the core region 
in order to create smooth potentials, which results in a dramatic reduction in the necessary 
size of the basis set in plane-wave calculations.

Almost all modern DFT studies presented in this chapter employ the pseudopotential 
concept, and many large-scale computations would be impossible without the use of pseu
dopotentials. Using the supercell technique in combination with the pseudopotential or PAW 
concept, modern efficient DFT algorithms [43-45] can treat up to several hundreds or even 
thousands of atoms per supercell (see. e.g.. [46]).

DFT calculations not only yield total energies but also information about the electronic 
structure. First of all, plots of the total charge density are useful in order to get an idea of 
the nature of the chcmical binding. However, even more instructive is the analysis of charge 
density difference plots, for example of the adsorption induced charge density difference

" d .f l i F ) =  " to ta l  l '7 ) ”  " a d so rb a te !  O  ”  "substrate  (7) (8)
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These charge density difference plots illustrate the charge redistribution and the rehybridiza
tion due to the interaction of the reactants. Hence they allow the determination of charge 
transfer processes, and even the nature and symmetry of the involved orbitals can be deduced 
from the spatial patterns.

However, not only the electronic structure in real space but also in momentum and energy 
space yields valuable information. In particular, the determination of changes in the local 
density of states (LDOS), which is defined by

n(r ,  e) -  V  <£.(;•')/ 5 ( c -  fc- ) (9)
/

adds additional information about the electronic orbitals and bands that are involved in the 
adsorption process.

Still, for a deeper understanding of, for example, chemical trends qualitative concepts 
are needed that allow a fundamental analysis and interpretation of the electronic structure. 
A rather simple but still very useful reactivity concept was derived by Hammer and N0 rskov 
[47, 48], the so-called d-band model. This scheme is closely related to the frontier orbital 
concept developed for gas-phase reactions [49, 50]. In the c/-band model, the whole c/-band 
is replaced by an effective level located at the center of the d - band e (l . This level plays 
the role of the substrate frontier orbitals, that is, of the highest occupied molecular orbital 
(HOM O) and the lowest unoccupied molecular orbital (LUMO).

The principles underlying the d - band model are illustrated in Fig. 2. Let us first consider 
the interaction of an atomic level with a transition metal surface. This interaction is formally 
split into a contribution arising from the 5 and p  states of the metal and a second contribution 
coming from the c/-band. The s  and p  states lead to a broadening and a shift of the atomic 
level to lower energies. This broadening and shift is called r e n o r m a l i z a t i o n  of the energy 
level and can be modeled by the interaction with a jellium surface.

This renormalized level then splits due to the strong hybridization with the metal ^-states 
in a bonding and an antibonding contribution. Both the strength of the interaction as well as 
the position of the center of the d - band s (j determine whether the interaction is attractive or 
repulsive. The stronger the interaction, the more the two levels are split. A very strong inter
action shifts the bonding orbital to lower energies. Furthermore, it pushes the antibonding 
contribution above the Fermi energy. Both effects lead to an effective attractive interaction.

As Fig. 2 illustrates, the position of the center of the d-band e (i determines the occupation 
of the bonding and the antibonding contribution. The higher the <:/-band center, the smaller 
the occupation of the antibonding level and the more attractive the interaction. Therefore, 
transition metals are rather reactive because the Fermi energy is rather close to the c/-band

Figure 2. S ch em atic  d raw in g  o f  th e  in te ra c tio n  o f  an  a to m ic  level w ith  a tra n sitio n  m eta l su rface  acco rd in g  to  the 
d -b a n d  m odel [47].
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center because of the only partially filled r/ band. For a noble metal, on the other hand, 
the c/-band center is so low that both the bonding a n d  the antibonding state of adsorbate- 
substrate interaction are occupied, making this interaction repulsive. This is the reason why 
noble metals are noble, that is, less reactive than transition metals [48],

The c/-band model is particularly useful for comparing the reactivity of relatively similar 
systems that only differ in the position of the (/-band center. Then there is a linear relationship 
between the c/-band center shift and the change in the chemisorption strength AE d [51, 52],

8 E d  =  -  V “ 8 e d  (10)

which means that there is a stronger interaction or larger energy gain upon an upshift of the 
(/•band.

This concept provides an intuitive picture for the enhanced reactivity of nanostructured 
surfaces which is illustrated in Fig. 3. Consider a typical transition metal with a more than 
half-filled (/-band (Fig. 3a). At a step atom or at some other low-coordinated site, the local 
c/-band density of states will be changed. In a simple tight-binding picture, the width of 
a band is directly related to the coordination and the overlap of the orbitals. At a low- 
coordinated site, the rf-band will therefore become narrower (see Fig. 3b, the same is also 
true for pseudomorphic overlayers under tensile strain, which reduces the overlap between 
the electronic orbitals [53—55]). Now if the c/-band is more than half-filled but not completely 
filled and the ( /band  center is kept fixed, the number of (/-states below the Fermi energy 
will increase. This would lead to an higher occupation of the d-band. However, the number 
of c/-clectrons is conserved. In order to obey charge conservation, the narrower c/-band has 
to shift up (Fig. 3c) so that the number of occupied states remains unchanged. Thus also 
the (/-band center will move up. According to the J-band model, this results in a higher 
reactivity of the structured system.

That the simple concept of the (/-band upshift due to the band narrowing is indeed true is 
illustrated in Fig. 4, where the layer-resolved, local d-band density of states (LDOS) of the 
stepped Pd(210) surface determined by GGA-DFF calculations [56] is plotted. The LDOS of 
the third layer is still rather close to the Pd bulk density of states. This is a consequence of the 
good screening properties of metals [57], which leads to a rapid recovery of bulk properties in 
the vicinity of imperfections such as surfaces. However, the width of the t/-band of the second 
and first layer are significantly reduced, and this reduction in band width is accompanied by 
an upshift of the (/-band centers indicated by the vertical dashed lines. The consequences of 
this upshift on the interaction strength with adsorbates will be discussed in the next section. 
Furthermore, it should also be remembered that density of states effect are only related to the 
band-structure energy. This is, however, only one term in the sum yielding the Kohn-Sham 
total energy. There are many systems where electrostatic effects or even exchange-correlation 
effects contribute to the chemical reactivity and interaction strengths.

(a)

■ r-  ; „ > J '• - ' , r  -' -;1 *
m m m
$ £

I

Local density o f stales

(b)

Local density nf states

(.0

Local density o f states

Figure 3. Illu s tra tio n  o f  the  effect o f a low er co o rd in a tio n  or sm a lle r  a to m ic  o v e rlap  on  the  w id th  an d  position  o f 
a (/-band , (a ) ( /-band  o f a tran sitio n  m etal: (b ) re d u ced  w idth o f  th e  ( /-b an d  d u e  lo a lo w er co o rd in a tio n  o r  sm aller 
o verlap ; (c) u p sh ift o f  the (/-hand  b ecause  o f  ch arg e  e o n se n a tio n .
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F ig u re  4. L ayer-reso lved , local J -b a n d  density  o f  s ta te s  o f  P d (2 l0 )  d e te rm in e d  by G G A -D F T  ca lcu la tio n s . T h e  
F erm i level an d  the  c e n te r  o f  th e  d -b a n d  a re  in d ica ted  by vertica l d ash -d o t an d  d ash ed  lines, respectively . The 
th ird -lay e r  L D O S  is a lread y  very  c lo se  to the  bulk  density  o f  s ta te s  o f  pa llad iu m  (a fte r  [56]).

3. ADSORPTION ON STEPPED SURFACES
Nanostructures at surfaces often exhibit a broad variety of possible adsorption sites because 
of their open defect-rich structure. This makes a microscopic identification of the relation 
between the geometric and electronic structure and its reactivity toward adsorption rather 
complicated. Similarly, the activity of realistic, nanostructured catalysts is often assumed 
to be dominated by so-called active sites, that is, sites with a specific geometric configura
tion that modifies their electronic and chemical properties. However, the exact microscopic 
structure of these active sites is often unknown.

In order to systematically investigate the properties of nanostructures, it is desirable to 
prepare surface structures with one well-defined defect structure so that its influence can be 
isolated from that of all other possible structures. V i c i n a l  s u r f a c e s  are particularly well-suited 
for this purpose. These are surfaces that are only slightly misaligned from a low index plane. 
A vicinal surface is structured as a periodic array of terraces of a low-index orientation 
separated by monoatomic steps. By studying vicinal surfaces, the influence of steps on, for 
example, adsorption properties or reactions on surfaces can be studied in a systematic way. 
They allow one to determine the role of steps in the interaction of atoms and molecules with 
surfaces, they can be relatively easily prepared in the experiment, and they are accessible to 
electronic structure calculations.

In Fig. 5, a (755) surface is shown illustrating the structure of a vicinal surface. The 
high-index (755) surface consists of 6 atomic rows of (111) orientation separated by a step 
with a (100) ledge, that is, the ledge represents (100) microfacets. The misalignment from 
the [111] direction is 9.5°. In fact, in order to make the structure of a vicinal surfaces 
immediately obvious, they are often denoted by n ( h k l )  x  (h ' k ' l ' )  [58] where ( h k l )  and 
( h ' k ' V )  are the Miller indices of the terraces and of the ledges, and n  gives the width of the 
terraces in number of atomic rows parallel to the ledges. Thus a (755) surface is represented 
by 6(111) x  (TOO). Another example is the (911) =  5(100) x  (111) surface that is rotated by 
9.5° from the [100] direction.

Experimentally, it is well-known that many adsorbates bind preferentially to step sites 
[17, 59]. This has of course motivated electronic structure calculations. A particularly
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F igu re  5. A  ste p p e d  (755) =  6 (111) x  (100) vicinal su rface . S teps w ith ledges o f  (100) o r ie n ta tio n s  se p a ra te  (111) 
te rrac es  th a t a re  6 a to m  row s w ide.

well-studied system is the adsorption of CO on Pt surfaces. Interestingly enough, DFT cal
culations using present-day functional for the description of the exchange-correlation effects 
fail in predicting the correct adsorption site for CO/Pt( 111) [31]. According to the DFT cal
culations, the threefold hollow site is energetically preferred by about 0.25 eV with respect to 
the top site although it is experimentally well-established that CO adsorbs on the top sites of 
Pt( 111). The reasons for this failure are still debated. Some authors claim that the considera
tion of relativistic effects leads to the correct site preference. Others claim that the so-called 
CO/Pt(111) puzzle is caused by the incorrect position of the CO 2%t * orbital. By correct
ing its energetic location in a so-called GG A +U  approach [60], the true site preference is 
recovered [61].

However, the system CO/Pt demonstrates that DFT calculations can still be useful and 
yield important insight into certain aspects of an adsorbate system even if other aspects 
are not well-described. This is due to the error cancellation in the comparison of similar 
structures. The binding energies of CO at the on-top sites of several flat, stepped, kinked, 
and reconstructed Pt surfaces have been investigated by DFT-GGA calculations [51]. These 
calculations have revealed a strong structure sensitivity of the binding strength with variations 
of 1 eV in the CO adsorption energies.

As far as stepped surfaces are concerned, the Pt(211) and Pt(1175) surfaces have been 
considered. Both surfaces have (111) terraces of similar width, but while the (11.75) surface 
has an open kinked structure along the steps (see Fig. 6), the (211) surface is close-packed 
along the steps (see Fig. 7). And indeed, the lowest coordinated Pt atoms, which are the

F ig u re  6. C O  ad so rp tio n  on  to p  o f  the  kink sites a t th e  s tep s o f  a Pt( 11 7 5) su rface . C O  b inds with th e  C  end  
down.
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Figure 7. M olecu la r 0 : a d so rp tio n  site  a t th e  s tep s o f  a P t ( 2 11) su rface  d e te rm in e d  by D F T  ca lcu la tio n s [17]. For 
the  sak e  o f  c larity , the  0 : coverage  in the  figure d o es  n o t c o rre sp o n d  to  th e  o ne  used in th e  ca lcu la tions.

kink atoms of the (11 75) surface, show the strongest binding to CO with bonding energies 
that are about 0.7 eV stronger than on the flat P t ( l l l )  terrace. These findings have again 
been rationalized using the c l - band model [51 J. The lower the coordination, the larger the 
c l -band shift and consequently the higher the adsorption energy.

In this context, it should be mentioned that the Pt(100) surface in equilibrium exhibits a 
Pt(100)-hex reconstruction that is an otherwise flat (100) surface covered by a hcxagonally 
packed, buckled Pt overlayer. This overlayer is buckled because the Pt density in the overlayer 
is 4% higher than in the Pt(l 11) surface. This larger density has the same effect as a higher 
coordination. Because of the increased overlap the ^/-band broadens and shifts to lower ener
gies making it less reactive. This is exactly what has been found for the binding of CO on the 
Pt( 100)-hex( 1 x  5) surface, which is weaker by 0.1 eV compared to the Pt(l 11) surface.

Apart from the CO/Pt system, the interaction of molecular oxygen with Pt surfaces repre
sents one of the best studied systems in surface science, both experimentally [62—67] as well 
as theoretically [68—70]. This interest, as for CO/Pt, was also motivated by the technological 
relevance of the adsorption of 0 2 on Pt as a crucial microscopic reaction step occuring in 
the car-exhaust catalyst. 0 : can adsorb both molecularly and dissociatively on Pt. At surface 
temperatures below 160 K, 0 2 only adsorbs molecularly because of steric hindrances [70], 
even if the molecules impinge on the surface with high kinetic energies [64].

Experimentally, it has been found that the 0 2 dissociation is strongly favored at step 
sites [17]. The local reactivity of the Pt step sites is reduced significantly when the step 
sites are decorated by Ag atoms. In the experiment, two vicinal surfaces were studied, 
Pt[9( 111) x (Ml)] and Pt[8( 111) x (100)], which have both (111) terraces that are nine and 
eight atom rows wide, separated by {111} and {100} monoatomic steps, respectively. In order 
to understand the enhanced reactivity of the Pt steps, GGA-DFT calculations have been per
formed [17, 71]. In the calculations, 0 2 adsorption and dissociation on Pt(211) =  Pt[3( 111) x  

(100)] were addressed. The terraces of this surface are only three atom rows wide. Still, the 
steps of the (211) are far enough from each other to make the calculations relevant for the 
understanding of the reactivity of the vicinal surfaces studied in the experiments.

In the calculations, the 0 2 molecular adsorption state and its energy £ mo, and the energy 
of the transition state to dissociation E r s  were determined for the step site and a “near 
step” (NS) site one row away from the steps of the clean Pt(211) surface and for the Pt(2U) 
surface with the steps decorated by a monoatomic row of silver atoms. The energetically 
most favorable molecular adsorption state of 0 2 on Pt(211), which is shown in Fig. 7, is 
indeed at the Pt step atoms. The same is true for oxygen atoms, which also preferentially 
adsorb at the Pt step atoms [23]. In passing, I note that in order to illustrate both the surface 
geometry and the adsorbate location, in Fig. 7, as in many of the following figures, only 
a single adsorbed molecule has been plotted. However, one has to keep in mind that the 
coverages used in the calculations within the supereell approach are usually much higher.
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The stronger binding to the steps can again be understood within the d-band m odel In 
Fig. 8, the 0 2 adsorption and transition state energies are compared to the corresponding 
ones for the Pt( 111) surface as a function of the local d-band center e d. These energies were 
determined using both the RPBE and the PW91 functional, but only the PW91 results are 
plotted in Fig. 8 because the qualitative consequences do not depend on the functional. The 
correlation between the energies and the position of s (i is obvious. At the step sites, the low 
coordination leads to a upshift of the r/-band center, which results in a stronger interaction.

Interestingly enough, the local barrier for dissociation E a —  ^ rs  — £ moi is not lowered 
at the steps. There, it is even higher than on the flat P t ( I l l )  surface. Thus it seems to 
be surprising that there is a higher rate for dissociation at the steps. However, not only 
the height of the local dissociation barrier but also the absolute energetic position of the 
transition state with respect to the 0 2 molecule in the gas phase are important. At the flat 
Pt( 111) surface, the transition state energy approximately coincides with the energy of 0 2 
in the gas phase, which means that the energetic heights of the dissociation barrier and the 
desorption barrier are similar. Hence, in a thermally activated situation, a large fraction 
of adsorbed oxygen molecules will rather desorb than dissociate. At the steps, where the 
transition state energy is well below the 0 2 gas phase energy, the branching ratio between 
dissociation and desorption is strongly shifted toward dissociation, although the absolute 
value of the barrier is higher at the steps. Hence, it is the stabilization of the molecular 
adsorption state that leads to an enhanced dissociation at steps.

Steps do not only provide sites for preferential adsorption, they could also lead to the 
lowering of reaction barriers. One important example is the N2 dissociation on the Ru(OOOl) 
surface, which has been shown experimentally to be totally dominated by steps [72, 73]. This 
system is of particular importance, as the N2 dissociation represents the first and rate-limiting 
step in the ammonia synthesis [74, 75]. The experimentalists have again used the fact that Au 
atoms deposited on a Ru(OOOl) surface will preferentially decorate the steps, thus blocking 
these sites [59]. The Ru(0001) surface used in the experiments had a step density of less 
than 1%. By depositing less than 2% of a monolayer of gold, the N2 dissociation rate was 
suppressed significantly. From the experimentally measured rates, it was estimated that the 
dissociation rate at the steps is at least nine orders of magnitude higher than on the terraces 
at 500 K [72, 73]. ^

Theoretically, the N2 dissociation on Ru(OOOl) surface was described within a (2 x 2) 
surface unit cell [72, 76]. The step was modeled by using a (2 x 4) unit cell and removing 
two rows of Ru atoms (see inset of Fig. 9). The energetics along the reaction path from the 
molecular N 2 precursor state to atomic nitrogen on the surface is also shown in Fig. 9. It is

d-band centered e(, (eV )

F ig u re  8. O .  m o le c u la r  ad so rp tio n  energy- an d  tran sitio n  s ta te  e n e rg ie s  d e te rm in e d  u sing  ih e  G G A -P W 9 i functional 
as a fu n c tio n  o f  th e  local f/ hancS c e n te r  e l{ [711. T h e  d ash ed  lines a r e  inc luded  as a g u id e  to  th e  eye.
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F ig u re  9. E n erg e tics  o f  th e  N : d issocia ton  o n  a te r ra c e  a n d  a s te p  o f  R u(0001) as d e te rm in e d  by D F T  ca lc u la 
tio n s [72J. T h e  in se ts sh o w  the  c o rre sp o n d in g  c o n fig u ra tio n s  a t the  tran s itio n  s ta te  (T S ) fo r d isso c ia tio n . T h e  en erg y  
z e ro  is ch o sen  to  be th e  en erg y  o f  the  N 2 m o lecu le  in  th e  g as phase .

obvious that the barrier for the dissociative adsorption of N2 is significantly lowered from 
1.9 eV at the terraces to 0.4 eV at the steps, in agreement with the experiment. Although 
the N2 molecular precursor is also strongly stabilized at the steps, the difference in the 
binding energies of atomic nitrogen at the steps and the terraces is much smaller. For the 
N2 dissociation, this is important because it means that the nitrogen atoms after dissociation 
do not block the step sites so that they can act as a low barrier channel for populating the 
terraces.

At first sight, the transition state configurations on the terrace and at the step are not 
too different. In both cases, one nitrogen atom is close to the most stable hep site, whereas 
the other is located at a bridge position. However, at the step, the two N atoms do not 
share any Ru atoms as nearest neighbors. This reduces the indirect repulsive interactions 
that lead to the high N2 dissociation barrier on the terrace [77]. Hence it is the modified 
geometrical arrangement of the steps that contributes significantly to the higher reactivity. 
In a subsequent theoretical study, it was shown that also for the ammonia synthesis over a 
Ru surface, the reactions mainly take place at the step sites [76].

Furthermore, a dramatic lowering of the dissociation barrier at stepped ruthenium surfaces 
does not only occur for N2, but also for NO. DFT calculations found that this barrier is 
reduced from 1.28 eV at the flat Ru(0001) surface to 0.17 eV at a stepped Ru surface [78]. 
These results agree with the experimental findings of a STM study that NO dissociation 
only occurs at the steps of a vicinal Ru surface [79]. This strong reduction is caused by 
so-called final state effects. First, the reaction products, atomic nitrogen and oxygen, are 
more strongly bound at the steps than on the terrace, and second, at the steps, the reaction 
products share less nearest neighbor surface atoms, as in the case of N2 dissociation. This 
again shows that the modified structural arrangement at the steps plays a very important 
role for their reactivity.

Stepped surfaces do not only lead to a stronger interaction with adsorbates because of the 
lower coordination of the step atoms, but they can also induce unusual adsorption structures, 
such as the stabilization of a molecular state by the presence of atomic adsorbates. Hydrogen 
molecules usually adsorbs dissociatively at metal surfaces [80], not molecularly. Molecularly 
chemisorbed H 2 species have only been found at stepped metal surfaces. On Ni(510), a 
molecular adsorption state at surface temperatures up to 125 K has been observed at the 
step sites, but only after the surface was passivated with a dense atomic hydrogen layer [81]. 
On Cu(510), a weakly bound species has been observed at low temperatures on the clean 
surface [82, 83].
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On Pd(210), experiments have found the coexistence of chemisorbed hydrogen atoms 
and molecules on Pd(2I0), which was deduced from isotope exchange experiments [84]. 
The microscopic nature of the adsorbate states, however, could not be clarified from the 
experimental information. On the low-index Pd surfaces, it is well-accepted that hydrogen 
only adsorbs dissociatively [85, 86].

The hydrogen/palladium system has in fact been a model system for the study of the inter
action of hydrogen with metal surfaces [87], which was also caused by the potential role of 
palladium as a hydrogen storage material. In order to identify the microscopic nature of the 
molecular H : adsorption state on Pd(210), DFT-GGA calculations have been performed [56, 
84] using the Perdew-Wang functional (PW91) [33]. The geometry of the (210) surface plus 
the surface unit cell is shown in Fig. 10a in a top view. In addition, possible adsorption sites 
are labeled. The (210) surface can be regarded as a stepped surface with a high density of 
steps [88]. Vicinal fcc(nlO) surfaces have (100) terraces with steps running along the [001] 
direction. These steps are forming open (llO)-like microfacets.

The calculated hydrogen binding energies on Pd(210) are listed in Table 1. The long- 
bridge position between two Pd step atoms (site B) corresponds in fact to the most favorable 
adsorption site for atomic hydrogen, as indicated in Fig. 10b, although usually hydrogen 
prefers highly coordinated adsorption sites at metal surfaces [80]. This preferential adsorp
tion on the low-coordinated step sites can be traced back to the upshift of the local d -band 
center at these first layer atoms (see Fig. 4). However, the long-bridge position is practically 
degenerate with the quasi-threefold position C  on the level of accuracy of the DFT calcu
lations, as Table 1 indicates. In spite of the fact that there is mutual repulsion between the 
adsorption hydrogen atoms on Pd(210), still two additional hydrogen atoms can be adsorbed 
within the (210) surface unit cell at terrace sites A and C [56, 84].

On the clean Pd(210) surface, H2 dissociates spontaneously without any hindering 
adsorption barrier, like on the low-index palladium surfaces [85, 90, 91]. However, once the 
long-bridge sites at the steps are occupied by hydrogen atoms, a barrier for the dissociative 
adsorption builds up, although hydrogen adsorption is still exothermic. This hydrogen pre
coverage leads to a metastable H : molecular chemisorption state above the Pd step atoms 
with a binding energy of 0.27 eV [56, 84]. This molecular state is also illustrated in Fig. 10. 
The preadsorbed atomic hydrogen does not significantly disturb the interaction of the H2 
molecules with the step Pd atoms but hinders the H2 dissociation on Pd(210). In fact, the 
molecular adsorption state corresponds locally to the stable PdH: complex found in the gas 
phase [92, 93]. This unique feature of a nanostructured surfaces might be useful for catalyz
ing certain reactions in which, for example, relatively weakly bound hydrogen molecules are 
required.

Palladium is known to be able to absorb large amounts of hydrogen, which is important in 
the context of hydrogen storage and technology [94]. Therefore, the subsurface absorption

F ig u re  10. S tru c tu re  o f  the  Pd(210) su rface , (a )  T op  view  o f  th e  (2 1 0 ) su rface  to g e th e r  w ith  the  su rface  un it ceil and 
C O  and  H ad so rp tio n  sites: (b ) o n e  row  o f  a d so rb e d  h y drogen  a to m s  a t th e  o p e n  (U O )-iik e  m ic ro face ts  is shown. 
O n ce  these  b rid g e  sites are  o ccu p ied  by hy d ro g en  a to m s, a H : m o le c u la r  ch em iso rp tio n  s ta te  b eco m es stabilized  
above the  Pd ste p  a to m s [56. 84].
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T abic 1. A tom ic hy d ro g en  b in d in g  en e rg ies  in eV /a to m  
a n d  C O  b ind ing  e n e rg ie s  in eV /m o lecu le  on  clean  
P d(210) fo r fixed an d  re lax ed  slabs.

C O -p o s H -pos

(eV )

F ixed  slab R elaxed  slab

— A — 0.45
— B — 0.52
— C — 0.51
— o , — 0.21
E — 1.83 1.88
C — 1.76 1.86
B — 1.73 1.77

E A 0 .09 0.12
E C ' 0.22 0.31
E e 0 .19 0.27

C A 0.13 0.22
C B 0 .24 0.30

For the site assignment, see Fig. 10a. For hydrogen, also the 
oetrahedral subsurface site G(, has been considered. For the 
coadsorption system, the listed binding energies correspond to 
atomic H adsorption on the CO-precove red Pd(210) surface.
The coverage corresponds to one H atom anti one CO molecule 
per (210) surface unit cell [56, 89].

as the first step for the hydrogen dissolution into the bulk is also of particular interest. The 
binding energy of hydrogen in the octahedral subsurface site is 0.21 eV (see Table 1), that 
is, significantly lower than on the surface. This means that hydrogen prefers to stay on the 
surface. Only if the surface is fully covered with hydrogen, absorption into the bulk starts [84]. 
Furthermore, the hydrogen subsurface binding energies at the open Pd(210) surface and 
at the low-index P d ( l l l ) ,  Pd(100) and Pd(110) surfaces are basically the same. The open 
structure of the steps does apparently not play a significant role in the subsurface absorption. 
Bccause of the small size of the hydrogen atom, the substrate relaxations induced by the 
hydrogen subsurface absorption are only relatively small and limited to the first layer [56].

In addition, the CO adsorption on Pd(210) was addressed by DFT calculations [89]. Inter
estingly, CO does not preferentially bind to the step sites B, as Table 1 shows, but rather to 
the bridge sites E and B, which are energetically degenerate according to the DFT calcula
tions. The local bonding geometry of CO at these sites is shown in Fig. 11. These results can 
be understood considering the fact that CO is known to occupy bridge sites on Pd(100) [95, 
96] and near-bridge sites on Pd(110) [97-99]: site E corresponds to a bridge position on the 
(100) terrace, site C to a bridge position on a (110) facet. It is furthermore obvious from 
Table 1 that relaxation effects of the substrate are indeed not negligible for the adsorption 
at the open Pd(210) surface.

F ig u re  11. A d so rp tio n  g eo m etrie s  fo r C O  o n  P d(2 1 0 ). (a )  a t site  E, an d  (b ) a t site B. O  is d raw n  in b lack, C  in 
w h ite , a n d  the  P d  a to m s are  sh a d ed  in gray. In b o th  cases, th e  b rid g e -b o n d ed , inc lined  C O  geo m etry  is clearly 
visible.
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As far as the CO adsorption site is concerned, the DFT calculations are in agreement with 
electron stimulated desorption ion angular distribution (ESDIAD) measurements [100] at 
low coverages up to 9  =  1, which suggests CO adsorbs in a bridge-bonded position at site E, 
inclined away from the surface normal. Thermal desorption results yield an initial adsorption 
energy of 1.52 eV [101] or 1.45 eV per CO molecule [102]. Thus the calculated CO binding 
energies on Pd(210) seem to be overestimated. This is a well-known phenomenon; GGA 
calculations using the PW91 exchange-correlation functional tend to overestimate the CO 
adsorption on a wide range of metal surfaces [103].

On Pd(100), the CO adsorption energy is 1.91 eV at the bridge position for the c(2\/2  x 
V 2 )  CO superstructure, in good agreement with other calculations using a slightly different 
setup [96]. However, this means that the adsorption energy of CO on Pd(210) is slightly 
lower than on Pd(100). Experimental TDS results, too, suggest a slightly higher adsorption 
energy on Pd(100) than on Pd(210) [101]. Considering the low coordination of the top Pd 
atom and thus its high reactivity, it might have been anticipated that CO would actually 
be more strongly bound to the stepped Pd(210) surface. For example, on stepped Pd(211) 
and Pd(31 l)-missing-row surfaces, the CO binding energies are larger than on Pd(100) and 
P d ( l l l )  according to DFT calculations [104]. For the on-top site of Pd(210), this is indeed 
true: adsorption at site D gives a binding energy of 1.50 eV, whereas on-top adsorption on 
Pd(100) gives 1.44 eV [96].

The reduced binding energy of CO at the bridge sites of Pd(210) can be understood if 
the local bonding geometry is considered. Adsorption in both bridge-bonded sites results in 
rather strong relaxations. Furthermore, a tendency to minimize the CO inclination has been 
found. This indicates that the CO molecule is repelled by the protruding Pd atom at the 
next “step.” Adsorption is thus not as favorable as on a flat (100) surface where there is no 
adjacent repelling Pd atom. In addition, the variations in the CO adsorption energy from 
site to site are comparably small. Hence, a rather small energy gain due to a more reactive 
bonding partner might just be overcompensated by the enforced, but unfavorable inclination 
of the molecule.

Furthermore, the coadsorption of CO and hydrogen on Pd(210) was studied by the DFT 
calculations [89]. Experiments of CO and H? adsorption showed a strong inhibition of hydro
gen adsorption in the presence of CO on Pd(210) [102]. Coadsorption studies involving CO 
are of great technological relevance, as CO is known as a rather unwanted catalytic poison. 
Because it binds rather strongly ( ^  1 to 2 cV) to many metal surfaces, it is able to passi
vate an otherwise reactive surface by just blocking the sites at which the wanted reaction 
would occur [105]. However, coadsorption studies are not only of interest in the context of 
the poisoning of a catalyst. In general, any heterogeneously catalyzed reaction requires the 
coadsorption of the reactants, thus confirming the importance of a fundamental insight into 
the interaction between two adsorbed species.

The computed atomic hydrogen adsorption energies for one hydrogen atom per surface 
unit cell in the presence of CO at different sites are also listed in Table 1. The overall 
trend is a significant reduction of atomic hydrogen adsorption energies at all sites due to 
the presence of CO on Pd(21.0), in agreement with the experimental results [102]. This 
reduction might be caused by a direct mutual electrostatic repulsion. Both atomic hydrogen 
and CO lead to an increase of the work function upon adsorption which means that they 
should experience a mutual dipole-dipole repulsion when they are coadsorbed. However, 
the increase of the work function upon atomic hydrogen adsorption is rather small, about 
0.2 eV [84]. Furthermore, atomic hydrogen is adsorbed much closer to the surface than CO. 
Both facts indicate that the dipole-dipole interaction between adsorbed CO and H should 
be small.

Apart from the direct interaction between the coadsorbates, the CO-induced modification 
of the substrate density of states can also lead to significant changes in the hydrogen adsorp
tion energies, as for example found in the case of the poisoning of hydrogen dissociation 
at Pd(100) by adsorbed sulfur [22, 106]. Upon CO adsorption, the local c l -band center a  
the top Pd atom is shifted down significantly from e d =  --1.26 eV at the clean surface to 
e d —  — 1.82 eV. This considerable downshift is caused by the strong interaction of CO with Pd 
and is much larger than the corresponding value for H adsorption on Pd(210). As mentioned
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above, an energetic downshift of the position of the local rf-band center leads to smaller 
chemical binding at the particular surface according to the c l-band model [47]. Xhis explains 
the rather large decrease in the hydrogen binding energies on the CO-covered surface.

The adsorption on (/i 10) surfaces was also the subject of a number of experimental 
and theoretical studies for the O/Ag system. Using molecular beam techniques and high- 
resolution electron energy loss spectroscopy (HREELS), Rocca and coworkers found that 
the steps of the Ag(210) and Ag(410) surface represent the active sites for the dissociative 
adsorption of 0 2 while the oxygen atoms adsorb at different sites [107-109].

Motivated by these experimental investigations, the identification of the most stable atomic 
oxygen adsorption sites on Ag(210) and Ag(410) was addressed in a DFT study [110]. The 
results with respect to the binding energies of the oxygen atoms at step (S) and terrace (T) 
sites are summarized in Table 2. The given coverage 0 O is related to the number of oxygen 
atoms per surface unit cell. At the Ag(210) surface, the adsorption at the step sites is pre
ferred compared to the terrace sites, as for H/Pd(210) [56], while on Ag(410) the adsorption 
energies are very similar at the step and the terrace sites. The subsurface incorporation of 
oxygen at the octahedral site of Ag(210) is energetically much less favorable than oxygen 
adsorption on the surface, again similar to H/Pd(210), but here it is mainly caused by the 
strong lattice distortion upon oxygen subsurface absorption [111].

The most peculiar result, however, is the increased stability of the oxygen atoms when 
they fully decorate the steps in a ( l x l )  geometry. This is in fact surprising because the neg
atively charged oxygen atoms experience a electrostatic repulsive interaction. For example, 
on Pt(211) where oxygen atoms also bind preferentially to the step sites, the (2x1) structure 
is more stable by 0.48 eV/adatom compared to the ( l x l )  structure [23] where every other 
step site is occupied.

The structure of oxygen atoms adsorbed in a (2 x 1) and a (1 x 1) structure at the step sites 
of a Ag(410) surface is illustrated in Fig. 12. First of all, it is obvious that the oxygen atoms 
are almost at the same height as the adjacent Ag atoms, which means that they are effec
tively screened from each other by the Ag step atoms. However, this alone can not explain 
the higher stability of the fully decorated steps. In fact, the authors of the computational 
study [110] do not have a waterproof explanation for this phenomenon. They believe that 
the mechanism causing this stability could be related to the arrangement of the O adatoms 
in O-Ag-O chains at the upper sides of the (110) steps. Such chains are for example also 
found in the added-row reconstruction of Ag(110) upon oxygen adsorption [112].

As far as the oxygen positions in the ( 2 x 1 )  and the (1 x 1) structures are concerned, 
for the high coverage the oxygen atoms are even closer to the surface than for the low 
coverage. Thus, the Ag and O are almost aligned at the same height. Although there is 
some hybridization between the oxygen and the silver electronic states, there is a significant 
charge transfer only from the silver atoms at the steps to the oxygen atoms, leading to 
a electrostatically stable chain of atoms with alternating charges in the (1 x 1) structures. 
Interestingly enough, in the (2 x 1) structure the charge transfer from the terrace atom to 
the oxygen atom is very similar to the transfer from the step atoms. Hence, the electrostatic 
rearrangement is not restricted to the step atoms. Certainly, the stability of the oxygen- 
decorated Ag steps deserves further investigation.

The molecules treated in the studies discussed above were relatively simple. However, the 
interaction of organic molecules with nanostructured surfaces is of course also very relevant 
in the field of heterogeneous catalysis [114]. In a DFT study, it was shown that there is also a

T able 2. B ind ing  en erg y  o f  oxygen a to m s in e V /a to m  on  A g(210) and  A g(4IO ) a t 
s te p  (S) an d  te r ra c e  (T ) sites [110] an d  at th e  o c ta h e d ra l su b su rface  site  O t/ [111 j. 
T h e  co v erag e  8 is re la te d  to  th e  n u m b er o f  oxygen a to m s p e r  su rface  u n it cell.

^ ( e V )

Surface  S, 0O =  1 /2  T, t)n  =  1 /2 S, 0O =  1 t ,  e0  =  i O th Vr, =  1 /2

A g(210) 0 .68  0.49 0.80 0.42 0.07
A g(410) 0 .75 0.80 0.86 0.79 —
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F ig u re  12. O p tim ized  g e o m e trie s  o f  oxygen a to m s a d so rb e d  in a (2  x 1) a n d  a (I x  1) s tru c tu re  a t the  s te p  sites o f  
a A g(410) su rface  [ 110].

considerable influence of steps on the adsorption of benzene on nickel [113]. Several adsorp
tion positions of the benzene molecule, which corresponds to an aromatic i t  electron system, 
with respect to the step edge have been considered. The most stable adsorption position of 
benzene is illustrated in Fig. 13. The center of mass of the carbon rings is situated 1.0 A away 
from the step edge. At this site, the binding energy of benzene, E b =  1.37 eV, is enhanced by 
about 0.3 eV with respect to the value for the flat surface, E h =  1.05 eV, and also with respect 
to the one for the center of mass of the benzene directly above the step edge.

Benzene binds to the nickel surface by forming bonds between the carbon and the metal 
atoms. The hydrogen atoms are rotated slightly upwards indicating a repulsive interaction 
between the hydrogen and the nickel substrate. This interpretation is supported by the fact 
that the binding energy of benzene to Ni(221) is further decreased by another 0.3 eV if the 
benzene molecule is shifted close to the step edge from below so that the hydrogen atoms 
interact with the Ni step atoms. The energetically most favorable adsorption position near 
the step allows the creation of strong bonds between the carbon ring and several nickel 
atoms. However, a shift of the molecule parallel to the surface hardly affects the binding 
energies. This seems to indicate that it is not the local bonding configuration at the step 
but rather the specific electronic properties of the step that cause its higher reactivity. And 
indeed, an analysis of the electronic structure shows that the polarization effects are larger 
at the steps, which leads to a larger charge transfer from the Ni atoms to the bonding region 
and thus to stronger bonds [113].

A similar enhancement of the binding energies at the steps of a metallic surface has also 
been found in DFT calculations addressing the adsorption of ethylene, C2H4. on Ag sur
faces [115, 116]. Although ethylene hardly binds at the flat Ag(001) surfaces, the binding 
energy at the step sites of Ag(410) is 0.25 eV. This stronger binding, however, has been 
attributed to the enhanced hybridization between the silver d  and the ethylene it *  states at 
the steps.

F ig u re  13. O p tim iz e d  s tru c tu re  o f  b en zen e . C,.H .. a d so rb e d  abo v e  a s te p p e d  N i(221) su rface  acco rd in g  to  DFT 
ca lcu la tio n s [! 13j. T h e  c e n te r  o f  m ass ot the  b en zen e  m o lecu le  is sh if te d  by ab o u t 1.0 A from  th e  s te p  ed g e .
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The issue of chirality and so-called stereoselectivity of organic molecules on stepped sur
faces had been addressed in a very ambitious DFT study [117]. High-index surfaces of fee 
crystals with kink sites at the steps lack symmetry apart from translational symmetry when 
the step lengths or step faces on the two sides of the kink are not equal [118]. Two such 
surfaces that are created by reflection cannot be superimposed on each other, and the kink 
sites are either left- or right-handed, that is, they are chiral. One example of such a surface 
is the (643) surface, another one is the (17 11 9) surface, which is illustrated in Fig. 14. In 
fact, in Fig. 14 the (17 11 9 )s =  (17 11 9) surface is shown, whereas the (17 11 9 ) R =  (17 119) 
is its enantiomorph that possesses the opposite chirality.

The chirality of organic molecules is actually rather important for molecular recognition 
and interaction. And the existence of chirality in kinked single crystal metal surfaces suggests 
that the adsorption and reaction probabilities of chiral molecules on these surfaces should 
be stereoselective, that is, they should depend on the chirality of the molecules. Indeed, such 
a selectivity has been found, for example, in the interaction of glucose with Pt(643) [119].

The first DFT study of the adsorption of a chiral molecule on a chiral surface was 
performed for the S and R enantiomers of 2-amino-3-(dimethylphosphino)-l-propanethiol 
(APPT, HSCH2CHNH2CH 2P(CH3)2) on Au(17 11 9)s [120]. This particular molecule was 
chosen because in previous studies it was shown that its thiolatc, phosphino, and amino 
groups are all able to bind to gold surfaces [121, 122]. The two most stable adsorption sites 
of the S and R enantiomers of APPT on Au(17 11 9)s are shown in Fig. 14. Their binding 
energies are 0.9 eV and 0.8 eV, respectively, that is, there is an enantiospecifity in their bind
ing. A closer analysis shows that in the enenergetically most favorable configurations APPT 
binds indeed with its thiolate, phosphino, and amino groups to the gold atoms. By perform
ing model calculations for the three groups alone it was shown that the binding of APPT 
to Au(17 11 9)s can be understood in terms of these three local bonds plus the deformation 
energies of the molecule and the surface, respectively.

In the most favorable binding configurations, the molecular deformation is rather small. 
The enantiospecific binding rather results from the ability or inability to simultaneously opti
mize three local bonds. Although the S-enantiomer of APPT is able to find such an optimal 
adsorption configuration, the R-enantiomcr is less favored, as it is not capable of optimiz
ing either the thiolatc-gold or the amino-gold bonds. This fits into the picture that chiral 
recognition might be in general driven by the formation of three-point contacts [123], which 
represent the smallest number of contact points able to discriminate between two different 
enantiomers.

Interestingly enough, for two other related chiral molecules, the naturally oecur- 
ing amino acid cysteine (HSCH2CHNH2COOH) and 2,3-diamino-1-propanethiol (DAPT, 
HSCH2CHNH2CH2NH2), no enantiospecific binding was found. For cysteine, the lack of 
stereoselectivity in the adsorption on Au(17 11 9)s is caused by the fact that it only binds on 
Au(17 11 9)s through two groups, its thiolate and amino groups. DAPT, however, has three 
groups that all form bonds with the surface, but two of them, the amino groups, are equal. 
Thus, it is apparently important for the chiral behavior that all three molecule-surface bonds

F ig u re  14. M ost stab le  a d so rp tio n  config u ra tio n s fo r th e  S -e n an tio m e r an d  the  R -en an tio m er o f  A P P T  on 
A u(17  11 as d e te rm in e d  in D F T -G G A  ca lcu la tio n s (a f te r  | l  17|).
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are different. This suggests that the character of the functional group mediating the binding 
is crucial for enantiospecific behavior.

So far, we have exclusively considered the adsorption of atoms and molecules on stepped 
m e t a l  surfaces. However, semiconductor surfaces are also of considerable technological 
importance, in particular Si surfaces, in the context of information technology. Especially 
the H2/Si system has attracted a lot of attention [124] because hydrogen adsorption leads to 
a passivation of the surface. Furthermore, hydrogen desorption is the rate determining step 
in the growth of silicon wafers from the chemical vapour deposition (CVD) of silane.

On the flat Si(100) surface, the dissociative adsorption of H2 is hindered by a barrier of 
the order of 0.4 eV according to DFT slab calculations [125, 126], although the exact value 
of this barrier is still debated [127]. However, it was found experimentally that the hydrogen 
sticking coefficient at steps of vicinal Si(100) surfaces is up to six orders of magnitude higher 
than on the flat terraces [128].

As far as stepped semiconductor surfaces are concerned, it is important to realize that 
the termination of semiconductor surfaces is usually much more complicated than those of 
metal surface. This is caused by the covalent nature of the interaction, which strongly favors 
directional bonding and leads to extended reconstruction patterns [16]. At the conditions of 
the experiment, vicinal Si(100) surfaces have steps with a double-atomic height, the so-called 
rebonded D H steps, which have additional coordinated Si atoms attached to the steps [129]. 
To model the vicinal substrate, a Si( 117) surface was used in the calculations [128, 130]. Its 
structure is shown in Fig. 15 where the rebonded Si atoms are shown in white. These calcu
lations found that hydrogen atoms preferentially adsorb at the steps of the silicon surface. 
These sites are favored by about 0.1 eV with respect to the terrace sites, which is in fact also 
true for a Si surface with so-called rebonded single atomic height S/( and S B steps [130].

However, the influence of the steps on the H : dissociation barrier is much more dramatic. 
Although this barrier is 0.40 eV and 0.54 eV at the terrace sites 7 ]  and T2, respectively, there 
is no barrier for dissociation for the H2 molecule approaching with an orientation parallel 
to the steps and the two H atoms dissociating toward the Si rebonded atoms [128]. The 
dissociation process, however, involves some relaxation of the Si atoms with the asymmetry 
of two adjacent rebonded Si atoms caused by a Jahn-Teller-like like splitting being lifted.

The high reactivity of the steps with respect to H 2 dissociation has been explained by the 
modification of the electronic structure at the steps. On the flat Si(100) surface, there are 
two surface bands formed from the dangling bonds located at the Si dimer atoms, which are 
split by approximately 1 eV due to a Jahn-Teller mechanism [131, 132]. The same splitting is 
observed for the rebonded Si atoms at the steps, as just mentioned above. However, when 
the rebonded Si atoms are forced to the same geometric height, the splitting is reduced 
to 0.4 eV, and the surface states can interact efficiently with the molecular orbitals of the 
H2 molecules. At the flat Si(00l) surface, the 1t  interaction of the dangling bonds prevents 
the two surface bands from coming closer to each other, which makes the terrace sites less 
capable of breaking the H -H  bond.

Interestingly enough, adsorbates can have a similar effect on the dissociation probability 
on Si as steps, as the electronic structure of the dangling bonds is perturbed in a simi
lar way by both steps and adsorbates [ l33]. Recent scanning tunneling microscope (STM)
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F ig u re  15. R elaxed s tru c tu re  o f  th e  S i f ! 17) su rface  w ith  re b o n d e d  D p steps. T h e  re b o n d e d  Si a to m s a re  show n in 
w hite (a f te r  (128j). T h e  s te p  a n d  te rra c e  a to m s arc  d e n o te d  by S an d  T. respectively .
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experiments demonstrated that predosing the Si(K)O) surface by a t o m i c  hydrogen creates 
active sites at which the H: adsorption is considerably facilitated [134, 135]. This confirms 
that it is often the modified electronic structure that is crucial for the understanding of 
the chemical properties of nanostructured surfaces. Furthermore, these findings have finally 
resolved the so-called barrier puzzle for the H2/Si system [126, 136]: Although the sticking 
coefficient of molecular hydrogen on Si surfaces is very small [137, 138] indicating a high 
barrier to adsorption, the low mean kinetic energy of desorbed molecules [139] suggests a 
small adsorption barrier. This puzzle arises from the fact that adsorption experiments are 
usually performed in the low-coverage regime while desorption experiments are carried out 
in the high-coverage regime, and for the system H2/Si the hydrogen coverage has a crucial 
influence on the adsorption barrier heights.

4. ADSORPTION ON SUPPORTED CLUSTERS
Clusters are particles with sizes typically between a few and several thousands of atoms. 
They are characterized by the reduced dimension of the particle, a large surface to volume 
ratio, and a large number of low-coordinated atoms at edge sites. The properties of clusters 
lie usually between those of single atoms or molecules and those of bulk material. However, 
often small particles or clusters in the nanometer range show surprisingly strongly modified 
electronical, optical and chemical properties that can be characterized by saying that small 
is different [140]. Yet, it is often not clear whether the specific properties are caused by the 
reduced dimension of the particles (“quantum size effects”) or by the large surface area of 
the nanocluster where many low-coordinated atoms or defects are present.

Free clusters are usually studied in molecular beam apparatuses. For technological applica
tions, free clusters are in general not very useful; they rather have to be fixed in space, either 
in a bulk matrix as for example the so-called nanodots or quantum dots in semiconductor 
technology, or on a surface. For these embedded or supported clusters, the interaction with 
the environment has to be taken into account. In fact, for metal clusters on surfaces the 
so-called strong metal support interaction (SMSI) has been discussed intensively [141, 142] 
which significantly influences the catalytic properties of group VIII metals such as Fe, Ni, 
Rh, Pt, Pd, and Ir supported on metal oxides.

In recent years, supported gold clusters have become the prototype system for the study 
and understanding of the modified chemical properties of nanoscale structures. Although 
gold as a bulk material is chemically inert, mainly due to its energetically low-lying, com
pletely filled d  band [48], small Au clusters show a surprisingly high catalytic activity, espe
cially for the low-temperature oxidation of CO [18, 24], but also for NO oxidation, the 
partial oxidation of proprene, and the partial hydrogenation of acetylene. The size depen
dence of the CO oxidation turn over frequency is shown in Fig. 16, which is the reaction 
rate per surface Au site per second. Clearly visible is the non-monotonous behavior as a 
function of the particle size. The turnover frequency is strongly peaked at about 3 nm, which 
corresponds to —300 atoms per cluster. It should be noted that these cluster are rather 
flat with a height of only about two to three atomic layers. Additional scanning tunnel
ing microscopy/spectroscopy experiments showed that the catalytic activity is related to size 
effects with respect to the thickness of the gold islands with two-layer-thick islands being 
most effective for the CO oxidation. At this cluster size also a band gap opens up with 
decreasing cluster size, that is, a metal-to-nonmetal transition occurs [18].

Still the reasons for the large difference in the properties between bulk material and 
supported clusters is far from being fully understood. Several factors have been discussed so 
far that could be responsible for the difference: particle roughness, size dependence of the 
band gap, finite size effects or charge transfer phenomena.

Of course, these open questions have raised the interest of theoreticians in the properties 
of supported gold clusters [143]. The theoretical treatment of nanosize particles by electronic 
structure theory methods still represents a great computational challenge. Due to the large 
number of symmetrically different atoms in nanostructures, the numerical effort required 
to treat these structures is enormous. On the other hand, there is definitely a need for the 
microscopic description of nanoparticles because the knowledge of the underlying mechanism
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F ig u re  16. M easu red  C O  ox idation  tu rn o v e r  freq u e n c ie s  at 300 K as a func tio n  o f  th e  av erag e  size o f  A u c lus te rs  
su p p o r te d  on a high su rface  T iO : su p p o rt. T h e  solid  line is m ean t as  a gu ide to  the  eye (a fte r  [18]).

leading to the modified nature of the particles is still rather limited. In this chapter, I will 
show the recent progress that has been made in the microscopic theoretical description of 
supported clusters. Usually the clusters treated in the theoretical studies are much smaller 
than the ones studied in experiments. Still some important qualitative aspects about cluster- 
adsorbate interaction can be learned from the theoretical studies as will be shown below.

In a fundamental study, Mills et al. studied the adsorption of 0 2 on small free Au„ and 
supported Au„/Au(l 11) clusters by DFT-GGA calculations [144]. They particularly focused 
on the role of the surface structure, the electron confinement, excess electrons and the band 
structure. The results of these calculations are summarized in Table 3. The calculations 
have been performed both for neutral as well as for negatively charged systems. The slab 
calculations for the supported clusters were performed w'ithin a 3 x 4 surface periodicity. 
The effect of the excess charges was also studied for the Au/J/A u ( l l l )  systems by adding 
one electron per unit cell, which was then compensated by a homogeneous positive charge 
background. It should be noted that for the free Au„ clusters with n  < 3 the calculations were 
checked by state-of-the-art quantum chemistry calculations [145], and significant differences 
were found, which were attributed to the inaccurate description of oxygen in DFT. For the 
current discussion, however, these quantitative differences are not essential.

The adsorption geometries for 0 2 on Au5, Au/A u(Ill) , and Au3/A u ( l l l )  are shown in 
Fig. 17. All considered free Au„ clusters with n  < 6 prefer a planar geometry, as for example 
the Au5 cluster shown in Fig. 17a. In fact, there is no satisfactory explanation yet why 
these Au clusters are flat and do not condensate in a more compact structure. The 0 2 
bonding geometries on Au„/Au(ll. l) are in most cases similar to the corresponding bonding 
geometries on the free Au„ clusters, which demonstrates that the 0 2 adsorption is a rather

Table 3. B inding energ ies O < n eu tra l an d negatively
ch a rg ed  A u( 111), free Au„ c lu s te rs , an d  su p p o r te d  Au „/Au( I I I )  clus-
ters. c a lcu la ted  by D F T  c a lcu la tio n s  [144 | [/? =  0 c o r re sp o n d s  to  the
flat Au{ 111) su rfa c e  in the case o f  A u„/A u( 1 1 !)]•

/: , ( e V )

n A u, ■ X A u„/A u( 1 11) A u f(/A u(111)

0 — — 0.09 0.20
i 0.54 0.50 0.38 0.65
■j 0.4V 1.40 0.63 0.96
3 0.90 (1.37 0.30 0.45
4 0.47 1.19 — —

5 1 .(18 0.76 - - —
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(b) 0 2/Au1/Au(111) (c) 0 2/Au3/Au(111)

F ig u re  17. C a lc u la te d  o p tim a l a d so rp tio n  g e o m e tr ie s  o f  0 : o n  A u s. A u /A u (l 11), an d  A u y A u O  11), ( a f te r  [144]).

local process. Indeed, an analysis of the electron density of the A u ( l l l )  slabs shows that 
the perturbation of the electronic structure due to the adsorption of 0 2 is very efficiently 
screened by the metal electrons.

There is furthermore one common feature for all 0 2 adsorption sites: 0 2 does not bind 
on high-coordinated sites but rather at the edges of the clusters (see Fig. 17). At these edges, 
there are small regions with a high electron density. Such a configuration is favorable for 
electron transfer to the electronegative 0 2 molecule, which leads to bonding. On the other 
hand, on the flat Au( 111) surface, the electron distribution is rather smeared out without any 
regions of enhanced electron density. Consequently, the binding of 0 2 on the flat Au(l 11) 
surface is very weak. However, there is also a complementary explanation in terms of the 
d -band model: low-coordinated sites have higher lying d  states that interact more strongly 
with the adsorbate states [146]. Both views are appropriate and highlight different aspects 
of the bonding.

In addition, according to Table 3, 0 2 binds stronger to the free Au„ cluster than to the 
corresponding supported AuM/Au.(lll) with a single exception, neutral Au2/Au(l 11). The 
supported clusters are strongly interacting with the underlying support. This removes elec
tron density that could otherwise be used for binding 0 2 at the low-coordinated sites of the 
clusters.

Nonetheless, low-coordination alone can sometimes not explain the reactivity. For exam
ple, at the Aus cluster the 0 : molecule does not bind to the twofold coordinated corner 
atoms but rather to the two threefold Au atoms in the upper part of Fig. 17a. This can 
be understood if the structure of the highest occupied molecular orbital of the cluster that 
interacts most strongly with the n *  orbital of 0 2 is considered. Because Au5 has an odd 
number of electrons, this orbital is in fact a singly occupied molecular orbital (SOMO [147]). 
The spatial distribution of this orbital is illustrated in Fig. 18. It is evident that the region in 
space where the SOMO of the f r e e  Aus cluster is mainly located coincides with the binding 
site of the oxygen molecule. At the twofold coordinated corner atoms, there is only little 
weight of the SOMO.

However, it should be noted that these results for the 0 2 adsorption on Aus are in con
flict with the results of a similar study of oxygen molecular and dissociative adsorption on 
Au„ clusters [148]. In this study, the energetically most favorable 0 2 molecular adsorption 
position on the Au5 cluster was determined to be at the twofold corner atoms. On the other 
hand, the important effect of the spatial distribution of the frontier orbitals for the energeti
cally most favorable binding site has also been found in the adsorption of propene, C3H6, on 
small gold clusters and on Au(ll 1) [147]. Thus the local electronic configuration at the low- 
coordinated sites has to be taken into account for a complete understanding of the binding 
properties.

The 0 2 binding energy to the Au„ and Au~ gas-phase clusters is not correlated with 
the charge state of the clusters but rather with the parity of the number of electrons. The 
valence electrons of a single Au atom have a 5 d H)6 s ] configuration, that is, their number 
is odd. Au cluster with an odd number of electrons bind 0 2 strongly; if there is an even 
number of electrons. 0 2 is only weakly bound [149]. This means that paired electrons are 
apparently relatively inert, as far as the binding of 0 2 is concerned. No such trend is obvious 
for the supported Au„/Au( 111) clusters, and the variation in the 0 2 binding energies with the 
number // of atoms in the clusters is much less pronounced than for the free Au/; clusters.
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F ig u re  18. I llu s tra tio n  o f  th e  spa tia l d is tr ib u tio n  o f  th e  singly occu p ied  m o lecu la r  o rb ita l (S O M O ) o f  A u 5 
(a f te r  [144]).

There is, however, one clear trend: the 0 2 binding energies to the A u„/A u(lll)  clusters 
increases significantly when an extra electron is added to the unit cell. This additional elec
tron ends up in the LUMO of the uncharged system, which is localized at the site where the
0 2 binds and thus contributes to the molecule-cluster interaction [144]. Thus both the low 
coordination as well the charging of the Au substrate lead to a strong 0 2 binding.

The effect of the electron density in a nanostructure on the chemical reactivity was con
firmed experimentally for a S n 0 2 nanowire that was configured as a field-effect transi- 
tor [150]. By changing the electron density inside the nanowire through the applied gate 
voltage, the rate of oxygen adsorption and desorption and of C 0 2 formation on the surface 
of the S n 0 2 nanowire can be modified significantly.

The important role of the coordination of the Au atoms for the binding strength of oxy
gen has also been stressed by N0rskov and coworkers [146, 151, 152]. They calculated the 
adsorption energies of O and 0 2 on a free Au,„ cluster by DFT-GGA calculations and com
pared it to the corresponding adsorption energies on Au(211) and A u ( l l l ) .  (It should be 
noted that the adsorption energies of different groups differ due to technical details such as 
the exchange-correlation functional or the choice of the pseudopotential.) The Au10 cluster 
did not correspond to an energy minimum structure; rather a disklike geometry was cho
sen with seven atoms in the lower layer and three in the top layer (this structure is shown 
in Fig. 28) in order to mimic a Au cluster on a oxide support. On the cluster, the oxygen 
atom and molecule adsorb at the edges of the cluster. For example, the 0 2 molecule binds 
to the lower plane in a geometry similar to the one shown in Fig. 17a. The O and 0 2 
binding energies are plotted as a function of the coordination number of the Au atoms in 
Fig. 19. It is obvious that there is a very strong dependence of the adsorption energies on 
the coordination number. Analogous trends have been also found in DFT calculations for 
CO adsorption on stepped Au surfaces and an Au adatom on A u ( l i i )  [153]. This confirms 
that low-coordinated atoms in nanostructures can act as preferential sites for atomic and 
molecular adsorption.

However, Fig. 19 also shows that the 0 2 binding to A u ( l l l )  is stronger than to Au(211), 
although the coordination number of the Au atoms in the (111) surface is higher. Similarly, 
Liu et al. [154] have found that O atoms bind stronger to a A u(2 ll)  surface (coordination 
number 7) than to a kinked Au(211) surface (coordination number 6). For an oxygen atom 
on a Au adatom on A u ( l l l )  [Au/Au(lll) . coordination number 3], they even found that 
the atom is not stable with respect to the associative desorption of 0 2 into the gas phase, 
which is surprising because the adsorbed G : molecule is stable (see Table 3). Apparently, 
the coordination number is an important parameter in order to understand the interaction
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F ig u re  19. A dso rp tio n  e n e rg ie s  o f  O  and  0 2 on  a A u,„ c lu s te r, o n  A u (2 1 1), and  A u (l 11} p lo tte d  as a func tio n  o f  the 
c o o rd in a tio n  n u m b er o f  th e  A u a to m s (a fte r  [146]). In a d d itio n , th e  resu lts  fo r th e  0 2/A u5 and  0 2/'Au( 111) by M ills 
e t  al. [144] a re  inc luded . A ll th e  resu lts have b een  o b ta in e d  by D F T  calcu la tio n s using  th e  PW 91 functio n a l [33].

of atoms and molecules with specific sites, but there are other parameters such as the nature 
of the orbitals involved in the bonding [144] that are crucial for a complete understanding.

In order to make closer contact with the experiments of Au clusters supported by oxide 
substrates, the adhesion and shape of Au atoms and clusters on oxide surfaces has been 
addressed by several authors from a theoretical point of view [155-159]. These studies indi
cated the importance of defect sites for the adsorption of Au clusters. As far as single atoms 
are concerned, the binding of Au to an oxygen vacancy site on T i0 2 is substantially stronger 
than to the stoichiometric (110) rutile surface, as was found in a periodic DFT study [155].

Similar results were also found in DFT calculations for Au„ particles with n  =  1 to 3 
on the TiO: anatase (101) surface [156]. Although the binding energies E h of the Au„ 
particles on the stochiometric surface are typically between 0.3 eV and 0.8 eV (with the 
exception of Au3 adsorbed in a bent geometry, E h =  1.9 eV), the binding energies of these 
clusters on the reduced anatase surface with an oxygen vacancy are between 1.8 eV and 
3.6 eV [156]. The strong binding is accompanied by a relatively large charge transfer to the 
gold atoms. Interestingly enough, CO interacts much more strongly with clusters adsorbed on 
the stochiometric surface than with clusters adsorbed on vacancies. This has been associated 
with the negative charge of the gold atoms which implies an unfavorable interaction with the 
dipole moment of the CO molecule [156]. However, it might also well be that the electrons 
involved in the strong bonding of the Au/f particles to the reduced surface are not available 
for the additional bonding of an adsorbate which then leads to the weak interaction.

It was furthermore found that the interaction between a monolayer of gold and a perfect 
rutile T i 0 2(l 10) surface is negligibly small [157]. On the other hand, if there are oxygen vacan
cies present, the interaction energy corresponds to —1.6 eV/defect. Thus it was concluded 
that the adhesion of gold to T i0 2 requires the presence of oxygen defects or possibly step and 
adatoms. The size and shape of supported particles can be derived from the Wulff construc
tion [16] which is illustrated in Fig. 20; the particle is truncated in all directions at distances 
proportional to the interface or surface free energy of the crystal plane in that direction. This 
construction does not account for the formation energies for edge and corner atoms and is 
therefore only valid in the limit of large macroscopic crystals where the total formation energy 
of the edges is negligible compared to the total surface energies of the facets.

In order to account for defect and edge effects, Lopez et al. also included defect and edge 
energies estimated from calculations of slabs containing one to four gold layers [157]. Thus 
they found that Au particles with a diameter of 3-4 nm, such as the ones studied in the



582 A dso rp t ion  at N an os tru c tu red  Surfaces

100

Figure 2(1. S ch em atic  illu s tra tio n  o f  a tru n c a te d  W ulff p o ly h e d ro n  o n  a su p p o rt. T h e  left pan e l co rre sp o n d s  to  a 
tw o-d im ensional cu t th ro u g h  th e  th re e -d im e n s io n a l p o ly h ed ro n  in th e  right panel (a f te r  [158]).

experiments [18] shown in Fig. 16, are three to four layers thick. This means that the Au 
particles are in fact rather flat, in good agreement with the experiment.

Already rather large Au nanoparticles on T i0 2 were addressed in DFT calculations by 
Molina et al. [159] using the RPBE functional. Since the nanosized Au clusters typically 
studied in the experiments are too large to be explicitly treated in DFT calculations, the 
authors chose just to model the interface between the nanoclusters and the substrate. They 
did so by replacing the nanoparticlc with one-dimensional rods. One side of the rod was 
modeled according to the local bonding situation of the Au atoms at the edge of a nano
particle while the other side of the rod only served the correct boundary conditions toward 
the interior of the supported clusters.

The general geometry of the one-dimensional rod model is illustrated in Fig. 21a, while 
Fig. 21b shows a side-view of the relaxed atomic structure of the Au rod on T i0 2 together 
with the optima] O, adsorption position. The adsorption studies are performed for p { N  x 2), 
N  =  2, 3 surface unit cells using four trilayer T i0 2 slabs (in Fig. 21 only the two uppermost 
trilayers are shown). Four trilayers are necessary in order to account for the strong relaxation 
effects upon adsorption. The structure shown in Fig. 21 has been chosen to model a sharp Au 
particle termination. Another rod with a more rounded termination has also been considered 
in the study (see Fig. 22).

On clean, stoehiometric T i0 2( 110), 0 2 does not bind [161]. The interesting point is that 
the adsorption of 0 2 on top of a Ti trough atoms (see Fig. 21) is strongly stabilized by the 
presence of a Au cluster with its edge above the adjacent bridging O atoms of the TiQ2( 110) 
surface. An analysis of the charge density distribution shows that there is considerable charge 
transfer from the supported Au particle to the 0 2 molecule mediated by the surface through 
electronic polarization. The 0 2 molecule that is bound by 0.45 eV has a bond length of 
1.41 A indicating a charge state of the 0 2 molecule close to the peroxo 0 22 species. The 0 2 
adsorption is accompanied by a strong relaxation of the TiO, substrate with the Ti trough 
atom below the oxygen molecule pulled up by 0.8 A. Furthermore, there is another weakly 
bound 0 2 species (0.1 eV) within a leaning configuration connecting the Ti trough atom 
with the Au edge (see Fig. 22).

F ig u re  21. I llu s tra tio n  o f  th e  o n e -d im en sio n a l ro d  m odel for th e  ad so rp tio n  o f  O , an A u /T iO , n u n o p a r t ic k s  used 
in G G A -D F T  ca lcu la tio n s , (a )  S chem atic  re p re se n ta tio n  o f  the  ro d  g eom etry . T h e  d a rk -sh ad ed  a rea  co rre sp o n d s 
to the  unit cell, (b )  R e laxed  s tru c tu re  o f  O , b in d in g  at ihe  T i tro u g h  close to  a su p p o rte d  o jie -J im e n s io n a l A u tod 
w ith  a sh a rp  Au ed g e  (a f te r  [ 159, I{>()]).
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Figure 22. Mi n i mu m energy  stru c tu re  o f  a lean ing  0 2 m o lecu le  an d  a C O  m olecu le  b o u n d  to  an  A u rod  on  T iO : 
w ith  ro u n d e d  shape an d  the oxygen vacancy s itu a te d  below  th e  n a n o p a r tic le  edge (a f te r  [159]).

Because T i0 2 is a reducible oxide, a T i0 2 substrate with a bridging oxygen vacancy in the 
p { 3 x 2) surface unit cell was also considered in the calculations. On the clean reduced T i0 2 
surface, a 0 2 molecule on the adjacent Ti trough atom becomes strongly bound by more 
than 1 eV. There is a significant charge transfer from the O vacancy to the 0 2 molecule 
leading again to a peroxo O t2 species. The 0 2 binding energy is even further increased to 
1.65 eV if the edge of the Au rod is located above the O vacancy. This suggests that the 
Au rod provides additional charge for the binding of the 0 2 molecule. The Au rod does 
in fact only weakly interact with the O vacancy so that the adsorption configuration is very 
similar to the one for the stochiometric TiO: surface. This is different if a single Au atom 
is located at the vacancy site. Then the 0 2 binding energy is reduced to 0.64 eV because 
of the competition between the 0 : molecule and the low-coordinated, reactive Au atom for 
the electrons of the vacancy [159].

As far as the CO oxidation is concerned, it turned out that the Au rod with the sharp edge 
binds CO very weakly. This is caused by the unfavorable orientation of the CO molecule 
with respect to the edge because of the presence of the substrate. On the other hand, at the 
Au rod with the rounded edge the CO molecule can bind rather strongly (^0.5  eV) to the 
low-coordinated Au atoms of the second layer, as illustrated in Fig. 22. This binding is only 
weakly influenced by the presence of 0 2 on the substrate.

The structure shown in Fig. 22 with a leaning 0 2 molecule and the CO bound to the 
second layer of the Au rod represents a favorable initial configuration for the CO oxidation 
because of the small binding energy of the 0 2 molecule. The 0 2 molecule can approach the 
CO molecule and react with the CO to C 0 2 rather easily. The C 0 2 formation according 
to a Langmuir-Hinshelwood mechanism is only hindered by a barrier of 0.15 eV with the 
remaining O atom bound on top of a Ti trough atom.

Flowever, the fact that oxygen vacancies are required for the adhesion of gold on titania 
seems to be at variance with recent experimental findings that gold monolayers and bilayers 
can completely wet, that is, cover the titania support [162]. In this particular study, it was also 
found that the gold bilayer structure is significantly more active with respect to CO oxidation 
than the monolayer structure. This also means that the 0 2 molecule involved in the C 0 2 
formation cannot bind to the TiO: substrate. In spite of the detailed investigations already 
performed for the Au/Ti02 system, certainly further experimental and theoretical studies 
are needed to fully understand the exceptional activity of Au nanostructures supported on 
oxide substrates.

On the other hand, the important role of oxide defects for the catalytic activity of sup
ported Au particles was verified both in experiment as well as in theory [8] for another oxide 
support material, namely MgO(lOO). In a combined experimental and theoretical study, the
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CO oxidation catalyzed by size-selected Au„ clusters with n  <  20 supported on defect-poor 
and defect rich MgO(lOO) films was investigated [8]. These experiments are different from 
the ones reported for Au/TiO: insofar as, first, the clusters used are much smaller, and sec
ond, the cluster were size-selected before deposition so that a monodisperse distribution of 
Au clusters was deposited on MgO(lOO). The experiments revealed that the gold clusters 
deposited on defect-rich MgO-films have a dramatically increased activity compared to clus
ters deposited on defect-poor films at temperatures between 200 and 350 K. The smallest 
catalytically active particle was found to be the Aus cluster.

In order to detect the microscopic mechanisms underlying the observed behavior, LDA- 
DFT calculations have been performed describing the oxide substrate in a finite setup [8]. 
Between 27 and 107 substrate atoms have been embedded into a lattice of about 2000 ± 2  e 
point charges at the positions of the MgO lattice. As a defect, an oxygen-vacancy F-center 
was introduced at the MgO(lOO) surfacc. The equilibrium shape of a Aus cluster adsorbed 
on the defect-frec MgO surface and on the F-center was determined, and the energetically 
most favorable adsorption sites for 0 2 and CO and the reaction paths of the CO oxidation 
catalyzed by the AuiS cluster were explored. A side view of the Au* cluster located above the 
F-center is shown in Fig. 23. The structure of the Au* cluster corresponds to a deformed 
close-packed stacking.

In addition, in Fig. 23 the energetically most favorable adsorption position of 0 2 on the Aus 
cluster is illustrated. This position corresponds to an edge-top configuration on the triangular 
top-facet of the Aus cluster. At this site, the 0 2 adsorption energy is E a =  1.22 eV which is 
rather large compared to the values for the free Au„ and the supported Au„/Au(l 11) clusters 
(see Table 3, however, the adsorption energy might well be overestimated because of the 
notorious overbinding occuring in LDA calculations [16]). This high adsorption energy is 
believed to be caused by the partial electron transfer of 0.5 e from the MgO(lOO) surface to 
the gold octamer, according to the analysis of the electronic structure of the cluster [8]. On a 
A u 8 cluster supported on the stochiometric MgO(lOO) surface, the 0 2 binding energy is much 
lower, only about 0.5 eV [163]. 0 2 can also adsorb at other sites on the Aus cluster, for exam
ple in an edge configuration of the top-facet ( E a =  0.88 eV) or even at the interface of the Aus 
cluster periphery with the MgO substrate. At all these adsorption sites, the oxygen molecule

F ig u re  23. M ost fav o ra b le  0 : a d so rp tio n  site on  an  A us c lu s te r ad so rb e d  o n  a MgO(JOO) su rface  co n ta in in g  an 
oxvgen-vacancy F -c e n te r  D u e  to  the  p erspec tive , noi ail A u a to m s a rc  visible (a fte r  [S]).
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is found to be in a peroxo, that is, O; , state with a weakened highly stretched intramolecularo “ o
bond (</()_o =  1.41 to 1.46 A) compared to that of the free molecule ( d ( ) _ a  — 1.24 A).

Another important aspect for the reactivity of small supported clusters is their dynamic 
structural fluxionality [163], They are able to adapt their structure in order to provide ener
getically favorable adsorption sites. For the Au8 cluster supported on the stochiometric 
MgO( 100) surface, it was indeed found that constraining the cluster to its original geometry 
prevents the adsorption and activation of 0 2 [163].

The adsorption configuration shown in Fig. 23 acts as a favorable initial configuration for 
the CO oxidation. A CO molecule approaching this adsorbed 0 2 molecule can react sponta
neously with the oxygen molecule to form a weakly bound (~  0.2 eV) C 0 2 molecule that can 
directly desorb plus an adsorbed oxygen atom. Such a mechanism is called an abstraction or 
so-called E l e y - R i d e a l  m e c h a n i s m .  Recall that although the CO oxidation is strongly exother
mic, it is hindered by a large activation barrier in the gas phase. Another reaction pathway 
that has been found is of the Langmuir-Ffinshelwood type, which means that the two reac
tants are initially coadsorbed on the top-facet of the Au8 cluster. This CO oxidation path 
has a similarly small barrier. Through these reaction channels, the low-temperature CO oxi
dation down to 90 K can proceed. As far as the higher temperature oxidation is concerned, 
further channels have been identified at the periphery of the gold cluster. Their barriers are 
much smaller at the Au8 cluster adsorbed above the F-center than on the perfect surface 
giving an explanation for the enhanced activity of the clusters on the defect-rich substrate. A 
similar effect has been found in a combined experimental and theoretical study addressing 
the reactivity of nano-assembled Pd catalysts on MgO thin films [164] where, however, the 
Pd catalysts were just modeled by single atoms in the calculations.

The CO oxidation at MgO supported gold aggregates was also addressed in a DFT study 
by Molina and Hammer [158, 160] who particularly focused on the role of the oxide support 
for the CO oxidation. As a first step, the shape of adsorbed gold particles was determined 
using the Wulff construction, which is illustrated for a two-dimensional cut in the left panel 
of Fig. 20. According to the calculated surface energies of Au low-index faces and the Au- 
MgO adhesion energies, the Au clusters assume a partial wetting shape as shown in the right 
panel of Fig. 20, in agreement with the experiment [165].

However, as already mentioned above, the Wulff construction does not account for the 
formation energies for edge and corner atoms and is therefore only valid in the limit of 
macroscopic crystals where the edge and corner energies do not play any role. For smaller 
clusters, the assumption of negligible total edge and corner energies is no longer justified. 
And indeed, Molina and Hammer found that the energetically most stable structure of a 
Au34 cluster on MgO does not look like the one shown in Fig. 20. The supported Au34 cluster 
rather shows a increasing degree of partial wetting, that is, the cluster assumes a fiat shape 
with a enlarged interface area between support and cluster.

In a second step, the adsorption of CO, 0 2 and the CO oxidation at the MgO supported 
gold aggregates were studied. Again, like in the study by Molina et al. of T i0 2 supported 
Au nanoparticles [159], the nanoparticles where replaced by an one-dimensional rod within 
a Mg0(100)-(5x2) geometry. One of the considered rod structures is depicted in Fig. 24. 
CO and 0 2 are found to adsorb on these rods at low-coordinates sites in the “equatorial 
plane.” The 0 2 binding energies, however, are much smaller (^0.2 eV using the PW91- 
functional) than on the small Au„ clusters with n  < 10 [144, 146]. The 0 - 0  bond length 
is extended from the gas-phase value of 1.24 A to 1.35 A corresponding to a superoxo 0 2 
species. Atomic oxygen binds to the low-coordinated sites of the Au rods with adsorption 
energies that are much larger than on the flat Au(l l l )  and Au(100) surfaces. Furthermore, 
the 0 2 dissociation barriers are rather large (M  eV) so that they were excluded as possible 
routes in the low-temperature CO oxidation. Instead, relatively stable peroxolike CO 0 2 
reaction intermediates with total binding energies of about 1 eV were identified in the DFT 
calculations. The most stable of the CO 0 2 complexes is shown in Fig. 24.

This complex is in fact more stable by about 0.1 eV than the separate adsorption of CO 
and 0 2. In order to understand this stabilization, the substrate-induced charge redistribu
tion has been analyzed in detail. As Fig. 25 shows, there is an induced charge accumulation 
between a Mg atom and the terminal peroxo oxygen atom while there is charge depletion
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F ig u re  24. S chem atic  d raw in g  o f  th e  C O  • 0 2 b ind ing  co n fig u ra tio n  a t an  A u -M g O  in te rfac ia l s tru c tu re  m o d e le d  
by a o n e -d im en sio n a l ro d  s tru c tu re  in G G A -D F T  ca lcu la tio n s ( a f te r  [158]).

at the oxide. Thus, the stabilization is mediated by a charge transfer that leads to an addi
tional attractive interaction. The energy barriers associated with the C 0 2 formation from 
the CO O? complexes are rather low (~0.3 eV), which means that the CO oxidation can 
readily occur already at room temperature, which is in agreement with experiments for the 
Au/MgO system [166].

This shows that the MgO support plays an active role in the bonding and activation of 
adsorbates bound to supported gold particles. However, it should be emphasized that this 
role is much less dramatic than for T i0 2 [159] where the reduced substrate not only provides 
charge for the binding of the 0 2 molecule but actually binds the 0 2 molecule.

As already discussed in the previous section, the promoting or poisoning effect of coad- 
sorbates is an important issue in heterogeneous catalysis. The most well-known example for 
poisoning is the reduction of the activity of the platinum-based car-exhaust catalyst by lead 
present in the gasoline. Two studies have addressed the influence of coadsorbates on the 
catalytic performance of the MgO-supported Au nanoparticles. Hakkinen et al. considered 
the Au„ cluster shown in Fig. 23 to which the electron donor strontium was added [163]. 
This choice was motivated by the fact that the electron transfer to the AutS cluster seemed 
to be crucial for the understanding of the enhanced catalytic activity of the nanoparticle. 
And indeed, experiments revealed that pure MgO-supported Au„ clusters with n  <  7 are 
catalytically inert as far the CO: production rate per deposited cluster is concerned, whereas 
supported AuwSr clusters are catalytically active already for n  > 3.

DFT calculations have confirmed the enhanced adsorption and activation of 0 2 on the 
Sr-doped systems. Exchanging one Au atom by Sr of a MgO-supported Au4 cluster modifies 
the adsorption properties significantly. The oxygen molecule bonds mainly to the strontium

F ig u re  25. C h a rg e  d en sity  d if fe re n c e  plot o f  th e  M gO -in d u ced  c h a rg e  red is tr ib u tio n  d eriv ed  from  D F T  calcu la tions . 
S h ad ed  a re a s  co rre sp o n d  to  c h a rg e  accu m u la tio n , and  h a tch ed  a re a s  d e n o te  ch a rg e  d ep le tio n  (a fte r  j 159]).
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atom of the Au3Sr cluster with a considerably higher adsorption energy of 1.94 eV compared 
to 0.18 eV on the supported Au4 cluster. The stronger interaction is caused by additional 
electron transfer to the 0 : molecules made possible by the charge provided by the Sr atom. 
This results in a superoxo-like state of the adsorbate which is reflected in an increased 0 - 0  
bond length of 1.37 A [163].

The coadsorption of both a single electron donor (Na) and a single electron acceptor (Cl) 
were considered in a a b  i n i t i o  study by Broqvist et al. [167] using the approach illustrated in 
Fig. 24 to replace the supported nanoparticle by an one-dimensional rod. In the coadsorption 
study, however, a smaller rod was used consisting only of the first three Au layers as shown 
in Fig. 26. The most favorable adsorption positions for both Na and Cl are at Au bridge 
sites of the second layer, that is, at the Au layer sticking out into the vacuum. As expected, 
Na adsorbs as a positively charge ion and Cl as a negatively charged ion, that is, there is 
significant charge transfer to and from the Au rod, respectively. However, the Na adsorption 
position is only metastable with respect to exchanging its position with a Au atom. Although 
Na prefers the low-coordinated site i n  a d s o r p t i o n , it rather absorbs into the Au rod forming 
a NaAu alloy.

The effects of the Na and Cl adsorption on the interaction of the rods with 0 2, O, CO, 
and the C 0 0 2 complex are summarized in Table 4. At the Na-decorated Au edge, the 0 2 
binding is increased by 0.2 eV with respect to the clean Au edge. This increase is caused by 
the formation of a chemical bond between Na and O together with the higher capability of 
the Au rod to donate electrons to oxygen because of the additional electron provided by the 
Na atom. This stable adsorption configuration is illustrated in Fig. 26. Also, the adsorption 
energy of atomic oxygen is strongly enhanced. Interestingly, CO binds less strongly to the 
Na-decorated edge; its binding energy is reduced by 0.2 eV compared to the undecorated Au 
edge. It was suggested that the reduced binding is a consequence of the Na-induced down
shift of 0.09 eV of the local c/-band center at the Au edge [167]. However, this downshift 
seems to be too small to explain such a large reduction in the CO binding energy.

(a ) s id e  v ie w

Au

Mg

O

N a

(b ) fro n t v ie w

Figure 26. S ide a n d  fro n t view  o f  th e  s tab le  a d so rp tio n  co n fig u ra tio n  o f  0 : a t a N a -d e c o ra te d  edge o f  a  A u rod 
d e p o s ite d  on  M gO  ac c o rd in g  to  D F T -G G A  c a lcu la tio n s  ( a f te r  [167]).
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Table 4. Calculated binding energies of 0 : , O , C O , 
and the C 0 0 2 complex in eV on Au/M gO models 
with a clean, a Na-decorated, and a Cl-decorated Au 
edge [167], respectively. A  negative binding energy cor
responds to unstable adsorption.

£ „ (e V )

Au/M gO Na/MgO/Au Cl/Au/MgO

o. 0.13 0.33 -0 .2 0
o 0.13 0.84 0.03
o 0.75 0.52 0.60
co o2 0.98 1.62 0.49

On the o th e r  hand, the  adsorp tion  o f  the  C O  0 2 com plex shown in Fig. 24 is again strongly 
prom oted  by the presence  of  Na a tom s at the  Au edge. T h e  binding energy o f  the C 0 0 2 
complex at the N a-decora ted  edge is 1.6 eV, which is a lm ost twice its b inding energy at th e  
clean Au edge. T he  reason for this increased  stability is again the form ation  o f  a N a - 0 2 
bond. Hence, Na acts as a p ro m o te r  o n  the Au nanopartic les  but its p rom otive cha rac te r  is 
related to the fo rm ation  of  strong  N a - O  bonds.

In contrast to Na, Cl has a poisoning effect when it is adsorbed  at the  Au edge. Its p resence  
makes the 0 2 adsorp tion  unstable and  reduces  the O  and C O  binding energy. F u rthe rm ore ,  
it makes the C O  0 2 complex less s tab le  by 0.5 eV. T h e  poisoning effect o f  Cl is caused by 
an electrostatic  repulsive in teraction  with the negatively charged adsorbates. Even for larger 
distances between the  Cl a tom s an d  the adsorbates ,  this repulsive in terac tion  is still p resen t  
due to the long-range ch arac ter  o f  the  C o u lo m b  in teraction . T he  p rom oting  effect o f  Na, on  
the o th e r  hand, is short-ranged  because  o f  the local n a tu re  o f  the attractive N a - O  bonds.

Not only Au clusters  deposited  on  M g O  have b een  considered in ab initio e lectronic  
structure  calculations. T he  adsorp tion  p roper t ie s  o f  Ni4 and Ni8 clusters supported  on regular  
and defect sites o f  the  MgO(OOl) surface were s tud ied  in a D F T  study, in which the oxide 
substrate  was m odeled  by a M g,30 , 3 c lus te r  e m b e d d e d  in two layers o f  16 x 16 poin t charges 
each (P C = 2 e )  in o rd e r  to rep roduce  the  correc t M ad c lu n g  potentia l at the adsorp tion  site 
under study [168]. T he  structure  o f  th e  sup p o r ted  Ni4 and  Ni8 c luster was optim ized u n d e r  
the constrain t o f  the  C4v symmetry, tha t  is, a fourfold symmetry' was deliberately  im posed on 
the clusters. Thus, the  c luster does no t necessarily co rrespond  to m in im um  energy structures. 
T he  study was not m ean t to give quan ti ta t ive  results, but ra the r  qualitative trends  with 
respect to  the size and  the M gO  adso rp tion  site o f  the  supported  cluster.

A tomic oxygen an d  sodium  have been  used as adso rba tes  in the calculations to p robe  the 
reactivity o f  the clusters. T he op tim ized  s truc tu re  o f  a tom ic oxygen on the  supported  Ni8 
cluster is shown in Fig. 27. It is obvious that the  Ni8 c luster is much less d is torted  than the 
Au8 cluster on MgO(OOl) (see Fig. 23), p robably  because  of  the sym m etiy  constrain ts  used 
in this N i/M gO  study. The  op tim ized  s truc tu re  o f  the  supported  Ni4 cluster co rresponds 
basically to  the first layer o f  the N i8 cluster. T he  Ni cluster was also positioned  above a 
neutral and positive oxygen vacancy, a Fs o r  F+ cen ter , respectively. F u r th e rm o re ,  the  oxygen 
and  sodium adsorp tion  energies were also d e te rm in e d  for free, unsupported  Ni clusters.

First o f  all, the  D F T  calculations have confirm ed th a t  the metal clusters are  much m ore  
strongly bound  to the oxygen vacancy sites than to  th e  s tochiom etric  M gO  surface [169]. 
Almost independen t o f  the  charge sta te , the  binding energies are e n h an ced  by m ore than 
i.5 eV. The  larger c luster  interacts m ore  strongly with all considered  M gO  surfaces, which 
can be explained by its h igher polarizability [168].

For atomic oxygen, the adsorp tion  energ ies  on th e  supported  clusters are  in fact larger 
than on the free Ni cluster. T he  in te rac t ion  o f  the e lectronegative oxygen with metal surfaces 
and clusters is characterized  bv a significant charge transfe r  to the oxygen aiorn. For the 
supported  cluster, the  oxygen an ions o f  the surface act as an additional source o f  electrons 
increasing the charge transfer  to the  oxygen atom  and  thus its b inding energy. For the 
cluster above the oxygen vacancies, the  b inding is fu r th e r  en h an ced  because the F  centers  
represent an additional source of  charge  transfer. In the  case of  the F sf cen ter , there  is also
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Figure 27. Optimized structure of an oxygen atom adsorbed on a N is cluster supported on M go(OOl). Th e  oxide 
substrate is modeled by a M g ,,O n cluster embedded in two layers of 16 x 16 point charges each (P C = 2 e ) [ 168].

the e lectrostatic  a ttrac t ion  betw een the negatively charged  adsorbed  oxygen atom  and the 
positively charged vacancy.

T h e  effect o f  the  vacancies on the a tom ic  oxygen adsorp tion  energ ies  is particularly p ro 
no u n ced  for the  p la n a r  Ni4 cluster w here  it leads to an increase o f  abou t 1 eV. For the 
th ree-d im ensiona l  N is cluster, however, the  a tom ic  oxygen adsorp tion  energ ies  are  basically 
ind ep en d en t  o f  the  presence  o r  absence of  defec ts  in the M gO  substra te . This indicates 
tha t fo r  the N i/M gO  system, the influence o f  the  vacancies on the e lec tronic  s tructure  of 
the sup p o r ted  clusters  is restricted to  the first layer, obviously in con tras t  to the A u/M gO  
system [8].

T he  electropositive sodium  atom  binds m uch  w eak e r  to  the Ni c lusters  than the more 
electronegative  oxygen atom . O n the Ni clusters  d epos ited  on both  the s tochiom etric  M gO 
surface and the positively charged oxygen vacancy, sodium  adsorbs  as an anion, as an analysis 
o f  the dipole m o m e n t  as a function o f  the vertical d isp lacem ent shows [168]. Above the 
neu tra l  oxygen vacancy, however, sodium is only partially charged  because  the e lectrons 
d o n a te d  from  the vacancy to the  Ni c luster  p roh ib it  the  charge transfe r  from  the sodium  to 
the  m eta l atoms. In spite o f  these different b o nd ing  characteristic , the N a bonding  energies 
are  only very weakly d ep e n d e n t  on the c lus te r  size and  M gO  ad so rp tion  site, which is ra ther  
surprising. It has b e e n  speculated  that this m ight be due  to the  cancellation  o f  opposing 
effects [168].

So far, we have shown tha t the high density  o f  low -coordinated  sites at oxide-supported  
m etal nanopartic le  leads to  a s tronger in te rac tion  with adsorbates .  Even the oxide support 
can act as a p ro m o te r  for the  bonding  a n d  activation o f  adsorba tes  o n  the m etal particles. 
H ow ever, there  is a n o th e r  effect tha t can  co u n te rb a lan ce  the p ro m o tin g  effect o f  the low 
coord ina tion  o f  the nanopartic les, namely the  in te ra tom ic  relaxation o f  the small particles. 
This leads to red u ced  in tera tom ic  distances, which, to g e th e r  with a s tro n g  c iuster-support 
in terac tion , can cause  a  w eaker  in teraction  with adsorbates .

T h e  im portan t  influence o f  the in te ra to m ic  dis tances  on  the ad so rp tion  properties  has 
been  found  in D F T  calculations for small Pd„ c lus te r  ( n =  3, 7, 10) on A u ( l l l )  [170]. T ran
sition metal c luster  su p p o r ted  on inert noble  m eta ls  a re  o f  particu lar  in te res t  in the field of 
e lec trochem istry  [171] because the substra te  has to be conductive so th a t  supported  nan o 
s truc tu res  can act as electrodes. F u r th e rm o re ,  the  e lectrochem ical ST M  can be used for the 
n anostruc tu r ing  o f  e lec trode  surfaces. Based o n  the jum p-to-contact be tw een  STM  tip and 
sam ple , highly o rd e re d  arrays o f  m etal c lusters  con ta in ing  o f  the o rd e r  o f  only 100 a tom s can 
be g en e ra ted  [171-173]. T hese  n an o fab r ica ted  clusters exhibit an unusual electrochemical 
stability. It has b een  specu la ted  that this stability might be caused  by qu an tu m  size effects 
in the metal partic les [ i 71 ]. F u r th e rm o re ,  it has been  shown that the  catalytic activity o f  Pd
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clusters supported  on a gold surface tow ard  e lec trochem ica l  hydrogen evolution is en h a n c e d  
by m ore than two o rders  o f  m agn itude  w hen the d ia m e te r  o f  the palladium  particles parallel 
to  the support surface is d ecreased  from  200 to 6 nm  [174, 175].

In o rd e r  to und ers tan d  the chem ical p roper t ie s  o f  the Pd/Au particles, in a first s tep  
the binding energies o f  hydrogen  an d  C O  on  pseu d o m o rp h ic  Pd/Au overlayers has .been 
evaluated  by D F T  calculations [54, 55]. T hese  calculations have d em o n s tra ted  tha t bo th  the 
expansion o f  the pseudom orph ic  overlayers by 5 %  as well as the relative w eak in te rac t ion  o f  
the Pd overlayer with the gold substra te  lead to a s t ro n g er  in teraction  with the adso rba tes  
com pared  to a bulk Pd substrate . Both effects, which can  again be u n d e rs to o d  within the  d  
band  m odel, enhance  the adso rp tion  energ ies  on  P d / A u ( l l l )  by a similar am ount,  which is 
abou t 0.10-0.15 eV.

T he  adsorp tion  energies o f  C O  located at d ifferen t sites o f  P d ]() clusters su p p o r ted  by 
A u ( l l l )  are  shown in Fig. 28. Interestingly enough , all the  C O  binding energ ies  a re  lower 
than  those on p seudom orph ic  Pd /A u(l  l l )  overlayers. This m eans tha t for this system, C O  
binds less strongly to low -coordinated  c luster a tom s  than  to  h igh-coord inated  a tom s in p se u 
dom orph ic  overlayers. T h e  same results  have also b e e n  found  for a tom ic  hydrogen ad so rp 
tion energies.

In o rd e r  to unders tand  these results, it is im por tan t  to analyze the nea res t  ne ighbor  P d -  
Pd distances. T he  calculated  value for Pd bulk is 2.80 A; for Au bulk 2.95 A. This m eans 
tha t  the  pseudom orph ic  Pd films on Au a re  ex p anded  by 5% . Figure 28 also shows the  
P d -P d  nearest  ne ighbor d istances o f  the su p p o r ted  Pd„ clusters. A lthough these clusters are  
supported  by a gold substra te , their  neares t  ne ighbor d is tances  of  2.76 A a re  even below the 
Pd bulk value. T hese  reduced  d istances are  a co n sequence  o f  the low coo rd ina tion  o f  the 
cluster atoms, which m akes the single P d -P d  bonds  s tro n g e r  than in a bulk s ituation w here  
every Pd a tom  is 12-fold coord ina ted . At the  second  layer o f  the P d ]0 cluster, the P d -P d  
distances are  even fu r th e r  reduced  to  2.65 A. N o te  tha t  for the free relaxed p lanar  P d ,  and

o o **
P d 7 cluster, the nearest ne ighbor dis tances  are  2.50 A and  2.64 A, respectively.

T he  reduction in the in tera tom ic  dis tances  results in a larger overlap  o f  the  d  orbitals, 
which leads to a b ro ad e r  local d -band  and  a down-shift o f  the local d -band  cen te r  because  
o f  charge conservation, as confirm ed by the  D F T  calcula tions for the P d ,() clusters supported  
on A u ( l l l )  [170]. This is the  opposite  p rocess o f  the  o n e  illustrated in Fig. 3 w here  a sm aller 
overlap  betw een  the  rf-band metal a tom s had b een  considered . T h u s  the  reduced  binding 
energies on the Pd a tom s can be u n d e rs to o d  within th e  d -band model.

In Fig. 28, the  C O  adsorp tion  energ ies  on  free  P d 10 clusters  in exactly the  sam e configura
tion as the supported  clusters are also given by the  n u m b ers  in paren theses .  T hese  binding 
energies are  in fact la rger  than on the  sup p o r ted  clusters  and  also on  fiat [86] and s tepped  
Pd surfaces [89]. This shows tha t in spite  o f  their  com press ion  free clusters can still be  much 
m ore  reactive than surfaces because  o f  the ir  low coord ina tion . T h u s  it is the  in teraction  
of  the Pd clusters w'ith the Au su p p o r t  tha t  con tr ibu tes  to the  low b inding  energ ies  o n  the 
m eta l-supported  clusters.

CO adsorption
Eads= -2 .172 (-2.429) eV 

E ^ - 1 . 7 4 4  (-2.469) eV

4.. ^  '%■
A V ,. * ■ * f - . f  /  i s : ,  * * * * . . .

^  * Ead«.=-2.003 (-2.035) eV

E*ds*=-£.147 H  *741) eV *

Figure 28. Calculated nearest neighbor P d -P d  distances in A of Pd„ cluster supported by Au ( I I I )  and C O  adsorp
tion positions and energies on the Pd)()/Au( 111) cluster. Th e  energies m parentheses correspond lo the adsorption 
energies on free PdltI clusters in exactly the same configuration as the supported clusters (after [ 170]).
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In terestingly  enough , at the to p  layer adsorp tion  site o f  the  P d UJ cluster, the C O  binding 
energ ies  on the free c luster are  sm aller than on the su p p o r ted  cluster. This surprising result 
is caused  by the reactivity of the u n sa tu ra ted  hexagonal b o t to m  layer of  the free P d :„ cluster. 
It b inds the th ree  topm ost  Pd a tom s so strongly tha t  the  top  layer becom es less reactive, as 
an analysis of the  energetics and  the electronic  s truc tu re  of the free cluster confirms [170],

T he  coupling o f  the Pd clusters to  the  underly ing Au substra te  can also be revealed by 
analyzing the  e lec tronic  s truc tu re  of the system. In Fig. 29, the  orbital resolved rf-band local 
density o f  sta tes (L D O S )  for P d ,  c lusters deposited  on A u ( l l l )  and on P d ( l l l )  and for a 
free P d ,  cluster is p lo tted . T he  free c luster  exhibits a d iscrete  s truc tu re  o f  electronic levels, 
as is expec ted  for  a finite system. As far  as the P d ,  c luster su p p o r ted  on Au is concerned, 
all d -band  orbita ls  tha t are confined within the c luster  layer, tha t  is, the dxv and the dx2_v2 
orbitals, also show a ra th e r  discrete s truc ture .  This m eans  tha t  these  orbitals are localized 
within the  cluster. T he  L D O S o f  the o th e r  th ree  orbitals tha t  have a co m p o n en t  along the 
vertical z -direction  is ra th e r  b road . This indicates th a t  these  sta tes  are already delocalized 
because  of  the ir  significant coupling to the e lec tronic  sta tes o f  the Au support.  For the 
P d , / P d ( l l l ) ,  all d  s ta tes  in the cluster are  considerably b ro a d e n e d  (see Fig. 29), d em o n s tra t
ing an even s tronger  coupling be tw een  the cluster and the substrate.

As a lredy m en tioned ,  it has been  specu la ted  tha t  the unusual electrochem ical stabibility 
o f  n an o fab r ica ted  su p p o r ted  m eta l clusters  [172] could  be caused  by q u an tum  confinem ent 
effects [1761 tha t  w ould  lead to  a discrete e lectronic  spec trum  in the  clusters. However, 
the  D F T  calculations yield a con tinuous  spectrum  already  for  small supported  Pd , clusters.
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Figure 29. Orbital resolved t/-hand local density of states (L D O S )  of the supported Pd,/Au( 111) and Pd,/Pd( 111) 
clusters and the free Pd, clusters determined by D F T  calculations (after [170]),
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For larger clusters, any qu an tu m  confinem en t effects would even be smaller. Thus  these 
calculations do not support  the  specula tion  of  [176].

As an  a lternative explanation  it has been  p ro p o sed  [177, 178] tha t  the  electrochem ical 
nanofabrication  o f  the clusters by the jum p-to -con tac t  leads to an alloying o f  the clusters tha t  
causes their high elec trochem ical stability. T he  deposition  o f  the c lusters has been  simulated 
using classical m olecu la r  dynamics with the in te ra tom ic  in terac tion  described within the 
empirical e m b ed d ed -a to m -m e th o d  (E A M ) [179, 180]. T h e  stability o f  the deposited  clusters 
was then  analyzed by grand-canonica l M on te  Carlo  sim ulations tha t  took  the e lectrochemical 
potentia l  into account [181]. T h e  sim ulations indicate tha t e lec trochem ically  stable clusters 
occur only in those cases w here  the two m etals  th a t  are  involved form  stable alloys. In 
fact, D F T  calculations also indicate tha t the Pd„, c lusters on Au (111) [170] a re  stabilized by
0.1 eV  if one  o f  the  Pd a tom s at the  base o f  the  c lus te r  is exchanged  with an A u atom of 
the underlying substra te  [182].

T he  possibility o f  intermixing o r  alloying is always an im p o r tan t  issue in the case of 
bimetallic systems [183]. Recently, the  e lectronic  and  chemical p roper t ie s  o f  M o n an o p a r 
ticles on  A u ( l l l )  were s tudied  experim entally  [184]. This study was m otiva ted  by the fact 
that the nanopartic les can act as p recursors  for the p rep a ra t io n  o f  m olybdenum  sulfide and 
m olybdenum  oxide aggregates  [185, 186], which are  widely used catalyst m ateria ls  in the 
chemical industry [114]. T h e  M o particles w ere  deposited  by dosing M o (C O )6 at te m p e r 
atu res  high enough  so tha t M o (C O )6 decom poses  thus crea ting  M o on the surfaces. D F T  
calculations o f  the M o (C O )f) d e fragm en ta tion  process indicate th a t  the  decom position  is an 
activated process which might be facilita ted  by the presence  o f  defec ts  on  the surface [187].

F u rtherm ore , the  experim ents  ind ica ted  tha t  C O  does not ad so rb  on  the M o / A u ( l l l )  
surface [184]. However, the exact s truc tu re  of  the M o  nanopartic les  on A u(l  11) could not 
be de te rm ined  experimentally . T h e re fo re ,  D F T  calculations w ere  p e rfo rm ed  in o rd e r  to 
study the structure  and  chemical p ro p e r t ie s  o f  M o n anopar t ic le s  on A u (l  11) [188]. Several 
structural models o f  the M o / A u ( l l l )  system were investigated within a (2 x 2) surface unit 
cell. Two o f  them  are  shown in Fig. 30. T h e  d ifference be tw een  the two s truc tures  is that 
the open  Mo struc tu re  in Fig. 30a has been  filled up  with Au a tom s in Fig. 30b, yielding a 
flat (111) surface.

T he  stability o f  the surface s truc tu res  has been  d e te rm in e d  with respect to bulk Au and 
bulk Mo, that is, it was assum ed  tha t  the  fo rm atio n  energy  o f  b o th  bulk A u and  bulk Mo 
is equal to zero. It tu rns  o u t  that M o  actually p re fe rs  to be e m b e d d e d  in the gold surface 
[187, 188]. The  s truc tu re  shown in Fig. 30b is by 0.3 eV /a tom  m ore  stable than  the o n e  of

Figure 30. Top and side views of two Mo/Auf 111} structures studied by D F T  calculations [188]. The light and dare 
bails represent Al: an M o. respectively.
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Fig. 30a. O n e  gains even a n o th e r  0.01 eV /a tom  if the  surface is fully covered by Au atoms, 
tha t is, if a A u - M o - A u  sandwich s truc tu re  is fo rm ed .

In o rd e r  to analyze the reactivity o f  the M o /A u ( l  11) surface structures, the adsorp tion  of  
C O , oxygen, an d  sulfur has been  used as a p robe . T he adsorp tion  o f  C O  on both s tructures 
shown in Fig. 30 is exotherm ic , the  C O  b inding  energ ies  are  2.22 eV  and 1.03 eV  for the 
s truc tu res  a and  b, respectively, using the R P B E  functional. Interestingly enough, the binding 
energy o f  C O  on one  M o  m ono layer  on A u (l  11) is even larger, 2.79 eV. In this respect the 
M o/Au system behaves like the Pd/Au system [170]: T h e  neares t  neighbor distances in Mo 
are  5%  sm alle r  than  in Au so tha t  the  p seu d o m o rp h ic  M o overlayer on Au is significantly 
expanded . This results  in a significant upshift o f  the  c/-band cen te r  and consequently  in 
s tronger  in te rac tion  energ ies  with adsorba tes .

T h e  experim en ta l  findings tha t  C O  interacts  very weakly with the M o/A u(l  11) system can 
only be reconciled  with the experim enta l  results  by assum ing  tha t  they are  caused by M o -A u  
site exchange and  Au segregation to the  surface. This m ean s  that M o nanostructu res  on 
Au are  not s table, so tha t  this system does  also not exhibit any special chemical p roperties 
re la ted  to  the lim ited  size o f  the M o partic les, but ra th e r  behaves like a pure  A u ( l l l )  
surface.

In the case o f  the adsorp tion  o f  oxygen and  sulfur on  the  M o/A u(l 11) system, the same 
qualitative tren d s  have been  found  as for C O  adsorp tion . F u r the rm ore ,  two o th e r  admetals, 
Ni and  Ru, w ere  considered  in the D F T  calcula tions [188] in o rd e r  to check w hether  they 
show a sim ilar behav io r  as M o on  A u ( l  11). A nd  indeed , Ni and Ru also tend  to mix with a 
Au substra te .  In add ition , the quan tita tive  trends  in the adsorp tion  p ropert ies  o f  the systems 
N i/Au (111) and  the Ru/Au(J 11) resem ble  the o n es  found  in the M o / A u ( l l l )  system. Thus, 
once  the  m eta l nanopart ic les  are  e m b e d d e d  in the Au matrix, these bimetallic systems only 
exhibit p ro p e r t ie s  o f  gold.

5 .  N A N O S T R U C T U R I N G  O F  S U R F A C E S  B Y  O R G A N I C  T E M P L A T E S

So far, we have only dea lt  with a tom ic  and m olecu la r  ad so rp tion  on nanostruc tu red  surfaces. 
How ever, o rd e re d  arrays o f  ad so rbed  m olecules  can in fact lead to a nanostructu ring  of  
o therw ise  flat surfaces. In particular, organic ad so rb a te s  can induce a n ano-pa tte rn ing  in the 
form  o f  o rd e re d  ovcrlayers or  m olecu la r  wires. This p h e n o m e n o n  is o ften  also discussed in 
the context o f  self-organization an d  self-assembly on surfaces  [189]. It has been  suggested 
tha t the  sp o n ta n e o u s  self-assembly o f  D N A -base  m olecules  on mineral tem p la te  surfaces 
may play an  essentia l  role for the origin o f  life u n d e r  preb io tic  conditions [190, 191]. T hese  
layers could act as a tem pla te  for the assembly o f  h igher o rd e red  polymers. Furtherm ore ,  
these s truc tu re  m ight also be technologically  re levant in the context o f  sensing, catalysis, or  
m olecular  e lectronics. T hese  aspects have th e re fo re  m otiva ted  STM studies o f  DNA-bases 
self-assemblicd as tw o-dim ensional crystalline films [192, 193].

As a su b s tra te  fo r  organic  overlayers, o f ten  highly o rd e red  pyrolytic g raphite  
( H O P G )  [192-194] o r  noble m eta ls  subs tra te s  [122, 195, 196] are used because these sub
stra tes  are  relatively inert  so that the  organ ic  m olecules  are  no t significantly p e r tu rbed  by 
the p resence  o f  the  surface. T he  substra te  might just serve as a tem pla te  to fix the molecules 
in space, b u t  in genera l  the resulting se lf-assem blied  sup ram olecu la r  s tructures  are  a conse
q u en ce  o f  a subtle  ba lance  be tw een  m o le cu le -m o lecu le  and m o lecu le -substra te  interactions. 
Only in the  case o f  a sufficiently s tro n g  a d so rb a te - su r fac e  in teraction , surface rea rrangem en t 
induced  by the  ad so rp t io n  might occur.

Several exp er im en ta l  studies add ress ing  se lf-assem blied  organic overlayers have focused 
on the p u r ine  base  ad en in e  (6 -am inopurine , C 5,H 5N 5) w hose  m olecular  s truc tu re  is shown 
in Fig. 31. Yet, ST M  an d  atom ic  force m icroscopy  (A F M )  experim ents  o f  aden ine  adsorbed  
on g raph ite  d id n o t  yield any a tom ic  reso lu tion  [192, 197]. In the  STM  images, som e o rde red  
s truc tu re  is visible, however, no m icroscopic  ad so rp t io n  configuration can be deduced . C o m 
bining the in fo rm ation  from the STM  with reciprocal space da ta  from  low-energy electron 
diffraction (L E E D )  experim ents , a unit cell o f  rec tan g u la r  shape  with d im ension  22 A x 8.5 A 
was p ro p o sed  [198]. A lthough  also the sym m etry  o f  the  m olecular  s tructure  within the su r
face unit cell could  be specified, the  relative positions o f  the adenine  molecules could not
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Figure 31. Molecular structure of the purine base adenine (6-aminopurine, C 5,H 5N 5).

be de te rm in ed .  Still, the  symmetry constrain ts  on  the adsorbate  positions suggested that the 
ad en in e  layer assem bled  in the form o f  centrosym m etrical hydrogen-bonded  dimers.

It is t ru e  th a t  it is possible to  calculate the  energetically m ost favorable  structure  by 
classical force field techniques [199, 200], however, these calculations do n o t  yield any infor
m ation  a b o u t  the  e lectronic  structure  o f  the adsorbed  molecules. They are  useful in orde" to 
es t im a te  the  stability o f  possible adsorbate  s tructures, but it is not really possible to assess 
w h e th e r  the ir  resu lts  are  in ag reem ent with STM  experim ents that do not have any atomic 
resolution. Thus , the  force field techniques canno t be used as a tool to analyse and  inter- 
p re te  th e  STM  images. However, for a com ple te  unders tand ing  o f  the organic  layers the 
effect o f  d irec ted  m olecu la r  bonds on the self-assembly and the STM -im aging process  shc uld 
be clarified. T h e re  is an additional p roblem  in the  STM  imaging process, namely that the 
con tras t  in the S T M  images can depend  on the scanning direction in the experim ents  [1£3]. 
This effect has n o t  b een  appropriate ly  investigated by first-principles calculations so far.

W ith D F T  m ethods ,  it has becom e possible to address  self-assemblied organic  overlayers 
on  surfaces [196, 201]. In particular, the D F T  calculations also yield in fo rm ation  on the 
e lec tron ic  s t ru c tu re  o f  the systems, which makes it possible to sim ulate  STM  images. Wiihin 
the T erso ff -H am ann  picture [6], the  tunneling cu r ren t  is simply p roport iona l  to  the local 
density o f  s ta tes  o f  the surface close to the Fermi energy at the  position o f  the tip. There 
a re  m ore  sophis tica ted  DFT-based approaches  to  s im ulate  STM  images th a t  also take  into 
account the  o rb ita ls  o f  the  surface and the STM  tip [202], bu t usually the  simple Tersjff- 
H a m a n n  p ic tu re  is surprisingly successful and accurate.

A  s im ula ted  ST M  image based on D F T  calculations is shown in Fig. 32. T he  configura
t ion space  o f  possible adsorbate  arrangem ents  is imm ense. T here fo re ,  the  D F T  struciure 
op tim ization  has b een  done  using the results o f  foree-field calculations as an initial gu^ss.

Figure 32. Calculated structure of adsorbed adenine, (a ) simulated S T M  image according to the Tersoff-Hanann 
picture, that is, the L D O S  of the H O M O  band is plotted. In addition, the structure of adsorbed adenine molecules 
is indicated; (b ) total charge density (courtesy of T. Markert).
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Figure 33. Th e  energetically most stable configuration of the amino acid cysteine on A u (l lO )  calculated by D F T  
calculations [195]. It corresponds to two units of the double-row structure of D-cysteine.

It tu rned  o u t  tha t the optim ized structures  o f  the D F T  and the force-field ca lcu la tions are  
ra the r  similar. However, it should  be em phasized  again that the force-field calculations do 
not yield any inform ation  on the e lectronic s tructure . W hat is plotted in Fig. 32a is the  local 
density o f  s ta tes  o f  the H O M O  band  at som e distance from the surface. In add ition , the 
m olecular  s truc tu re  of  the aden ine  m olecules is shown indicating the h y d rogen-bonded  d im er  
s tructure . It is obvious tha t  from  the STM  simulation alone the m olecu la r  s t ru c tu re  could 
not have been  deduced  because the re  is no one-to -one  co rrespondence  be tw een  regions of  
high local density o f  s tates and  the atom ic  a rrangem ent.  In Fig. 32b, the to ta l cha rge  density 
is plo tted . T he  com parison  betw een  bo th  panels shows that the regions o f  high local density 
o f  s ta tes o f  the H O M O  band  do  also not necessarily coincide with maxim a in the total charge  
density. T h is  again confirms that indeed the realistic simulation of  STM  images is n e e d e d  in 
o rd e r  to deduce  the  atomistic s tructure  of  organic layers from  STM  experim ents .

T h e  adso rp tion  o f  cysteine (H S -C H 2-C H (N H 2)-C O O H ), a naturally occuring  am in o  acid 
that has been  briefly m entioned  in the previous section, on the missing-row reconstruc ted  
A u ( l lO )  surface has been investigated by both  STM  experim ents  and D F T  calcu la tions [122, 
195]. Cysteine exists in two d ifferent so-called enan tiom eric  forms, L-cysteine an d  D-cysteine, 
that is, two form s that a re  each o th e rs ’ m irror  image with different chirality. In the  STM 
experim ents , bo th  extended  unidirectional m olecular  double  rows as well as iso lated  d im ers  
have b een  found. As far as the d im ers  are  concerned , the D F T  calculations have found  
that they a re  stabilized by form ing  double  hydrogen bonds  betw een the ir  carboxylic g roup, 
as can be  seen in Fig. 33. T h e  ST M  experim ents  have found a high stereoselectiv ity  in the 
d im eriza tion  of  adso rbed  cysteine molecules on the A u ( l lO )  surface, th a t  is, only e i th e r  LL 
pairs o r  D D  pairs have b een  identified.

A ccord ing  to D F T  calculations, cysteine, like o th e r  thiols [203], binds ra th e r  strongly via 
the fo rm ation  o f  S -A u  bonds. As far as the d im ers  are  concerned , th e ir  s t ru c tu re  is also 
stabilized by am ino -go ld  and  carboxylic-carboxylic bonds. The  presence  o f  sulfur causes the 
fo rm ation  o f  fo u r  vacancies on the  gold rows o f  the (110) surface upon  the  ad so rp t io n  of  
the d im ers  because  o f  the tendency  o f  sulfur to bind to  low -coordinated  a tom s. Now in any 
possible l d  d im er  adsorp tion  s tructure , at least one  o f  these bonds is lost, w hich m akes 
the l d  d im er  energetically  unfavorable. This explains why only l l  or  d d  pairs  have been  
observed  in the ST M  experiments.

As for th e  doub le  rows o f  cysteine on A u ( l lO ) ,  the ir  energetically m o s t  s tab le  s truc tu re  
is shown in Fig. 33. In fact, the adsorption o f  cysteine leads to the lifting o f  the  ( 2 x 1 )  
m issing-row reconstruction o f  the A u ( l lO )  surface. However, there  are  n o  s trong  covalent 
o r  hydrogen  b onds  betw een  the rep ea t  units o f  the  doub le  rows. Also the d ip o le -d ip o le  
in terac tions be tw een  two ad jacent units are  fairly small.

Instead , it is the  m olecule-induced surface rea r ran g em en t  tha t is the  driving force for the 
form ation  o f  the ex tended  m olecular  rows [195]. The  form ation  o f  a fo u r -a d a to m  vacancy
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on  A u ( l lO )  in o rd e r  to nuclea te  the first repeat unit o f  the doub le  row is energetically ra the r  
costly, 0.9 eV. However, the  energetic  cost is only 0.4 eV  for expand ing  a double  row already 
form ed. This is so because  the fo rm ation  o f  a Au vacancy ad jacen t  to  an existing vacancy 
requ ires  much less energy than  the form ation of  an isolated vacancy. Hence, once  a first 
double-row  unit has b een  fo rm ed , it is energetically favorable  for additional cysteine d im ers 
to  attach to the existing d im er  instead of  form ing isolated adsorba tes .  Thus  unidirectional, 
self-assemblied m olecu la r  nanowires can be form ed even in the  absence o f  any significant 
direct a d so rb a te -ad so rb a te  in teraction  along the growth direction.

6. CONCLUSIONS AND OUTLOOK
In this chapter , theoretical  studies o f  the adsorp tion  o f  a tom s  and  m olecules at nanostruc
tu red  surfaces using first-principles electronic s truc ture  m e th o d s  have been  reviewed. Such 
studies have only becom e possible in the past 10 years because  o f  th e ir  high com puta tiona l 
dem and .  A lthough the size o f  the nanostructures  trea ted  in these studies is still limited [149, 
164, 170], im portan t qualitative concepts can be derived from  these  calculations. This is 
mainly due to the microscopic resolution of  the calculations as far as both  the  geom etric  as 
well as the electronic s truc tu re  o f  the studied systems is conce rned .

N anostruc tu red  surface often  exhibit an enhanced  in teraction  with adsorba tes  and a higher 
activity for certa in  reactions. A n im portan t aspect for the exp lana tion  o f  this high reactivity is 
the large n u m b e r  o f  low-coordinated  a tom s in nanos truc tu res  [146]. M any theore tica l studies 
have shown that their  is indeed  a correlation betw een the  low' coord ina tion  o f  substrate  
a tom s and  a strong  in teraction  with adsorbates. However, low coo rd ina tion  alone  is o ften  not 
sufficient for a strong in teraction  [147]. T here  are coun te rexam ples  o f  low-coordinated  sites 
at nanostruc tu red  surfaces tha t do  not bind adsorba tes  particularly  well. Low -coord inated  
sites can lead to an enhanced  electron density, but it is obviously also the na tu re  of  the 
orbitals localized at the low-coordinated sites that is im por tan t  for the bonding  o f  adsorbates.

In the future, first-principles electronic s tructure  calculations will be able to  address  larger 
and  larger systems due to  the  ongoing im provem ent in the  co m p u te r  power and  the  devel
o p m e n t  o f  m ore efficient algorithms. This will certainly lead to fu r th e r  progress, as far as 
the  microscopic analysis and understanding  o f  nanostruc tu res  on surfaces and their reactivity 
is concerned . As already m entioned , the description o f  n an o s tru c tu red  surfaces by ab initio 
electronic  struc ture  calculations is a relatively new field. T he  first applications reviewed in 
this contribution have concen tra ted  on a small n u m b e r  o f  particularly  in teresting  systems 
such as Au cluster supported  by oxide surfaces because  o f  the ir  s trongly modified properties  
com p ared  to bulk substrates. Still, systematic studies, for exam ple  o f  the role of  the support 
o n  the reactivity of  metallic clusters, are  missing. F u r th e rm o re ,  a fu n d am en ta l  understanding  
o f  the size dependence  o f  the adsorption p roperties  and the  reactivity o f  sup p o r ted  clusters 
is lacking [1].

A  subject that has not a t  all been  addressed so far in theore t ica l  studies is the  dynamics and 
kinetics o f  the adsorp tion  a t  nanostruc tu red  surfaces based  on ab in itio -de rived interaction 
poten tia ls  [204, 205]. D ue  to the complexity of  the nanostruc tu res ,  this certainly requ ires  an 
h igh-com putational effort, bu t there  are im portan t issues tha t  n e e d  to  be resolved. N ano
struc tures  often offer the  energetically most favorable sites for adsorp tion . However, the 
adsorba tes  have to get to these sites before they can bind. D o es  this occur via diffusion, or  are 
the adsorbates  directly s teered  [206] towards these sites? F u r th e rm o re ,  a tom ic and m olecular 
adsorp tion  require  the dissipation of  the energy gained  upon  b ind ing  to the substra te  [207]. 
T h e  question is still open  w he the r  nanostructures on surfaces rep re sen t  an efficient sink for 
energy transfer.

T here  are  also im portan t kinetic aspects o f  the adsorp tion  and  reaction o f  m olecules on 
nanopartic les  to be studied. For example, it has been suggested  th a t  the activity of a catalyst 
particle can be significantly en h an ced  because o f  kinetic effects re la ted  to the interplay of 
different facets [208], but it is not clear yet how genera l  this m echanism  is. Kinetic rates 
can  be es tim ated from electronic  structure  calculations using efficient transition sta te  search 
rou tines  [209, 210] in com bination  with transition state theory  [2111. A lthough com puta tional
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dem anding , only kinetic s im ulations would allow a true com parison betw een theory and 
experim ents  in which reaction  rates are  measured.

It will probably take som e time before  supported  clusters with thousands  o f  a tom s can be 
handled  by ab initio to ta l-energy calculations. In o rd e r  to be able to address  larger system 
with first-principles e lectronic  struc ture  calculations, one  can e i ther  wait for faster com puters  
or  try to improve the a lgorithms. O n e  example o f  a very successful im provem ent is the 
already m en tioned  deve lopm ent of  ultrasoft pseudopo ten tia ls  [41], which m ade  it possible 
to use much smaller p lane-wave basis sets in the supercell calculations.

A n o th e r  possibility to m ake the  calculations faster is to run them  in a massively parallel 
fashion on many processors. T h e  com puta tional bottleneck  in massively parallel im p lem en ta 
tions is usually the com m unica tion , that is, the exchange of da ta  betw een  different processor. 
This p rob lem  could in principle be avoided by so-called O (N ) (o rd e r  N) m ethods  [212]. 
T hese  m ethods  take advan tage  o f  the localization p roperties  o f  the fundam en ta l  in teractions 
in m ater ia ls  [213]. Thus, they are  able to  exhibit linear scaling with respect to the size of  
the system, i.e., the ir  com pu ta t iona l  effort rises linearly with the n u m b e r  N o f  considered 
elec trons o r  a tom s in the calculations.

D u e  to  the locality o f  the algorithm, only little com m unication  is needed  betw een the 
processors that t rea t  each  som e localized region o f  the system. This m akes O (N )  m ethods  
very suitable  for massively parallel implem entations. However, O (N )  applications so far have 
been mainly based on tight-b inding [214] o r  semiempirical descriptions. This is due to the 
fact tha t  the re  are still p rob lem s as far as the im plem enta tion  o f  linear-scaling m ethods  in 
D F T  codes  is concerned  [2J 2].

H ow ever, it is ques tionab le  w h e th e r  large-scale ab initio to tal-energy calculations are  really 
neccessary for a d eep e r  unders tan d in g  o f  nanos truc tu red  surfaces. T h e  m ore  complex a 
system is, the h a rd e r  it is to analyze its basic p ropert ies  and to derive genera l principles. The  
im portan t  role o f  special sites and  configurations o f  nanostructures ,  for example, can already 
be investigated using sm aller  systems, as illustrated in this review, and o th e r  aspects o f  the 
nanostruc tu res  might be  trea ted  by m ore  efficient, approxim ate  m e th o d s  such as multiscale 
methods.

In th e  multiscale app roach ,  different aspects o f  a certa in  system are  t rea ted  within dif
ferent levels o f  microscopic accuracy [10, 215]. For example, in the theoretical description 
o f  large b iom olecular systems so-called Q M /M M  (quan tum  m echanics/m olecular m ech an 
ics) hybrid m ethods  [216] have been  successfully used for, for example, the simulation of 
enzymatic systems [217]. T h ese  m ethods  are  based on a mixed quantum-classical em bedd ing  
schem e in which the active c en te r  t rea ted  by first-principles e lectronic  s tructure  m ethods  is 
e m b ed d ed  in a classical po ten tia l  o f  the  rem ain ing  a tom s at the  periphery.

Progress is also n eeded  as far  as the exchange-correlation  functionals used in D F T  calcu
lations are  concerned . G G A -D F T  calculations are  still not reliable for certain systems [45]. 
T here  are a t tem p ts  to im prove the accuracy o f  the functionals, for exam ple  by constructing 
so-called m eta -G G A s [37]. However, they require  a second-o rder  g rad ien t expansion, which 
makes them  com puta tionally  less efficient. Consequently , they have no t found a widespread 
recognition. A n o th e r  ap p ro ach  is to include the so-called exact exchange in the D F T  calcu
lations by evaluating the correspond ing  exchange integral [218, 219]. This is again co m p u 
tationally ra th e r  dem anding , an d  som e progress in the  efficient im plem enta t ion  is needed  
before  this ansatz  will experience  a w idespread use.

A n o th e r  problem  o f  cu r ren t  exchange-correlation  functionals is tha t  the van d e r  Waals 
and hydrogen bond  in terac tion  are  not properly  described. This is closely re la ted  to the fact 
that in the L D A  and the G G A  the exchange-correlation  hole is still localized. T herefore ,  
the effective e lectron po ten t ia l  outside o f  a metal falls off exponentially  and  not p ro p o r 
tional to 1/z. A lthough the van de r  Waals interaction is relatively weak, it is of  relevance 
in the adsorp tion  o f  large organic  molecules that d o  not form  any covalent bonds with 
the substra te . Thus, a p ro p e r  description o f  the van d e r  Waals in teraction  is o f  im portance  
for the  ab initio description o f  the nanostructu ring  o f  surfaces by organic  tem plates. T here  
have been  a ttem pts  to include the van d e r  Waals in teraction  in density functional theory 
[220, 221]. However, these app roaches  require  the in troduction o f  an explicit van de r  Waals
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density functional. This leads to  an increased com pu ta t io n a l  effort  which has preven ted  its 
im plem enta tion  in s tandard  D F T  codes.

In spite o f  the technical obstacles, there  will certa inly be a growing n u m b er  o f  first- 
principles studies addressing the  adsorp tion  on n an o s tru c tu red  surfaces, as the interest in 
nanos truc tu red  surfaces and  th e ir  technological applications will still increase. Although 
the re  is also significant p rogress  in the experim enta l techniques, theore tica l studies will 
rem ain  to be an indispensable  tool fo r  the  in te rp re ta t ion  and  analysis o f  s truc tu res  and  p ro 
cesses on  the nano-scale. We will even see c loser and c loser co llabora tions  be tw een  theory 
and  experim ent in the fu tu re .  T h e  theore tica l investigation o f  ad so rp tion  on nanostruc tu red  
surfaces is certainly a challenging and  dem an d in g  research  field, b u t  at the  sam e time it is 
an exciting and rewarding a rea  tha t will p ro sp e r  in the years to  come.
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1 .  I N T R O D U C T I O N

In a lecture entitled, “T h ere  is Plenty of  R oom  at the  B ottom ,” and delivered at the  
A m erican Physical Society m eeting  in 1959 [1], R ichard  P. Feynman, the (fu ture)  N obel L a u 
reate in physics, spoke abou t his vision for the fu ture . In his presen ta tion , considered  at tha t 
time to be a futuristic lecture, Feynman boldly pred ic ted  tha t in the fu ture , one could  fit the  
entire Encyclopaedia Britannica on to  the h ead  o f  a pin and  use ions focused th rough  a m icro
scope lens in reverse to etch away silica in o rd e r  to g enera te  pa tte rns  on sub-m icrom eter  
scale. To achieve these lofty goals, he p roposed  a top-dow n approach  by which one  builds 
the smallest pair  of  hands possible, which he called the magic hands, to be used in building 
even smaller fea tures  down to the limit o f  lithography. We now know, in retrospect,  tha t 
Feynman's predictions were amazingly accura te:  W h a t  he was envisioning was materials  at 
the meso- and nanoscales that have now been  synthesized. In fact, fabrication, cha rac te r 
ization, and m odeling of  m ateria ls  (and , o f  course , the ir  applications) with characteristic  
fea ture  sizes that are at o r  near  n a n o m e te r  scale— the length scales that R ichard  Feynman 
was talking abou t in his lecture— are o f  g rea t cu rren t  interest, not only due to the fact that
they have given rise to a set of fundam en ta l  unsolved problem s but also for their  potentia l
for revolutionizing the curren t  technologies. This field o f  research is currently  undergoing 
rapid developm ent, an d  the impetus fo r  its ad vancem en t is twofold:

(i) U nders tand ing  the behavior o f  such m ateria ls  un d er  a wide range o f  conditions that 
arc  en coun te red  in applications should  ultimately lead to precise control over their 
properties, hence making it possible to tailor the ir  effective properties.

(ii) As ou r  ability for synthesizing m ateria ls  and  fabricating  s tructures  at the nanoscale 
improves, m ore  and m ore applications for such m ater ia ls  and systems will also arise.

O f  central im portance  to the research  field of  nanoscale  m ateria ls  are  the developm ent 
and application o f  effective experim ental techn iques for characteriza tion  o f  the morphology 
and electronic, magnetic, mechanical, and  optical p ropert ie s  of  such materials. A t the same 
time, deve lopm ent o f  accura te  and efficient com pu ta tiona l  techniques for m odeling o f  such 
materials, and investigating the effect of  factors tha t affect their properties , are o f  great 
importance.

In this chapter, we consider theore tica l app roaches  to, and  com pu ta tiona l  m odeling of, 
a particular class of  nanoscalc materials ,  namely, n an o p o ro u s  materials, that are  currently 
of  great scientific interest [2-4J. Exam ples  o f  such m ateria ls  include m em branes ,  catalysts, 
and adsorbents  that are  used for reaction , separa t ion  and  purification processes, as well 
as skin and biological tissues. In addition , n an o p o ro u s  m ateria ls  have many applications as 
low-dielectric constan t materials, optical coatings, sensors, and insulating films.

At the most basic level, a n an o p o ro u s  m ateria l  m ay consist of  a single n anopore  o r  nano
tube. For example, a new form of carbon , namely, buckm inis terfu llerene  C 6U, was discovered 
by Smalley, K io to , and coworkers [5], which led to a N obel Prize for chemistry  in 1997. 
This material is similar to a soccer ball an d  is m ade  o f  pu re  carbon a tom s that are  bonded 
together  in hexagon and  pentagon  configurations. A n o th e r  form o f  quas i-one-d im ensional 
material is carbon  nano tube , which is also m ade o f  carbon  atoms. T hese  two classes of 
materials have a com m on  feature, namely, their  a tom s are  d istributed  on curved surfaces. 
However, w hereas  the a tom ic  surfaces o f  fu llerene are  curved in 3D, the nano tubes  generally 
exhibit 2D curvature . C arbon  nano tubes  are  usually thought of  as g raphene  sheets rolled 
into seamless tubes. Such materials  a re  usually re fe r red  to  as single-wall nanotubes and  were 
discovered by lijima and Ichihashi [6] and  B ethune  e t  al. [7J. If the tubes are  concentrically 
slacked, one  ob ta ins  a multiwall carbon nanotube . which was discovered by lijima [8], who 
announced  their  discovery in carbon-soot m ade by an  arc-discharge m ethod .

M ore  complex forms of  nano p o ro u s  m ateria ls  a re  p re p a re d  when the nan o p o res  fo rm  net
works. For example, carbon  nano tubes  can form  a bund le  in which the tubes are essentially 
parallel and form  an array. In many o f  the theoretical and com puta tiona l modeling o f  such
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n an o tu b e  arrays, it is assum ed tha t  the tubes are chemically and structurally “perfec t,” hence 
form ing  a periodic array. This assum ption  simplifies greatly the theoretical analysis of  such 
materia ls  but can be a gross oversimplification. O n  the o th e r  hand, the nanopores  can form 
an in te rconnec ted  netw ork, which can be nearly two-dimensional (as in thin nanoporous  
films), o r  fully th ree-d im ensiona l  (as in most m em branes ,  catalysts, and similar materials). 
As an  example, co ns ide r  silica aerogels  tha t  a re  n an o p o ro u s  m ateria ls  with highly unusual 
properties. These m ater ia ls  are the subject o f  m uch  curren t research, especially in the area 
of  m icroelectronic  in terconnects . T h e i r  tunab le  porosity— typically 4 0 -8 0 % — and n anom ete r  
pore  sizes allow the ir  use as a low-dielectric  constan t  material suitable for small fea tu re-s ize  
in tegra ted  circuits. For ultra large-scale  in tegra tion  devices, p roblem s with the res is tance- 
capacitance  (RC) in te rconnec tion  delay h inders  device perform ance. Im provem ent of  this 
RC delay requires rep lacem en t o f  conventional S i 0 2, which has a dielectric constan t k ~  4 
with a material with lower k. Silica aerogels , with k ^ 2  o r  lower, rep resen t  a leading can 
d ida te  for this pu rpose .

Exact theoretical analysis of  n an o p o ro u s  m ater ia ls  and their  various p ropert ies  is extremely 
difficult, if not impossible. H ence , o n e  m ust reso r t  to approxim ate  analysis and /o r  large- 
scale co m p u te r  s im ula tions in o rd e r  to gain a b e t te r  unders tand ing  o f  the properties  of 
such nanoporous  m ateria ls .  Such theore tica l analyses and com puta t iona l  modelings are the 
focus o f  this chap te r .  However, it would be very difficult to describe all the  theoretical 
and com puta t iona l  app roaches  tha t have been  developed  for m odeling of all nanoporous  
materials. T h ere fo re ,  we restrict o u r  a t ten tion  to th ree  classes o f  such materials, namely, 
n a n o p o res  and n ano tubes ,  low-dielectric con s tan t  nanoporous  materials ,  and m em branes. 
Each o f  these m ater ia ls  have very im p o r tan t  and  b road  practical applications. At the same 
time, the variation in the  s truc tu re  o f  these  th ree  classes of  m ateria ls  is b road  enough that 
describing the theore t ica l  and com p u ta t io n a l  ap p roaches  to their m odeling should provide 
the re a d e r  with a reasonab le  u n d e rs tan d in g  of the  complexities that are  involved in such 
problems.

To organize o u r  discussions, we divide into two groups the theoretical  and com puta tional 
app roaches  to m odeling  o f  n a n o p o ro u s  m ateria ls  and their properties:

(i) In the first g ro u p  are  those  tha t are  used for modeling the nanoporous  materials 
themselves. A  wide variety o f  m olecules  and  com pounds are  used for the synthesis 
and  p repa ra t ion  o f  n a n o p o ro u s  m ateria ls ,  and , therefore , accura te  modeling o f  these 
materials  an d  the m orphology  o f  th e ir  p o re  space is essential for any realistic modeling 
o f  any p h e n o m e n o n  that may take  place e i th e r  th roughou t the matrix or  in their pore  
space. For exam ple , som e o f  the  p rob lem s tha t are im portan t  in modeling o f  carbon 
nano tubes  are  (1) classification o f  the tubes  as e ither  m etals  or  sem iconductors  and, 
m ore  generally, the ir  e lectronic  s tructure ;  (2) hybridization o f  the a* and n* states of 
the  g raphene  ne tw ork  and the ir  effect on  metallicity o f  the  tubes, and several o ther  
im portan t issues tha t  will be  discussed below.

(ii) In the second  g ro u p  are  those  ap p ro ach es  tha t are used for modeling the p h e n o m 
en a  that take p lace e i the r  th rough  the  m ateria ls ' matrix o r  in the ir  pore  space. Some 
o f  the p h e n o m e n a  that take p lace th rough  a nanoporous  m ate r ia l’s matrix include 
(1) conduction ; (2) de fo rm a tio n  o f  the m atrix  under  an external force and, in particu
lar, the te m p e ra tu re -d e p e n d e n c e  o f  the m a te r ia ls ’ shape, and several o th e r  im portan t 
p h en o m en a .  Som e o f  the p h e n o m e n a  tha t occur in the pore  space o f  nanoporous  
m ateria ls  include (1) adsorp tion  o f  gases; (2) flow and transport  o f  fluids; (3) sepa ra 
tion of  a m ix ture  o f  fluids, an d  several o th e r  phenom ena .

A m o n g  the a fo rem en tio n ed  p h e n o m e n a ,  t ran sp o r t  and adsorp tion  o f  fluids in the pore  
space o f  a n an o p o ro u s  m ateria l  a re  o f  par t icu la r  im portance . T h e ir  significance is twofold:

(i) F or  such n an o p o ro u s  m ater ia ls  as m em b ran es ,  nanotubes, catalysts, and  adsorbents, 
it is im portan t  to und ers tan d  how tran sp o r t  and  adsorp tion  o f  fluids takes place in 
the ir  pore  space, so that th e ir  m orphology  can be optim ized for such applications as 
separa t ion , purification, and  s to rage  o f  gases in the pore  space.

(ii) F or  low-dielectric constan t n a n o p o ro u s  m ateria ls  and similar composites, it is im por
tan t  to be able to charac terize  the ir  po re  space, which in tu rn  greatly influences their
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dielcctric constant,  resistance, an d  optical properties. Several m ethods  o f  characteriz
ing a pore  space involve sending probe molecules into the pore  space o f  the material 
tha t diffuse and flow inside the po res  and  adsorb  on their internal surface.

D ue to the exceedingly small sizes of  the pores of  nanoporous  materials, the behav io r  o f  flu
ids and their  m ixtures in the ir  pore  space is typically different from tha t  observed in the bulk. 
For example, because the average po re  size of  many m em branes  and nano tubes  is typically 
o f  the o rd e r  a few angstroms, the traditional con tinuum  approach  [2-4] cannot, a priori, be 
used for modeling flow and transport  o f  fluids and  o th e r  re lated  p h en o m en a  in the ir  pore  
space. This is due to the fact tha t  the p o re s ’ small sizes imply tha t the m olecular interactions 
betw een  the diffusing and/or flowing fluids themselves, and  be tw een  them and the p o re s ’ 
walls, are im portan t and  canno t be ignored. Hence, one must resort  to atomistic modeling 
o f  such phenom ena . Such modeling techniques are the  focus o f  this chapter.

This chap te r  is organized as follows. In the next section, we briefly describe the main 
p roperties  o f  the three  classes of  n an oporous  m ateria ls  tha t we consider in this chap te r .  In 
Section 3, we describe com puta tiona l m e thods  for atomistic  modeling o f  n an o p o ro u s  m a te 
rials, including energy minimization techniques, and  molecular-m echanical and quan tum - 
mechanical m ethods. T he  main m olecular-m echanica l m ethod  that we describe is the 
classical m olecular dynamics (M D ) simulation technique, while the quantum -m echanica l 
m ethods  that we consider  include the density-functional theory and its variants and  q u an 
tum  M D  methods. Section 4 presen ts  a discussion o f  efficient com puta tional stra tegies for 
carrying out the classical and q uan tum  M D  simulations, including vectorized and  massively- 
parallel techniques. Various protocols for genera ting  models of  nanoporous  materials, using 
the techniques described in Sections 3 and 4, are  described in Section 5. Som e im portan t 
equilibrium and nonequilibrium  p h en o m en a  that occur in nanoporous  materials, and their 
atomistic  simulations, are  described in Section 6.

2 .  T H R E E  C L A S S E S  O F  N A N O P O R O U S  M A T E R I A L S

In what follows, we describe and discuss the main p ropert ies  o f  the nanoporous  materials 
tha t we consider in this chapter . Because o u r  focus is the theoretical and com puta tional 
app roaches  to modeling o f  such m ateria ls  and their p roperties, we only describe briefly their 
essential properties.

2 . 1 .  C a r b o n  N a n o t u b e s

Single-wall nano tubes  (SW N Ts) are essentially a g rap h en e  sheet of  carbon a tom s tha t is 
rolled-over to form  a cylindrical tube; see Fig. I. T h e  typical d iam ete r  of SW NTs is around
1 nm. T hey  are  essentially m olecular  wires with the ir  s truc ture  characterized  by integers: 
If  one folds a g raphene  sheet into a cylindrical tube, such that the head and tail o f  a 
(m ,  n) lattice vector (with m  and  n being integers) in the sheet join together, one  obtains 
w hat is usually refe rred  to as a (m , n) nanotube. T hey  are also som etim es called armchair 
tubes, as the carbon a tom s that are a round  the circum ference  are in an arm chair  pattern. 
This is shown in Fig. 2. Clearly, the d iam e te r  o f  a nan o tu b e  is fixed once m  and n are  speci
fied. As m entioned  above, a multiwall n ano tube  (M W N T ) is fo rm ed  if one  stacks concentrico . ,
cylinders (SW NTs) with an interlayer spacing o f  3.4 A. T he  typical d iam eter  of  a M W N T  
is 10-20 nm. The  length of  SW NTs and M W N Ts can be up to several cen tim eters  but is 
typically a few h u n d red  m icrometers.

The struc ture  o f  a nano tube  is uniquely defined bv the chiral vector, Ch =  m a, +  /?a2, 
which connects  crystalographically equivalent po in ts  of  the g raphene  sheet that are folded 
back on to  one  an o th e r  in the w rapping process. H ere ,  a, and  a : are the g raphene  lattice 
unit vectors (see Fig. 1). W hen n — 0, one  ob ta ins  the zigzag nanotube. W hen the rows of 
hexagons spiral a long the nano tube  axis, one  ob ta ins  rhe chiral nano tube . T hese  are  also 
shown in Fig. 2. T he  com position  o f  SW NTs can be delinea ted  by. for example, absorption 
spectroscopy, from the ultraviolet to  the nea r  in frared  region [9].

O ne  reason for the great curren t interest in n ano tubes  is their  unusual mechanical 
strength. T he  tensile s trength o f  a nano tube  is m o re  than 100 times higher than th a t  of
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Figure 1. Hexagonal lattice structure of a graphene sheet in which the carbon atoms are at the sites of the lattice. 
Tw o  examples of the lattice vectors are also shown (after Dai [35]).

steel. T hese  materials are  ductile and  can to lerate  large strains without breaking, unless the 
s train  becom es too large [10]. M oreover, a fundam enta l  question  is the relation betw een  the 
m echanical p roperties o f  nano tubes  and  their  electrical properties, as nano tubcs  can behave 
as a m etal,  a semiconducting material, o r  a small-gap sem iconductor. T he  conducting state 
o f  a nan o tu b e  depends sensitively on the pa ram ete rs  (w ,  n) and, hence, on its d iam ete r  and 
chirality [11].

To unders tand  the conduction  properties  o f  nanotubes, one  must recognize that, in a 
g ra p h e n e  sheet, the conduction  and  valence bands touch each o th e r  at the  six c o rn e r  points 
of  the first Brillouin zone, filled with e lectrons at Ferm i (highest) energy level. Therefo re ,  in 
general,  the sheet behaves as a semimetallic material with a zero  band  gap. If a nano tube  is 
infinitely long, its e lec tronic  states will be parallel lines in the Fourier  space. T he  lines are 
q uan tized  along the c ircum ference  but continuous a long the axis o f  the tube. N ano tubcs  can 
also behave as metallic m ateria ls  if m  — n, as in this case the re  are always e lectronic  lines 
(sta tes) tha t cross the c o rn e r  points of  the first Brillouin zone. M oreover, if m  — n is not a 
m ultiple of  3, the e lectronic  states will not pass th rough the co rner  points, in which case the 
n a n o tu b e s  act as sem iconducting  materials. If, on the o th e r  hand, m  -  n is a multiple of  3, 
certa in  e lectronic sta tes o f  the nano tubes  cross the c o rn e r  points  of  the first Brillouin zone, 
which m eans tha t the  tubes  should be semimetallic. However, curvature-induced  orbital

Figure 2. Four examples of single-wall nanotubes. Shown, from left to right, are, a (10, 10) armchair tube; a (12, 0) 
zigzag tube; a (14. 0) tube, and a (7, 16) tube. In each ease, the hexagon al the bottom shows the first Brillouin zone 
of the graphene sheet in reciprocal space, and vertical lines crossing the hexagons (not shown) would represent 
the electronic slate of the nanotube. Thus, the two right-most tubes arc semiconducting because the vertical lines 
would miss the corner points of the hexagons, and the two left-most tubes are conducting (after Dai [351).
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rehybridization [12, 13] forces the nan o tu b e  to  act as a sem iconducting  material. T h e re fo re ,  
the conduction  p ropert ie s  of  nano tubes  d e p e n d  very sensitively on the  s tructural p a ram e te rs  
(ra, n ). Controlling these pa ram ete rs  to synthesize a nano tube  with a particu lar  e lectronic  
p roperty  is a m ajor challenge. In addition , it has been  rep o r ted  [14, 15] tha t  the e lectronic  
p ropert ie s  o f  carbon  nano tubes  dep en d  extrem ely  sensitively on  the chemical env ironm en t 
and, in particular, oxygen.

N an o tubes  have many im portan t po ten tia l  applications. They  have been  used, e ither  ind i
vidually or  as an ensem ble, as scanning probes  [16, 17], e lec tron  field emission source [18], 
electrochemical ac tuators  [19], com posite  m ateria ls  with im proved  mechanical p ro p e r 
ties [10], and  nanoelec tronic  devices [20]. N an o tu b e  m olecular  wires have been  suggested  as 
chemical sensors [15]. In addition, Dillon et al. [21] showed that soots  tha t contain  SW N T s 
can absorb  large quantit ies  of  hydrogen molecules, a lthough this rem ains  a controversial su b 
ject. This ph en o m en o n  not only has an im p o r tan t  practical applica tion  in hydrogen fuel cells, 
but also, from a fundam enta l point o f  view, m ay provide physical realization  of  a ID  m atte r .  
Since this discovery, the  storage capacity of  ca rbon  nano tubes  for hydrogen  and o th e r  gases 
has been  m easured  extensively [22—33]. L a te r  in this chap te r ,  we will describe  com pu ta tiona l  
m odeling o f  gas adsorp tion  in carbon nano tubes .  M any aspects  o f  p rep a ra t io n  o f  SW N Ts 
and M W N T s and  the ir  properties  are described  by D resse lhaus et al. [34] and Dai [35].

2.2. Low-Dielectric C onstan t N an o p o ro u s  Materials

Im proving the p e rfo rm ance  o f  m icroprocessors  involves a reduc tion  in the  size o f  the device 
used in the microprocessors, which would increase its speed  and  allow for a higher packing 
density o f  the device. However, the p roblem  is not merely reducing the  size o f  the device, but 
also the  fact that h igher device packing densities  imply a very large increase in the n u m b er  
of the in terconnects and, therefore , m uch m ore  wiring. In addition , a h igher device packing 
density would also necessitate a reduction  in the  wiring pitch, which is the  sum of the m etal 
line w idth and  the  spacing betw een the m eta l lines [36-39]. At the  sam e  time, if the device 
size becom es less than the transistor gate length, such p roblem s as p ropaga tion  delay, c ross
talk noise, and power dissipation caused by resis tance -capac itance  (R C )  coupling also arise 
due to  the increase in wiring capacitance. T h ere fo re ,  a lthough one  m ay increase the speed  
of the  device by reducing its size, the in te rconnec t  delay would re p re se n t  a very significant 
fraction o f  the total delay, hence limiting im provem ent in the device p e rfo rm ance. To address  
these problems, one  m ust not only design new arch itec tures  to rep lace  the curren t  A l(C u) 
and S iO : interconnects  but also use new m ateria ls  as metal lines and  interlayer dielectrics. 
In particular, the  new architectures  requ ire  m ateria ls  with low-dielectric constants, k <  3.

To unders tand  b e t te r  the im portance  of  the  interlayer dielectric  on  the  in terconnect time 
delay t ({, recall tha t r (J depends  on the resis tance  of  the metallic in te rconnec tions  as well as 
the capacitance  o f  the dielectric m edium . F igure  3 p resen ts  [40] schem atics  o f  a typical m u l
tilevel in terconnect system. T h e  thickness T  of  the  m etal and  tha t o f  the  dielectric m ateria l 
above and below the in terconnect are  equal. A  simple firs t-order m odel [40] can estim ate  
the in te rconnec t RC delay. If  t and p are, respectively, the length  o f  the in terconnection  
and its resistivity, its total resistance is R  = 2 p £ / p mT,  w here  p m is the  m eta l pitch (see 
Fig. 3). T here fo re ,  if C L and C, are, respectively, the lateral line-to-line vertical and  layer- 
to-layer capacitances, and  assuming tha t the l ine-to-ground capac itance  CLG — C\ , and that 
the effects of  fringing fields and finite e lec trode  thickness can be neglec ted , then, the  total 
parallcl-plate capacitance is given by C — 2ke{){ 2 t T / p m -f t p nJ 2 T ) ,  w here  k  is the relative 
dielectric constant, and e(, the  permittivity o f  the  free space. T h e  R C  delay is then given by 
rd — 2pk€u(4 f2/p;n +  t 2/ T z). Thus, use o f  high conductivity m etals  (such as C u)  and  low- 
k  dielectrics can significantly reduce r(l. For example, replacing Al by Cu and  S iO : (/< — 4) 
by air (A: =  1) will reduce the RC delay by, respectively. 35%  and 75%.

Figure 4 shows the dependence  o f  the delay time on the incegrated-circuii (IC ) fea ture  
size [41, 42]. As can be seen, the gate  delay becom es im por tan t  only w hen  the fea ture  size 
is larger than i /xm. In contrast,  the  RC delay  is d o m in an t  w'hen the fea ture  size is less 
than 0.5 p m .  F igure 5 presents  the in te rconnec t  capacitance  versus the  fea tu re  size. Because 
C oc k , reducing k loweis C  and the RC delay r(i. If the  in te rco n n ec t  space is less than
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Figure 3. Schematics of an interconnect system (after Lee and H o  [40]).

0.3 / im , then the in te rconnec t capacitances CLG and  Cv are  both very small com pared  with 
C. U n d e r  this condition, C  is d o m ina ted  by the line-to-line capacitance C 7, which con tr ibu tes  
close to  90%  o f  C  at fea tu re  sizes <  0.25 /xm.

Given such considerations, p repara t ion  of  low-dielectric constan t materials, especially 
those tha t are  porous  (as the  dielectric constan t  of  air is very low), is a subject o f  
m uch cu rren t  interest and intensive research. A m o n g  such materials, organic f luorinated  
polymers, such as polytetrafluoroethylene  (with k — 1.8 to 3.0), and nanoporous  silica 
(with k  =  1 to  2.8) are  o f  part icu la r  interest. P o ro u s  silica can be in the form  o f  xerogel 
(dried  by solvent evapora t ion)  o r  aerogel (dried  by removing the solvent at a tem p era tu re  
above its critical tem p era tu re ,  i.e., under  supercritical conditions). T he  ultralow dielectric 
constan t o f  these n an o p o ro u s  m ateria ls  is due to  their  high porosity. Figure 6 p resents  the 
d e p en d en ce  of  the dielectric constan t  of  a silica-based n an oporous  m aterial on  its porosity. 
Also shown are  simple theore t ica l  estim ates (based  on the assum ption that the  pores  a re  
e i ther  in series o r  in parallel) ,  to g e th e r  with experim enta l da ta  m easured  at high frequencies  
(1—40 G H z )  [43, 44], indicating  that at a porosity o f  0.9 (which can be achieved with, e.g., 
aerogels) the  dielectric cons tan t  is only 1.3.

F e a tu r e  S iz e

Figure 4. Dependence of the delay time (x  10 l's) on the feature size (in /Am). The continuous and dotted curves 
show, respectively, the intrinsic gate delay and the interconnect delay (R C ) (after [41, 42]).
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F e a tu r e  S iz e

Figure 5. The capacitances (x  10"1,1 Farad//im) versus feature size (in  f i m ) .  The dotted curve shows the total capac
itance, the single-dotted curve the capacitance C'/ ( i , and the double-dotted curve the capacitance C ,  (after Lee and 
Ho [40]).

It is, o f  course , possible to  p rep a re  many po ro u s  m ateria ls  tha t have low dielectric co n 
stants. For exam ple, in o n e  ex trem e limit, one  might em ploy  air  gaps  (unit porosity!) with 
k  — 1 (in practice , the  effective k  will be larger because  of  the  liner). However, air gaps 
are not very s trong  an d  suffer from low breakdow n voltage and low the rm al conductivity. 
T herefore ,  low values o f  k  is only part  of  the  story. T h e  best low-/c n a n o p o ro u s  m ateria l  has 
two im portan t  p roperties :  (1) It is very s trong  even when its porosity  is high, and (2) the 
size o f  its pores  is m uch  sm aller  than tha t o f  the  m icroelectronic  fea tures .

In addition  to possessing these two im portan t  p roperties ,  n a n o p o ro u s  silica m ateria ls  have 
several o th e r  advan tages  over o th e r  low - k  m ateria ls ,  som e o f  which are  (1) therm al stability 
at high te m p e ra tu re s  (up  to  900°C); (2) bo th  the  p recu rso r  ( te trae thyorthosi l ica te )  an d  the
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P o r o s i ty

Figure 6. Dependence of the dielectric constant of a silica-based nanoporous material on its porosity. Th e  contin
uous and dotted curves show, respectively, the predictions if the pores are assumed to be parallel or in series. The 
squares show the experimental data [43, 44] (after Jin et al. |44|).
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m ateria l (silica) a re  widely used  in the sem iconducto r  industry; (3) their  deposit ion  tools are 
conventional, and (4) the ir  dielectric  constan t can effectively be tuned  over  a wide range. In 
addition , from an econom ic view point, n an o p o ro u s  silica materials offer a distinct advantage 
over o th e r  low-A' materials in tha t  one can use the sam e material, eq u ip m en t ,  and in tegra
tion schem es for multiple technologies. N o te  tha t as heat removal in m icroprocessors  is an 
im portan t  p roblem , one may question  the use o f  aerogels, which are  excellent insulators. 
However, one o f  the key p a ra m e te rs  is the density o f  the nanoporous  m ater ia l  (which co n 
trols its pore  size, therm al conductivity, and  mechanical strength). For the application that 
we are  discussing here, the  ap p ro p r ia te  density o f  aerogels is such that th e ir  therm al conduc
tivity is actually larger than tha t  o f  polymeric dielectric  materials. T h e i r  the rm al resistance 
is very high only at such low densities  tha t are  n o t  o f  interest to the sem iconduc to r  industry.

2 . 3 .  N a n o p o r o u s  M e m b r a n e s

T he  third im portan t  class o f  po ro u s  materials  tha t we focus on in this c h a p te r  consists of 
nan o p o ro u s  m em branes  tha t a re  used for the separa tion  o f  fluid m ixtures in to  the ir  con
s ti tuen t com ponents . T hese  m ateria ls , dep en d in g  on their  pore  space m orphology , contain 
a range of  pore sizes, from  nano- to meso- to micropores. However, th e  m ain  resistance to 
any t ranspo r t  process in the p o re  space o f  these materials  is offered mainly by the in tercon
nected  nano-  and m esopores .  Thus, studies of  flow and  transpo rt  p rocesses in such materials 
have focused on this range o f  p o re  sizes.

A  synthetic m em brane  (as opposed  to na tura l biological m em branes)  is a pe rm eab le  or  
sem i-perm eab le  material, typically in the form  o f  a thin film and p re p a re d  from  a variety of  
m aterials ,  ranging from various polymers to  inorganic solids, such as m e ta ls  and  ceramics. 
As shown in Fig. 7, the  m ain  task o f  a m em b ran e  is to act as a barrie r ,  controlling the 
ra te  o f  exchange o f  c o m p o u n d s  between two adjacent fluid phases, hence  helping to sep a 
ra te  different species e i th e r  by m olecular  sieving (separa tion  based on m olecu la r  sizes) or  
by controlling  the ra te  o f  the ir  t ransport (diffusion and/or convection). T h e  transport  p ro 
cesses across a m em brane  are  typically driven by an external potentia l  g rad ien t ,  such as a 
concen tra tion , pressure, o r  an electrical po ten tia l  gradient.

T he  effectiveness o f  a m e m b ra n e  is m easu red  by two o f  its characteristics, which are  its 
permeability and selectivity. T he  perm eabili ty  to a fluid is defined as the ra tio  o f  its flux and the 
po ten tia l  grad ien t im posed on  the m em brane . O ften , th e  true  thickness o f  th e  m em brane  is 
not known, in which case the m e m b ra n e ’s permeance— its permeability  p e r  unit thickness— is 
used fo r  characteriz ing its flow property. T h e  selectivity of  a m em brane  m easures  its ability 
fo r  separa t ing  two fluids from  each o the r ,  and is usually defined as th e  ra t io  of  the two 
fluids’ fluxes.

M em branes  are  classified by w he the r  the ir  perm selective layer is p o ro u s  o r  dense (having 
a very low permeability), and  by the type o f  m ateria ls  their thin film is m a d e  of. T he  type 
o f  m ateria ls  used for p repar ing  m em branes ,  and  the s truc ture  of  the ir  perm selective layer 
(po rous  vs. dense), dep en d  o n  the  particu lar  application for which they are  in tended. For 
example, if a m em brane  is to o p e ra te  at high tem pera tu res ,  polymers will n o t  be suitable 
as the base o r  p recursor  m ateria ls .  In addition, the degree  o f  separa tion  an d  the purity of
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Figure 7. The basic principles in the operation of a membrane.
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the fluid s tream  leaving a m em b ran e  are  fundam en ta l  factors for selecting the m ateria ls  for 
p repar ing  the m em b ran e .  M oreover, if a m em b ran e  is to o p e ra te  in a chemical reac to r ,  it 
m ust be stable u n d e r  reactive conditions [45].

M em branes  are  also classified by the symmetry o f  their morphology. Symmetric m e m 
branes  (som etim es refe rred  to  as hom ogeneous  m em b ran es)  are  those  that are  m a d e  o f  
materia ls  that, d u e  to  the ir  high mechanical s treng th , are  self-supporting. In many cases, 
however, a m e m b ra n e ’s thin permselective layer is n o t  strong enough  to  be self-supporting, 
in which case the layer is deposited  on  a po ro u s  support .  If the  su p p o r t  is m ade  o f  a m ateria l  
different from w hat is used  to m ake the m e m b ra n e ’s perm selective layer, one  has an  asym
metric  m em brane .  T he  geom etry  of  m em branes  varies  widely, ranging anywhere from  flat, 
tubular, and  m ult i tubu la r  shapes to hollow-fiber a n d  spiral-wound m em branes.  G enera lly  
speaking, a m e m b ra n e ’s geom etry  dep en d s  on the m ateria l  tha t the m em b ran e  is m ad e  of. 
For example, the  geom etry  o f  ceram ic m em b ran es  is usually tubular ,  m ulti tubular, o r  flat, 
w hereas  polymeric m em branes  are typically sp iral-w ound o r  hollow-fiber.

Porous m em branes  are  m ade  of various types of  polymers, ceramics, and  m icroporous  ca r 
bons. T h e  polym ers used include perfluoropolym ers , polyimides, and polyamides. F or  sieving 
to  be an effective m echanism  o f  separa t ion  by p o ro u s  m em branes,  the  m olecular  sizes o f  
the species to be separa ted  must be taken  into account, and the  po re  size distribution of 
the m em b ran e  m ust be such that a significant f rac tion  of  its po re  can n o t  accom odate  one  
o r  m ore o f  fluids in a mixture that are  to be separa ted . D ense  polym eric  and organic  m e m 
branes are  used fo r  molecular-scale sepa ra t ion  processes involving gas mixtures. In addition  
to  polymers, m etals  and solid oxides are  also used for p reparing  dense  m em branes. Metallic 
m em branes  include those  that are m ade of p rec ious metals, such as platinum , palladium, 
and silver, as well as various alloys conta in ing  at least one o f  these  metals. Such m em branes  
have been  used for hydrogen (Pt, Pd, and  the ir  alloys) and oxygen (Ag) separa tion . M e m 
branes that are m ade  o f  dense  solid oxide m ateria ls  a re  also used for oxygen and hydrogen 
separa t ion  and are  p rep a red  by various types o f  ionic conducting  materials , such as modified 
zirconia and perovskites.

3 .  M O D E L I N G  O F  N A N O P O R O U S  M A T E R I A L S

Before o n e  can m odel any ph en o m en o n  o f  interest,  such as diffusion, flow, adsorp tion , and 
separa tion  o f  fluid mixtures, in a n an o p o ro u s  m ateria l ,  o r  conduction  through, and  defo r
m ation of, its matrix, o n e  m ust develop a realistic m ode l for the  m ateria l itself. T herefo re ,  
we describe in this section  models o f  n an o p o ro u s  m ateria ls ,  an d  Section 6 will take u p  the 
problem  o f  m odeling  various p h en o m en a  in such materials.

As discussed by Sahimi [2, 3, 46], o n e  can divide m odels  o f  po rous  m ateria ls  into two large 
classes. In one  class are  w hat we re fe r  to as the continuum  m odels, which are  those in which 
a porous m aterial is rep re sen ted  by its effective m acroscopic  propert ies ,  such as its effective 
permeability. Such m odels  ignore the details  o f  a m a te r ia l’s m orpho logy  at the nano-  and 
mesoscales. T he  m a te r ia l’s effective p ropert ie s  are  e i th e r  m easu red  experimentally  o r  else 
pred ic ted  by (usually) oversimplified models tha t  envision the m ater ia l  as a bundle  o f  pores 
that are e i ther  in paralle l o r  series. As m en t io n ed  earlier,  however, due  to the exceedingly 
small sizes o f  the po res  o f  a n an oporous  m ateria l ,  which are  co m p arab le  with the m olecular 
sizes of  the fluids that pass through  its pore  space, the  in tera tom ic  in teractions betw een  the 
fluids’ molecules themselves, as well as those be tw een  the fluids and the p o re s ’ walls, cannot 
be neglected. T h ere fo re ,  such classical laws of t ran sp o r t  o f  molecules, such as Fick’s law of 
diffusion, which are  valid at the continuum  scale canno t,  a priori, be used for m odeling trans
port  of  fluids th rough a n an o p o ro u s  m aterial.  T he  validity o f  such continuum -scale  transport 
laws must first be ascer ta ined  by careful molecular-scale  m odeling  and simulations. This 
gives rise to the second class of  m odels o f  materials , namely, the  discrete models, in which 
the material is m odeled  by a collection o f  a tom s and  molecules that are  connected  to  one 
an o th e r  and follow the basic physical laws govern ing  the in te ra tom ic  in teractions between 
them . T he  advent o f  very fast com puters  and  deve lopm ent o f  vectorized and massively par
allel com puta tional s tra tegies have m ade it feasible to  carry o u t  large-scale calculations at
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the m o lecu la r  level, and  in this endeavor  d iscrete  models at the atomic scales have becom e 
indispensable  tools fo r  predicting the p ropert ies  of materials at such length scales.

Prediction of e lec tronic  properties  and morphology o f  a material requires, in principle, 
quan tum -m echan ica l  com puta t ion  of  the total energy o f the system and minimization of this 
energy with respect to the electronic and  nuc lea r  coordinates. To carry out such c o m p u ta 
tions, o n e  must start with the H am ilton ian  o f  the  system, which, for a system of N  e lectrons 
and  N ' nuclei with charges Z„, is given by

N n2 N‘ p 2 1 1  N N eft =  y  A -  +  y  ~j!~ + --------- r  y --------------
,=1 2m  ^  2M„ 2 4 its{) i= u ^  |r, -  r,|

1 f  f  Z„e2 1 1 f  f  Z„Z„.e-
47re(l , , |r■ — R„| 2 47re0 “  |R„ -  R J/z= l /= ]  I / n\ u  // =  1, n I h  n  I

w here  p i and Pn are the m om en ta  of the  rth electron and the nth nucleus, respectively
(subscrip t / refers to the  electrons and n to  the nuclei), r, and  R„ are the ir  position vectors,
m  is th e  electron mass, M n is the  mass o f  the /7th nucleus, e is the e lectron charge, and e„ is 
the  permittivity. T h e  first two te rm s o f Eq. (1) rep resen t  the kinetic energy of the electrons 
and  nuclei, respectively, while the third and  fourth  term s are the result o f  C oulom b repulsion 
b e tw een  the  electrons and  C oulom b a ttrac tion  betw een  e lectrons and nuclei. E qua tion  (1) is 
too  com plex for use in exact com putations, especially w hen one must deal with a large system 
and, therefore ,  reasonab le  approxim ations m ust be m ade in o rd e r  to make the com puta tions 
feasible.

O n e  obvious simplification can be m ad e  by taking advantage  of the fact that there  is a 
large difference in mass betw een the e lec trons and nuclci, while the forces on the  particles 
a re  the  same. T here fo re ,  the e lectrons respond  essentially instantaneously to  the motion of  
the nuclei. As a result, electronic  and nuc lear  coord inates  in the many-body wave function 
can be separated , and  the  nuclei can be trea ted  adiabatically. This separa tion  is the  well- 
known Born-Oppenheimer approximation^ which reduces the solution of  the  above many-body 
p ro b lem  to tha t o f  the  dynamics o f  the e lec trons in som e frozen-in configurations of  the 
nuclei. Thus, the H am ilton ian  of the system in the B orn -O p p en h e im er  approxim ation is 
given by

N 2 , j N N 2 , N Z  2
W = y  A  +  _ y  y  _ _ 1 -------- ! _  y  y  —  (2)

/=, 2 m  2 4 7Te0 ^  f a  | r, -  r; | 4 ire (J ^  ^  Ir, -  R„ |

B ased  on such simplifications, o th e r  approx im ate  schemes have been  suggested, a well-
known example of which is the H artree -F ock  theory. Suppose tha t

& { V k} =  ekV k (3)

w here  J  is called the  Fock operator defined  below, ek is the eigenvalue o f  the opera to r ,  and 
^ s ( x )  is the spin-orbital (electronic sta te  o r  wave function), a function that depends  on the 
spatial position x and spin  coord inates  o f  one e lectron. T he  Fock o p e ra to r  is defined by

1 7
- ^ 2 - E  z "
2 r | r „ - R J

(X) + E  f  l^/(x')r —̂ 1 , ^ . ( x ) r / A '  J r  -  r

1
“  E / ^ ( x' ) | , r - r7j% { * ' m * ) d x '  (4)

w here  * deno tes  a com plex  conjugate, and the following nota tion  convention has been used: 
f  dx ' — J2S' J d-'r'\ tha t  is, f  dx' deno tes  a sum over the spin s' and an integral over the 
spatial coord inate  r '.  H ere ,  we have used the s tandard  atomic units (using the Bohr radius, 
and  the  electron m ass and  charge as the basic units) so that, for example, instead of having 
the usual factor h2/ (2 /n )V 2, we have 1 /2V : . We use this convention th roughou t this chapter. 
E q u a t io n s  (3) and (4) constitu te  the well-known H artree-F ock  theory, also known as the
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self-consistent field theory. N o te  that the fourth  te rm  o f  Eq. (4) is a nonlocal te rm  because, 
a lthough  the o p e ra to r  acts on  its value at r  is de te rm in ed  by the value assum ed by at 
all the possible positions r ' .  N o te  also tha t  the g round  sta te  e lec tron  density  p ( r )  is given by

p( r )  =  £ | ¥ f( r ) |3 (5)
i

T he  H ar tree -F ock  eq u a t io n  has been  a pillar o f  com pu ta t ion  o f  the  e lectronic  s truc tu res  
o f  a tom s and molecules. It is a non linear  equa tion  tha t  is solved numerically  by a sort  o f  
self-consistent iterative p rocedure ,  the essence o f  which is as follows. Because solving Eq. (4) 
yields an infinite spec trum , to  obtain  the g round  sta te , one  must take the lowest N  e igenval
ues o f  the spec trum  as th e  e lectronic  sta tes  (spin-orbitals o f  the e lectrons). T hese  constitu te  
the  first approx im ate  so lu tion  o f  Eq. (4) which a re  then  used for constructing  the next 
i te ra tion  of  the  Fock o p e ra to r .  T he o p e ra to r  is then diagonalized again to  obta in  the  next 
approx im ate  so lution to th e  e lectronic states. The  p ro ced u re  is repea ted  until convergence  
has been  achieved.

However, com p u ta t io n  o f  p roperties  o f  solid m ateria ls  based on the H ar tree -F ock  e q u a 
tion is an extremely difficult p roblem  and , there fo re ,  over the past several decades, o th e r  
alte rnatives  have b e e n  developed . N otab le  am ong  them  is the  density functional theory 
(D F T )  developed by F lohenberg  and K ohn [47] and  Kohn and Sham  [48], which is now 
widely used for p red ic t ing  the e lectronic propert ies  o f  hard  materials . (In  recognition  o f  his 
con tr ibu tions to this research  field, W alter K ohn received the 1998 Nobel Prize for ch em 
istry.) T h e  D F T  allows one , in principle, to m ap exactly the  problem  o f  a strongly interacting 
e lec tron  gas, in the  p resen ce  o f  nuclei, o n to  tha t o f  a single particle moving in an effective 
nonlocal po tentia l,  an d  provides an expression for the  to ta l energy o f  the  system. T h e  effec
tive po ten tia l  is not known exactly, but o ften , for reasons tha t a re  not com pletely unders tood  
yet, local approx im ations  (see below) to the nonlocal potentia l a re  highly accurate. O n e  can 
then m inim ize the to tal energy of  the system that is p rovided by the  DFT, often  referred  
to  as the  K ohn-Sham  total-energy functional, in o rd e r  to  d e te rm in e  its various properties. 
Beginning in the mid 1970s, the D F T  was revitalized because  extensive com pu ta tions  indi
ca ted  tha t local app rox im ations  to the effective nonlocal po ten tia l  can predict a  variety o f  
g rou n d -s ta te  p ropert ie s  o f  m ateria ls  th a t  arc  within a few p e rcen t  o f  experim enta l d a ta  [49].

Such a co m p u ta t iona l  strategy, which requ ires  only a specification o f  the ions presen t  
(by the ir  a tom ic num bers ) ,  is usually re fe rred  to  as an ab initio m ethod . A lthough  nearly 
two decades  ago m os t  ab initio m ethods, including the  DFT, w ere  capable  only o f  modeling 
systems o f  a few a tom s, they can now m odel systems with a large n u m b er  o f  atoms. O f  all the  
ab initio m ethods, the  to ta l-energy pseudopo ten tia l  techn ique  (see  below) based on  the  DFT, 
s tands  alone. This techn ique , com bined  with a m e th o d  deve loped  by C ar  and  Parrinello  [50] 
( to  be described  below ) o r  a direct m e th o d  of m inimization o f  the total energy, such as 
the con juga te -g rad ien t  techn ique  (see below), have t ran sfo rm ed  the way in which people  
view q u an tum -m echan ica l  ab initio com pu ta tions  and , hence, to ta l-energy pseudopo ten tia l  
calculations because, in add it ion  to  their rem arkab le  efficiency, they allow ab initio quan tum - 
m echan ical co m p u ta t io n s  a t  nonzero tem pera tu res .

C o m p u ta t io n  o f  m a te r ia ls ’ p ropert ie s  based  on the  D F T  involves quan tum -m echan ica l 
calculations. O ver  the past two decades, m olecular  dynamics (M D )  simulations, in which 
a to m s  and  molecules are  t rea ted  as classical particles and  quan tum -m echan ica l  effects are 
neglected , have also beco m e  an im por tan t  tool for investigating and predicting  various static 
as well as dynamical p ro p e r t ie s  o f  materials .  We refer  to  this m e th o d  as the classical M D  
sim ulation. T he  increasing popularity  o f  the classical M D  m ethods  is due  to th e  fact that, 
over the  past decade , highly efficient s im ulation  techniques, based on  massively parallel or  
vec to rized  com p u ta t io n s  (see below), have been developed  tha t  allow one  to carry o u t  M D  
sim ula tions with billions o f  a tom s [51]. In addition , em erg ing  M D  techniques may allow us to 
s im ula te  a process o f  in terest ovei much longer times than  w hat vvas thought to be feasible 
only a d ecade  ago.

In o rd e r  to  increase the efficiency o f  ab initio com puta t ions ,  one  can com bine  quan tum  
elec tron ic  s truc tu res  with a M D  sim ulation  to not only calculate the nuclear  positions, but 
also the. e lectronic  cha rge  cloud. This m e thod ,  p io n eered  by C a r  and  Parrinello  [50], is what
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we re fe r  to  as the q uan tum  m olecular-dynam ic  (Q M D )  m ethod . This technique describes 
a system in which the e lectronic  s truc tu re  does  not, in general, com pletely  relax to the 
true  g round  state, but follows it r a th e r  closely. T h e  m ethod  has been  proven to be highly 
successful for describing many p ro p e r t ie s  o f  m ateria ls .  We will describe this m eth o d  la ter  in 
this chapter.

T here fo re ,  we wish to provide in this section an overview of th e  essential concep ts  and 
ideas o f  the ab initio q uan tum -m echan ica l  com puta tions ,  M D  and  Q M D  simulation, and  
rela ted  techniques, such as d irect m e th o d s  o f  minimizing the total energy of a system, 
and svectorized and parallelized a lgorithm s fo r  M D  simulations. T hese  m ethods  are  all used 
for m odeling  a (porous  o r  non p o ro u s)  m ateria l  an d  predicting its effective properties. O u r  
goal is to  describe the m ost recen t advances tha t  have been  m ad e  in these  areas. O u r  dis
cussion is not, and  canno t be, exhaustive as com prehensive  descrip tion  o f  all aspects o f  each 
technique  would require  a book  by itself. F o r  example, the review by A b rah am  [52], and  
books by Allen and  Tildesley [53], R a p a p o r t  [54], and  Frenkel and  Smit [55] describe the 
classical M D  sim ulations in detail. Instead , we set for ourselves the m ore  m odest goal of  
outlining the m ost recen t advancem en ts  in these  com puta tiona l tools, which should enab le  
the in terested  read er  to pursue th em  fu rther.  In w hat follows, we first describe the classical 
m ethods, such as M D  simulations, and  then  describe  quan tum -m echan ica l  techniques.

3 . 1 .  E n e r g y  M i n i m i z a t i o n  T e c h n i q u e s

O n e  of the most essential steps in developing  m olecular  m odels o f  m ateria ls  is d e te rm in ing  
the m inim um  energy surface of  a m olecule  tha t consists of  many atoms, as the m ost stable 
configuration o f  the  m olecule  c o rre sp o n d s  to  such an energy s ta te . T h e  difficulty in d e te r 
mining the  m in im um  energy surface lies in the fact that there  may be a large n u m b e r  of  
local m in im a on the  energy surface, w hereas  one  is in terested  in de te rm in in g  the t ru e  global 
minimum state. A t the sam e time, s tudying the behavior  o f  a m olecule  as its configuration 
varies from  one local m inim um  energy  s ta te  to  a n o th e r  can shed light on  its p roperties.

G enera lly  speaking, the  prob lem  can be s ta ted  as follows: Given a function  f ( x l5 x 2, • • ■), 
we are in terested  in de te rm in ing  its t rue  global m in im um  at which d f  /dx,  =  0 and d2f / d x j  >
0 for / =  1, 2, • ■ • , n, with n being the total n u m b e r  o f  independen t variables. In m olecu la r  
m odeling o f  materials, the  function / (x) is the  quan tum -m echan ica l  o r  m olecular-m echanical 
energy, with .v, being the  Cartesian  o r  the in ternal s ta tes o f  the a tom s in the molecules. T he  
minimization is usually d one  in C artes ian  coord inates ,  if m olecular-m echanical m ethods, 
such as M D  simulations, are used. If  q uan tum -m echan ica l  m e thods  a re  used to m odel a 
material, then internal coordinates a re  o f ten  used in which the position o f  each a tom  is 
described relative to o th e r  a tom s in the m olecule . In te rna l  coord ina tes  a re  usually w ritten  as 
a Z-m atrix  that contains one  line fo r  each  atom . Each  line conta ins  in form ation  (d istances 
and angles) for each a tom  in the m olecules  with respect to o th e r  atoms. All the  m inim ization 
techniques can be classified into two groups:

(i) In the  first g roup  are  those  th a t  use the derivatives o f  the  energy  with respect to 
the  coordinates. T h e  derivatives are , o f  course , useful in the  sense tha t they provide 
insight into the shape  of  the  energy surface o f  a molecule. U sed  properly , the  der iva
tives can also con tr ibu te  to  th e  efficiency o f  locating the true  global m inim um  o f  the 
energy  surface. T h e  derivatives may be c o m p u te d  analytically o r  numerically, with the 
fo rm e r  being m o re  accura te  an d  m o re  efficient. C onsiderab le  effort  has gone into 
devising efficient m eth o d s  fo r  co m pu ting  the  first and second  derivatives o f  energy 
with respect to the coord inates .  F o r  quan tum -m echan ica l  m ode ling  o f  materials , the  
t im e to com pu te  the  derivatives is co m p arab le  to that req u ired  fo r  the calculation o f  
the total energy [56]. Analytical expressions for the derivatives o f  m any term s tha t are  
com m only  used in many force fields are  also available [57].

(ii) M ethods  that do not use the derivatives of  the energy to locate its global m in im um  are 
in the second g roup . T hese  techn iques  include the simplex m ethod  and  the sequential 
univariate method.

A geom etrical figure with N  4- 1 in te rco n n ec ted  vertices is called a simplex [56, 58], w here 
N  is the  dim ensionality  o f  the energy  function. For example, a t r ian g u la r  simplex is fo r  a
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function of  two variables, w hereas a te trahed ra l  simplex (which is not necessarily regular) is 
associated with an energy function o f  th ree  variables. T h ere fo re ,  an energy  function o f  3N  
Cartesian  coord ina tes  has a simplex with 3N  -f 1 vertices. H ow ever, if in ternal coord inates  
are  used, then the simplex will have 3N  — 5 vertices. T he  simplex algorithm  requires one  
vertex more than the total num ber o f  degrees  of  f reedom  N  in o rd e r  to be able to  explore 
the entire energy surface. T he  easiest way to see this is to  consider an energy  function of  
two variables, N  =  2. With only two vertices, only the points  tha t  are  on  a straight line can 
be explored, which does not obviously constitu te  the en tire  energy surface.

To use the simplex m ethod , one first genera tes  the  vertices of  the  initial simplex, w here  
the initial configuration of  the molecule co rresponds  to  one  o f  these  vertices. T h e  rem aining 
points are  ob ta ined  by simply adding a constan t value to  each co o rd ina te  in turn . T hen , the 
energy of the system is com pu ted  at the  new point, which gives the re levant vertex  its function 
value. T he  simplex algorithm dete rm ines  the location o f  a m in im um  by m oving on the  surface 
energy, using th ree  basic moves [56]. In o rd e r  to  g enera te  a new po in t with a lower energy, 
the  m ethod  m akes its most com m on move, which is reflecting the  vertex with the highest 
value through the opposite  face of  the simplex. If this results in a point with an energy lower 
than any o th e r  point in the simplex, then the m e th o d  pe rfo rm s a reflection and expansion 
move. However, if a local minimum is reached , reflection will no t be able to  genera te  a 
point with a lower energy, in which case the a lgorithm  con trac ts  along o n e  d im ension from 
the highest point. If this move also fails to produce  a point with a lower energy, then the 
simplex contracts  in all directions, hence pulling a round  the  lowest point.  T he  m ethod  is 
not very efficient as it m ust perform  a very large n u m b er  o f  function evaluation. However, 
if the problem  at hand  does not require  very intensive com puta t ions ,  then  the  m ethod  may 
work very efficiently. It usually works most efficiently w hen the initial energy o f  the system 
is very high.

T he  sequentia l univariate m ethod  uses fewer function evaluations than  the simplex m ethod 
and, therefore ,  it is usually m ore efficient. In this m e thod , for each coo rd in a te  x { two new 
structures  at x, +  8Xj and x, +  28x, are  gene ra ted  and the ir  energ ies  are  com puted. 
A  parabo la  is then fitted through the th ree  points tha t co rrespond  to the initial configura
tion (at Jtf) and  the two new structures  g e n e ra ted  from it. T h e  co o rd ina te  is then moved to 
the minimum o f  the  parabola . T he a lgorithm  is considered  to have converged  to the true 
m inim um  when the changes in all the  coord ina tes  are  sufficiently small.

In practice, m ost s im ulators that aim to develop a m o lecu la r  m odel o f  a given materia l use 
an energy minimization technique tha t  uses the first two derivatives of  the  energy functions. 
In addition  to  m aking the energy minim ization techn ique  m ore  efficient, th e  two derivatives 
provide insight into the  shape of the energy surface. Because  the energy function for almost 
all practical cases is no t quadra tic  in x, the implication is that,  far from  the m in im um  where 
the harm onic approxim ation  may be valid, many energy minim ization techniques fail, even 
if they work well nea r  the minimum point. This po in ts  to the im portance  o f  carefully select
ing the energy m inimization technique. M oreover,  every p rob lem  requ ires  its own special 
considerations, implying tha t there is not a single universal m inim ization techn ique  for all 
the problems.

Energy minimization m ethods  that use the derivatives o f  the energy  function can be 
classified according to the o rd e r  of the derivatives tha t  they use. Thus , fo r  example, the  
simplex m ethod  can be thought of  as a ze ro th -o rd e r  technique . Two first-order techniques 
tha t are  very popu lar  are  the s teepest-descent and  the con juga te -g rad icn t  m ethods, while 
the N ew ton-R aphson  m ethod  is the simplest seco n d -o rd e r  m ethod . W hat follows is a brief 
description of each o f  these m ethods.

3.1.1. The Steepest-Descent Method
O n e  o f  the best known m ethods for minimizing a function f i x )  o f  a 2D o r  3D  variable x 
is the steepest-descent m e thod , which is the  oldest and  m ost s tra igh tforw ard  minimization 
technique. T he a lgorithm  proceeds by m aking an initial guess x, and then  improving it by
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moving in the d irection  w here  the  functional / ( x )  appears  to  change most rapidly. The  
s teepest-descent direction is a ligned with the vector

v, =  — V / ( x  =  x ,)  (6)

To reduce  the  value o f  / ( x ) ,  o n e  travels in the  d irection  o f  v, from  x, to x =  x, +  b \ { 
(w here  b is a scalar p a ram e te r ) ,  w here  the function  is minim um . Thus, one  can, for example, 
sam ple  / ( x )  at a n u m b er  o f  po in ts  a long  x, +  b \ { in o rd e r  to de te rm ine  that value o f  b that 
minimizes / ( x ) .  This p ro ced u re  minimizes only the  value o f  the function along a particular 
line, and  thus finds a local m in im um . To find the global m inim um  o f  / ( x ) ,  one  carries ou t a 
series o f  such line m in im izations by using Xj H- £>v, as the  starting point for the next iteration 
and  obtain ing x2. Thus, a series o f  such vectors x,- is ob ta ined  such tha t the value o f  / ( x f-) 
decreases  with increasing /, the  in te ra t ion  num ber.

T h e  s teepest-descent m e th o d  can be m ade m o re  efficient by taking a step of  arbitrary 
length along th e  g rad ien t unit vec to r  a,. Thus, one  writes, x,-+1 =  x, +  6,a,, w here bt is the 
step size for the ith  i teration . In practice, the  initial s tep  size has a p red e te rm in ed  value. 
T hen , if the  first i te ra tion  reduces  the  total energy, the  step size is increased by a factor 
> 1  fo r  the second  iteration . T h e  s tep  size in the  subsequen t ite ra tions is increased by the 
sam e m a n n e r  so long as it results  in decreasing the energy. However, if a f ter  any iteration 
the  energy increases, it ind ica tes  th a t  the  a lgorithm  has “ju m p e d ” across the “valley” that 
conta ins  the m inim um , in which case th e  s tep  size is reduced.

Because th e  direction o f  the  g rad ien t  is d e te rm in e d  by the largest in teratom ic forces, the 
s teepest-descen t m e th o d  relieves efficiently the highest energy fea tures  in the  initial con
figuration o f  the system. T h e  m e th o d  is generally  robust even far from the true  minim um  
o f  the  system. However, a l though  this m ethod  is guaranteed to converge to the true  mini
m um , the ra te  o f  convergence  can  be prohibitively slow. For example, if f ( x )  has narrow 
valleys, successive app rox im ations  bo u n ce  off o p pos ite  sides, slowly approach ing  the bottom . 
M oreover,  a f te r  a m in im ization  is p e rfo rm ed  along  a given grad ien t direction, a subsequent 
minimization along the new g rad ien t  re in troduces  e r ro rs  that are  p roportional to the previ
ous gradient.

3.1.2. The Conjugate-Gradient Method
C onsider  now the following sym m etric  and positive-definite functional form,

/ ( x )  =  i x - V - x  (7)

S uppose  that we wish to  minim ize / ( x )  a long a d irection  d , , s tarting  from  x,. T he  minimum 
will be at a po in t  x2 =  x, +  hxd , ,  w here  6, satisfies the  following equation

(X l + 6 , d , ) - V - d l = 0  (8)

A  subsequen t  minim ization a long  a d irec tion  d2 yields x3 =  x2 + b2d 2, with b2 satisfying

(x, 4- b {d, +  b2d 2) • V • d 2 =  0 (9)

T he  best choice o f  b { an d  b2 fo r  m inimizing / ( x )  a long  d( and d 2 is o b ta ined  by differenti
a ting  Eq. (7) with respec t  to  b l a n d  b2 and evaluating  the result at x3. This p rocedure  yields
two equations,

(x, +  ft,d, +  b2d 2) • V ■ d, =  0 (10)

( x j + f c j d j + M 2) - V- d 2 = 0  (11)

H ow ever, in o rd e r  for Eqs. (8) and  (9) to be consis ten t with (10) and (11), one m ust have

d, * V • d2 =  d2 ■ V • dj — 0 ( 12)
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implying tha t the  d irections d, and d2 m ust be con juga te  to each o the r ,  hence the n a m e  
conjugate-grad ien t (C G ) m ethod . M ore generally, the  d irections d; and  dj must be such th a t

d, V - d, =  0, j  (13)

H ence , in the  C G  m eth o d  one  takes the initial d irec tion  to be - V / ( x , ) ,  and the subsequen t
directions are  constructed  from a linear co m bina tion  o f  the new g rad ien t  and the p rev i
o us  direction that m inim ized / ( x ) .  In practice, the  new  direction d, in the zth iteration  is 
o b ta ined  from

d, =  v, +  w,d, , (14)

w here
v . • V'

^  =  — L- L-  (15)
V/-I ■ V/_1

an d  col =  0; note  that, v, == — V/(x,) . It has also b een  observed  tha t in som e cases a b e t te r  
es tim ate  o f  o>, is given by

o , - v , )  ■ v,
w =  ----- (16)

v,-_i ■ v,-,

O th e r  form ulas  for the p a ra m e te r  (ol have also been  suggested , such as those d u e  to Powell 
[59J (which is available in the IM SL  library), S h a n n o  and  Phua [60] (which is available 
in the NA G  library), and  Gilbert  and N ocedal [61]; see  A dam s and  N azare th  [62] for a 
com prehensive  discussion.

In the C G  m ethod , locating the true global m in im u m  o f  a function is guaranteed. T h e  
reason  is that because m inimization along the con juga te  directions are  independen t,  each 
i tera t ion  reduces the d imensionality  of  the vec to r space by 1. Thus, one  reaches the po in t  at 
which the dimensionality  o f  the function space is zero, tha t is, there  are  no new directions 
left along which one  can minimize the function and, the re fo re ,  the trial vector must be  at 
the  position o f  the true  m inim um . T he  n u m b e r  of  the i terations n eed ed  to  reach th e  true 
m in im um  is, therefore , at m ost equal to  the d im ensionality  o f  the vec to r space, although in 
practice it usually takes far  fewer iterations to converge  to  the true solution.

3.1.3: The Newton-Raphson Method and Its Variants
In the N ew ton-R aphson  (N R ) m ethod , one  w rites dow n a Taylor series expansion fo r  the
function, f ' ( x )  =  / ' ( \ )  4- (x -  x , ) /" (x ,)  -|----- . Because a t  the true  m in im um , / ' ( x )  — 0, one
obta ins  the well-known iterative scheme,

x,+l =  X, -  /'(X ,) • [./” (X ,)] ' (17)

so that both the first-order and second-o rder  derivatives of  the energy function m ust  be 
calculated. The Hessian  matrix /"(x,-), usually d en o ted  by H(x,), m ust be positive definite. 
C o m pu ting  the inverse o f  H (x /) for a m olecule  with a large n um ber  o f  a tom s  is costly, as the 
com pu ta t ion  time grow's as /V3 if the matrix is dense. In  addition , if the energy function has 
many local m inim a o r  maxima, the Hessian may beco m e  ill-conditioned, that is, have large 
maximal-to-minimal e igenvalue ratio, o r  singular, having a zero  eigenvalue. For this reason, 
th e  N R  m ethod  is usually m ost efficient for relatively sm all molecules.

To address the a fo rem en tioned  problem s with the N R  m ethod , a few o th e r  m ethods have 
been  developed. For example, in the quasi-Newton  (Q N )  m e th o d  [63-68], one  avoids using 
th e  actual Hessian and, instead, builds-up cu rva tu re  in form ation  as the  a lgorithm  proceeds. 
To see how the Q N  m ethod  works, we first genera lize  the above N R  m e th o d  by expanding 
/ ( x )  locally a long a search vector s, f ( x ,  4  s,) =  / ( x () - f g ( x , ) 1s, f  1 /2s/H(x.- )s( -f • - ■. w here  T  
den o tes  the transpose opera t ion . Minimizing the  right-side of  this eq ua tion  ieads to the solu
tion o f  a set o f  l inear equations,  similar to Eq. (17), with H,s, — — g/n and, x/4.3 =  x — 
so that a search vector, s, — — is used. If, A =  H 1, then  the Q N  approxim ations to A 
are  derived. In addition, for large systems A (an N  x N  matrix) can be very large, so tha t  it 
is fo rm ula ted  th rough  m any vector opera tions,  avoiding explicit s to rage  of  the entire matrix.
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T h e  QN m e th o d  specifics the property  th a t  the  new approxim ation  AM ( must satisfy: 
A/+jP, — y,, with, p, =  x/M — x,, and, y, == g/+, — g,. T hen , one upda tes  the matrix A by a 
fo rm u la  that is written as A/+, =  A; +  U ^ p ; ,  y,-, A,-). Various fo rm ulas  have been p roposed  
for U, [63-68]. O n e  o f  the most successful o n es  is due to  Broyden, Fletcher, Goldfarb, and 
S h an n o  [69]:

B ,P . IV - -V ' y j J

p/ X p , y;rp,
A,+1 =  A,- (18)

In addition , effective matrix/vector p roduc ts  have b een  developed  to  minimize mem ory 
requ irem ents ,  need ing  only O ( N )  m em ory  to  s to re  the  successive pairs  o f  upda te  vectors p, 
and y,, hence m aking th em  very effective for large-scale multivariate minimization [70]. This 
m e th o d  has also been  ex tended  to constra ined  op tim ization  [71-73].

In add ition  to the Q N  m ethod , one  may also use the so-called truncated-Newton (TN ) 
m ethod  [74]. T h e  idea beh ind  this m e th o d  is tha t for a very large m inimization problem , 
one  d o es  no t have to have a very accura te  so lu tion  o f  Eq. (17). T h a t  is, one can allow for a 
nonzero  residual, r, =  |x/M — x,-|, as, far from  the  true  m inim um , even an approxim ate  (but 
not very  accu ra te )  solution allows the a lgorithm  to  proceed  tow ard  the true  minim um . It 
is only in the vicinity o f  the  true  m in im um  tha t  the  solution m ust be very accurate. Thus, 
as th e  m inimization process advances toward the true  m inim um , one  can impose smaller 
and sm aller residuals on the  system. To acce lcra te  the  convergence  of  the  m ethod , one 
may use [75, 76] preconditioning, which modifies the equa tion , H,s, =  —g,, derived above by 
multiplying bo th  sides by the  inverse o f  a closely re la ted  matrix, M,-, called the preconditioner. 
T he  m atrix  M  is typically a sparse sym m etric  m atrix  tha t  can rapidly be assembled. If the  
e igenvalues o f  M “ 1H, are  c lustered, o r  if this m atrix  is approxim ately  an identity matrix, 
then the  convergence  o f  the m eth o d  improves.

O n ce  the global m in im um  energy of  a m olecule  has  been  d e te rm ined ,  the corresponding  
m olecu la r  configuration  is com bined  with a M D  m e th o d  in o rd e r  to  e n te r  into the modeling 
the p ressure  an d  te m p e ra tu re  o f  the system. T h e re fo re ,  we now describe the basic concepts 
and ideas o f  M D  sim ulations and  the m ost recen t advances in this im portan t  area. Energy 
m inim ization is also an  im portan t  part  o f  q uan tum -m echan ica l  m ethods, to be described 
below.

3 . 2 .  C l a s s i c a l  M o l e c u l a r  D y n a m i c s  S i m u l a t i o n

Historically, the  first t rue  M D  sim ulation  seem s to  have been  carried  ou t by A lder  and  Wain
wright [77], w ho  s tudied  a system with only a few h u n d red s  of  ha rd -sphere  particles and  dis
covered a f luid-solid  ph ase  transition. A t the sam e  time. W ood and  Parker  [78] investigated 
the  p ropert ie s  o f  simple fluids using the M o n te  C a r lo  m ethod . R ah m an  [79] was a p p a r 
ently the first to  carry o u t  M D  sim ulations using the L e n n a rd -Jo n es  potentia l  (see below 
for a description o f  this po tentia l) .  U n like  A ld er  and  Wainwright, R a h m a n ’s w ork was the 
first to  involve partic les with smoothly varying po ten tia ls .  H e com p u ted  the diffusion coef
ficient and pa ir-correla tion  function for liquid argon  and  showed them  to be in very good 
ag reem en t  with th e  experim enta l data . T hese  p io n ee r in g  works o p en ed  the  way for sim u
lation, and hence  unders tand ing , o f  m any-body systems. L a te r  work by Verlet [80], whose 
m e th o d  helped M D  sim ulations to becom e much m o re  efficient (see below), by A lder  and 
W ainwright [81], who discovered, unexpectedly, an algebraic long-tim e tail in the velocity 
a u toco rre la t ion  functions o f  hard sphere  (a  discovery tha t  intensified fu r th e r  the in terest in 
M D  sim ulations), and by R ahm an  and  Stillinger [82], w ho addressed  simulations o f  such 
com plex m olecules as liquid water, firmly estab lished  the  classical M D  simulations as an 
everyday tool o f  studying fluids and  materials.

T h e  1970s w itnessed fu r the r  im provem en ts  in m ethodo log ies  and  a lgorithm s for M D  sim
ulations. For exam ple, Evans and  M u rad  [83] succeeded  in developing an  algorithm  for com 
p u ting  m olecu la r  ro ta t ions  (Ciccotto  et al. [84] m ad e  fu r th e r  im provem ent to this m ethod),  
and B ennett  [85] and  Torrie  and Valleau [86] deve loped  efficient m e thods  for m easuring the 
free  energ ies  (see also Frenkel and L ad d  [87]), an d  so on. M uch m ore  progress was m ade 
in the 1980s w hen  A n dersen  [88] and Parinello  and  R ahm an  [89] deve loped  m ethods  for
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carrying ou t M D  sim ulations u n d e r  co n s tan t  p ressure  and constan t te m p e ra tu re ,  and N ose
[90] deve loped  equa tions  for s im ulating  co n s ta n t - te m p e ra tu re  M D  sim ulations by in troduc
ing add it iona l  degrees  o f  f reedom  (his eq ua tions  w ere  simplified by H oo v er  [91]; see  below). 
At the  sam e time, the  advent o f  vec to r c o m p u te rs  fu r th e r  m otivated  th e  search fo r  m e th o d s  
that could take  advantage  o f  vectorization techn iques ,  especially those  th a t  could  be used  
with th e  Verlet algorithm. All o f  these  advances took  M D  sim ulations to  a stage where, by 
mid 1980s, they  could be  used for studying nonequilibrium  systems. A b ra h a m  et al. [92] s tud 
ied, using M D  simulations, the  inco m m en su ra te  phase  of  Krypton on  g raph ite  using m o re  
than 160,000 a tom s (a “ revo lu tion” fo r  its time), and  C a r  and Parinello  [50] succeedded  
in com bin ing  M D  sim ulations and e lec tron ic  s t ru c tu re  calculations (see below). T he first 
million-particle  M D  simulations w ere  carried  o u t  by Sw ope and  A n dersen  [93] w ho  s tud ied  
h o m o g en eo u s  nucleation  o f  crystals in a supercoo led  (i.e., below the  freezing po in t)  a tom ic  
liquid. T h e ir  study was im portan t  not only because o f  the  large n u m b e r  o f  a tom s  tha t had  
been  used, b u t  also because  it show ed tha t  certa in  physical p h e n o m e n a  can be rep roduced  
in the M D  sim ulations only when the system ’s size is large enough.

G enera l ly  speaking, two types o f  classical M D  sim ula tions can be carried  out.  Equilib 
rium M D  sim ulations are  suited  for systems tha t  can , in principle, be t rea ted  by statisti
cal m echanics. This type o f  M D  sim ulation  can yield equilibrium propert ie s  of  materials. 
N onequilib rium  M D  techniques are  ap p ro p r ia te  for systems tha t are  un d er  the influence o f  
an ex ternal driving force, and  are  m ost su itable  for co m pu ting  the t ranspo r t  p ropert ie s  o f  
a system. We first describe and  discuss genera l  concep ts  and  ideas o f  M D  sim ulations that 
are applicable  to both  the equilibrium  and  nonequ il ib r ium  m ethods. L a te r  in this ch ap te r  
we will describe  those  aspects  of  nonequ ilib r ium  M D  technique tha t arc  d ifferen t from the 
equilib rium  m ethods.

3.2.1. Basic Principles
So far as n an o p o ro u s  m ateria ls  are  co n cern ed ,  the  goal in any M D  sim ulation  is twofold.

(i) O n e  would like to describe by M D  sim ula tions the  material and  the  p h e n o m e n a  that 
occur  in it, the  practical consequences  o f  which are  at macroscopic length scales, 
w h e reas  the M D  m eth o d  considers  the system at atomic scales.

(ii) O n e  aims to d e m o n s tra te  that, desp ite  the  d isparity  betw een the  length scales at which 
M D  sim ulations can be carr ied  o u t  and the practical length scales o f  interest,  no t only 
do the sim ulation results  provide insights into the p h e n o m e n a  o f  in terest,  b u t  also 
tha t  the  results a re , in fact, in a g reem en t  with th e  experim enta l m easurem ents .

T he  fu n d am en ta l  p rob lem  facing M D  sim ulation  and, m o re  generally, atomistic  description 
o f  any p h e n o m e n o n  in n an o p o ro u s  m ateria ls ,  is o n e  o f  length and  tim e scales. Consider, as 
an exam ple , silicon, a m ateria l  with t re m e n d o u s  technological significance, no t only to  the 
sem iconduc to r  industry, bu t also to  p rep a r in g  n an o p o ro u s  m em b ran es  for separa tion  and 
purification processes. Silicon's single crystals with a varie ty  o f  orien ta t ions  are  inexpensive, 
thus m aking  num erical predic tions am en ab le  to experim enta l  verification. Silicon is also 
very brittle , its crystal s truc tu re  is well-known, and  considerab le  effort has b e e n  expended 
in developing classical in te ra tom ic  po ten tia ls  su itable  for use in its m odeling by the  M D 
m ethod ; we will describe many o f  such po ten tia ls  la te r  in this chap te r .  T h ere fo re ,  silicon 
provides an ideal testing g ro u n d  for th e  M D  sim ula tion  o f  a m ateria l  and  direct com parison 
o f  its results  with the experim enta l m easu rem en ts .  Suppose ,  for exam ple, that we wish to 
consider  a silicon sam ple  with a length  and  width th a t  are  a few cen tim e te rs  each and a 
thickness o f  only one  m ill im eter  ( the  typical d im ensions  o f  a nanoporous  m em b ran e) .  Such 
a sam ple  con ta ins  o f  the o rd e r  1022 atoms. T he d u ra t io n  o f  an actual experim ent may range 
anywhere from  a few m icroseconds  to several m inutes ,  w hereas  the largest s im ulations that 
are curren tly  feasible allow one  to  follow what h ap p en s  to a sam ple  o f  abou t 10s atoms 
for abou t 10*g seconds! T h ere fo re ,  d irec t M D  s im ula tions o t such a sam ple  would  require 
eighteen o rd e rs  o f  m agn itude  increase in c o m p u te r  p o w er  over what is currently  available, a 
truly dau n t in g  task.

T h e re fo re ,  the  question  is, how d o es  one  co m p are  the simulation results with the exper
imental observations and  m easu rem en ts?  An appea ling  app roach  for doing this would be
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to merge atomistic simulations with con tinuum  m odelling  [3, 94-98]. For example, one  may 
use an a tom istic  description of  tha t  area  in the system where  most, if not, all the in teresting  
p h e n o m e n a  take place, and com bine  that with the con tinuum  models for describing the sys
tem  everywhere else. This app roach  can potentially  solve the problem of length scales, but 
not that o f  the timescales. We describe below w hat has been  accomplished so far w ithou t 
using such a multiscale approach.

Given the enorm ity  of the p roblem  of c o m p u te r  s im ula tion  o f  many p h en o m en a  of in terest  
in n a n o p o ro u s  materials  at the a tomic scale, the goal in the M D  simulations should  not be 
perfo rm ing  the largest simulation possible, but constructing  the smallest one tha t  w ould be 
capable  o f  providing insightful answers to specific physical questions. In fact, certain fea tu res  
o f  m any p h en o m en a  in n anoporous  m ateria ls  may profitably be s tudied by relatively small 
s imulations, involving only thousands  or tens o f  tho u san d s  of atoms.

A n o th e r  im portan t point ab o u t  many p h e n o m e n a  that occur in nanoporous  m ateria ls  
is the ir  severely nonequilibrium  nature . T he  question , then, is w he the r  it is possible tha t  
no classical interatom ic po ten tia l  can provide a realistic descrip tion  o f  the m ateria l tha t  is 
investigated by the M D  simulations. If this possibility does  exist, then, it is entirely possible 
tha t even the D F T  would fail as well. T here fo re ,  only a de ta iled  and patien t com parison  of 
theory and experim ent may be ab le  to settle such issues. This also implies that one  should  not 
expect M D  simulations to provide “easy" (i.e., w ithou t m uch effort, patience, and efficient 
com puta tiona l  strategy) predictions for n a n o p o ro u s  materials.

M olecu la r  dynamics s imulation o f  any p h e n o m e n o n  consists of in tegration  o f  N ew ton 's  
equa tion  o f  m otion for a system of N  particles tha t r ep re sen t  the material o r  the  system 
un d e r  study. T herefo re ,  the M D  m ethod  is a way o f  s im ulating  the behavior of a system as it 
evolves with time because, unlike the M o n te  C arlo  (M C ) m ethod , in the M D  sim ulations the 
system moves along its physical trajectory. T h e  m ain  advan tage  o f  the M D  m ethod  over the 
M C  techn ique  is that, not only does it p rovide a m e th o d  for com puting  the static p ropert ie s  
o f  a system but it also allows o n e  to calculate and  study the  dynamical p roperties  o f  m any 
n a n o p o ro u s  m aterials  tha t are o f  interest to us in this chap te r .

We cons ide r  a collection of  N  particles in a x L v x L ,  simulation cell. T h e  particles 
interact with each o ther, and for simplicity we assum e for now that the in teraction  force can 
be written as a sum over pair  forces F ( /  ), the m agn itude  of  which depends  only on /•, the 
distance be tw een  the particle pairs. Thus, the force  acting  on any particle  i is given by

where riV =  {r,, r ,  • • • , r^} is the  position co o rd ina tes  o f  all the  particles, and r(/ is a unit 
vector a long  r -r,-, pointing from particle i to  j .  T hen , the  equa tion  of  motion for  partic le  i 
is given by

where  m, is the atomic mass of  particle i, and  F(, rep resen ts  all the external forces tha t  
are im posed  on the system, e i th e r  by n a tu re  (for exam ple, the gravitational force) o r  by 
the experim enta lis t  (e.g., an ex ternal p ressu re  grad ien t  applied  to the system). M olecular  
dynamics consists o f  writing Eq. (20) for all the N  particles o f  the system and in tegra ting  
them  num erically  and simultaneously (as the eq u a t io n s  are coupled  th rough  the force F,). 
T he so lu tion  of this set o f  equa tions  describes the  time evolution of the system. If the  forces 
be tw een  the particles depend  only on the ir  relative positions, then the system’s energy and 
m o m e n tu m  are automatically conserved. To check w h e th e r  the  system has reached  a steady 
state, if o ne  exists, quantit ies  such as the  kinetic energy are  com pu ted  and their  variations 
with the time are m onitored. W hen  these quan ti t ies  no longer vary appreciably  with the 
time, th en  a t ta inm en t of  the steady state has b een  confirm ed. The time to  reach a steady 
state d e p e n d s  on the initial state of the system and  how far it is from its s teady state.

A lthough  the M D  approach  is, in principle, a rigorous m ethod , in practice (and similar to 
almost all com pu ta t iona l  s trategies for s tudying a p h en o m en o n ) ,  it is only an approx im ate

N

F ,( r ,v) =  £  F(\ r, -  r, |)r„ (19)

( 20)
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technique. Thus, it should be used with considerab le  care. Som e of the  problem s that o ne  
m ust pay particular a t ten tion  to are as follows.

(i) T he  exact in teraction  po ten tia ls  be tw een  the particles are  not, in a lm ost all cases, 
known and, therefore , one  m ust use approx im ate  expressions for describing these potentials. 
In principle, quan tum -m echan ica l  calculations can be used for de te rm in in g  these forces, bu t  
such com puta tions can be subject to errors. Typically, the  in teraction  po ten tia ls  o r  forces a re  
written in term s of several p a ram e te rs  that a re  d e te rm in ed  e i ther  by ab initio com puta t ions  
o r  by fitting the  results to experim enta l da ta  (see below).

At atom ic scale, the in terac tions a re  e i the r  o f  in tram olecu la r  o r  in te rm olecu la r  type. We 
will discuss the in tram olecu lar  interac tions separa te ly  and. for now, briefly describe the  in ter
m olecular interactions. In m any M D  simulations, the  in terac tion  potentia l  betw een  a pair o f  
particles, the centers  of  which a re  a d istance r apart ,  is rep resen ted  by the classical L ennard -  
Jones (LJ) potentia l,  given by

U( r )  =  4e
( 7 )  ' - ( 7 )

(21)

where e is the energy p a ra m e te r  of the potentia l ( the m axim um  energy of a ttrac tion  between 
a pair  o f  molecules), o r  the LJ well dep th , and <r is the  size p a ra m e te r  (o r  the distance at 
which the LJ potentia l passes through zero), also called the collision diameter. N ote  th a t  cr is 
not the sam e as m olecular  d iam e te r  o f  the molecules, a lthough the two quantit ies  are usually 
close to each o ther. In Eq. (21), the r~]2 te rm  rep resen ts  a hard-core  or  repulsive po tentia l,  
w hereas the r~(‘ te rm  is the attractive part. A lthough  the attractive par t  o f  the LJ potentia l 
can be derived by quan tum -m echan ica l  considera tions, the form  of the repulsive part  has 
been  selected only for com puta t iona l  convenience. T h e  force F(r) betw een  the  particles is 
then  given by F ( r )  =  —\ U ( r ) .

T he s teep  form of the repulsive part  o f  U(r)  has a q u an tum  origin in the  interaction  of  
the electron clouds with each o ther. T h e  Pauli exclusion principle affects this, and this effect 
is also com bined  with the  in te rnuc lear  repulsions. O n  the o th e r  hand , L ondon  or dispersion 
force is responsible for the weak bond ing  a ttrac tion  that,  in q u an tu m  mechanics, co rresponds 
to electron correla tion contributions. In o th e r  words, large f luctuations o f  the  e lec tron  d e n 
sity distribution a round  a nucleus genera te  a trans ien t  dipole m o m en t  and induce charge 
reorien ta tion , which are  L ondon  forces. O n e  should  also no te  tha t  as r 00,  the potentia l 
U(r)  vanishes rapidly, so tha t the van d e r  Waals (vdW ) force is short-ranged . H ence , for 
com puta tional convenience, vdW  energ ies  and forces are co m p u ted  for pairs o f  a tom s only 
within som e cutoff' radius rc; for r >  rc the forces are assum ed  to be zero.

If the system contains  solid walls, then  the in terac tions betw een  the a tom s in the system 
and those of  the walls m us t  also be taken into account. A  well-known poten tia l  due to  Steele 
[99] has been  used in many sim ulations (a lthough  S teel’s po ten tia l  rep resen ts  a kind of a 
mean-field approxim ation , as it assumes that the wall is sm ooth  and  structureless):

Uv, - 2 7TpwewcrlA
3A(z +  0.61A)3

( 22)

where €w and arw are the  energy and  size p a ram e te rs  that charac terize  the interactions 
between the  atoms in the system an d  those o f  the walls, z  is the vertical distance f rom  the 
wall, pw is the density o f  the wall’s atom s, and A is the  d istance betw een the  a tom ic  layers 
within the  wall.

T he  accuracy of the M D  m ethod  d ep en d s  to  a large extent on the  accuracy of the  in te rac
tion potentials used in the  simulation. L en n a rd -Jo n es  type potentia ls ,  as given by Eq. (21), 
are too simple to rep resen t  complex a tom s and molecules. To rem edy the situation, one  can 
write the LJ potentia l  in a m ore  general form . U (r )  =  -  A / r h +  B / r n , and fit the  param eters  
A  and B  such tha t certa in  results o f  the  M D  sim ulations reproduce  the  experim enta l data. 
This procedure  has b een  reasonably  accu ra te  for relatively simple m olecules and  might, in 
some cases, provide qualitative insight into the behavior  of  materials. M ore  accura te  fits
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over b ro a d e r  ranges o f  the p a ram e te rs  can be ob ta ined  through the Buckingham p o te n 
tial [100, 101):

N o te  tha t  the  p a ram e te rs  A , B, and C  m ust  be de te rm in ed  separately for each pair of  atoms.
T h e re  are  several m e thods  for fitting the param ete rs .  In one approach , the  coefficients are 

d e te rm in e d  by requiring that an energy m in im um  E (j should occur at a certain distance 
taken  to  be the sum of the  vdW  radii of  a tom s i and  j .  For example, for the LJ potentia l,  one  
obta ins ,  A i} =  2(r)j)6E // and Bi} =  (rJJ)12£ /y-. T h e  vdW  radii can actually be es tim ated  from  
the m easu red  x-ray con tac t  distances, quan ti t ie s  tha t  reflect the distance o f  closest approach  
in the  crystal and  are  sm aller  than  the  sum  o f  the  vdW  radii o f  the a tom s involved [102]. 
T h e  p a ram e te rs  £,y and  r-j a re  then  set as ( the  L orentz-B erthelo t rule), =  y/€~e~ and

T h e  second  fitting p ro ced u re  is based on the  Slater-Kirkwood equation. T h e  coefficient 
A jj is d e te rm in e d  as [103-105]:

w here  a, and N ei are , respectively, the  m easu red  polarizability and the n u m b er  o f  ou te r-  
shell e lec trons  o f  a tom  i. G iven the above es t im a te  for A lp the coefficient B^ is given by, 
B - = ^Aj j i r^ Y\  In addition , a m ore  com plex po tentia l,

has a lso been  used [106], w here  c , and  c2 are  two constants.
H ow ever,  many m ateria ls  o f  technological in te res t  have s trong and specific chemical in te r

ac t ions  tha t  cannot be described  by simple, pairwise additive potentials, such as the LJ- or  
B uckingham -type potentials. Thus, m ore  soph is tica ted  com puta tions m ust be undertaken  for 
d e te rm in in g  the in teraction  potentials .  We will com e back to this issue la ter in this chapter.

(ii) M olecular  dynamics suffers from the  sam e p rob lem  that every c o m p u te r  s imulation of  
a physical system suffers from, namely, while the  in tention is to simulate a real system that, 
a t  least  in a tom ic  units, is very large, th e  s im u la ted  system is o f  finite size. T he finite-size 
effect can  be particularly  severe if the re  are  co rre la tions in the system (as is the  case with 
a lm os t  any physical system). If the  corre la tion  length is much smaller than the linear size of  
the  system, finite-size effects d o  not pose any significant problem . If  the corre la tion  length 
is m uch  larger than the  l inear size of  the  system, then one can use finite-size scaling for 
ex trapo la t ing  the results for a system o f  finite size to one  with an infinite size (a lthough 
finite-size scaling is usually used for seco n d -o rd e r  phase transitions, and  the M D  m ethods  
a re  n o t  used  very o f ten  for s tudying such transitions, as the com puta tions would be very 
intensive). T he  in te rm ed ia te  case, in which the corre la tion  length is not too large o r  too  
small, is usually addressed  by using the per iod ic  boundary  conditions, as the finiteness o f  the 
system is m anifested  th rough  its b o u n d a r ie s  (an infinite system does not have any boundary!). 
U sing  period ic  boundary  conditions m ean s  tha t  th e  finite simulation cell is em b ed d ed  in an 
infinite system such that it is su r ro u n d ed  by replicas of itself on all sides. In th a t  case,

w here  V* are  vectors a long  the  edges o f  the  rec tangu lar  simulation cell. T he  first sum on the 
r igh t-hand  side o f  Eq. (26) is over all vectors n =  (/?t , • • - , n k). T h e  force F  is a long 
the  line connec ting  partic le  i an d  the image partic le  r ■ — Y?k=) ^ k n k- principle, calculating 
te rm s  o f  this inifinite sum until it converges to a well-defined value is a difficult task, but 
m e th o d s  have been  deve loped  for com pu ting  such sums. Use o f  periodic boundary  conditions

r
(23)

_ _ _____________ :_i________
" ( a i/ N eiyr-  + ( a j / N ejyr-

365 OLiOLj
(24)

(25)

(26)
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also has a negative side effect: In a periodic  system the angular m o m e n tu m  is not conserved., 
as the periodic bou n d ary  conditions  break  the spherical symmetry o f  the interactions.

(iii) W hen tim e-averaged p roper t ie s  are  calculated, the averaging is clearly carried  o u t  
over a finite-time period . T h ere  is, however, a l im itation in tim e as a result o f  the  finite n um 
ber of  integration s teps tha t o n e  can  carry ou t.  F inite  size of  the system also limits the  time., 
especially if the particles (in, e.g., s im ulation o f  liquids o r  gases) travel m ore  than half  the  
linear size o f  the sim ula tion  cell.

(iv) In any M D  simulation, th e re  is always a com petit ion  be tw een  the  speed  o f  the co m p u 
tations and their  accuracy. Normally, as the  size o f  the  time step  increases, so also does the  
inaccuracy in the s im ulation  results. T h ere fo re ,  for any M D  sim ulation , the re  is an op tim al 
choice of  the time step.

(v) T he  M D  m eth o d  is based on  determ in is tic  m echanics— N ew to n ’s second law o f  m otion. 
In addition to the usual lim itations o f  de term inis tic  m echanics, only the nuclear  m otion of  a  
molecule and its in teraction  with the su rround ing  are  followed in a M D  simulation, and  elec
tronic m otion and qu an tu m  effects are neglected. H ence , in the strict sense, M D  simulation 
is only an approxim ation that, however, is an excellent one for a wide range of  materials .  
It is not, however, suitable if th e re  are reactions in the  system tha t  involve rearrangem en ts ,  
such as bond form ation , frac ture ,  polarization, and chemical bond ing  of m eta l  ions. In add i
tion, M D  simulations arc  not su itab le  for systems tha t are  at low tem p era tu res ,  w here  the 
energy gaps am ong the discrete levels o f  energy that a re  d icta ted  by qu an tu m  mechanics a re  
much larger than the rm al energy  available to  the system. U n d e r  such conditions, the  system 
is confined to  a few low-energy states.

Using a harm onic  approx im ation , one  can obta in  estim ates  for the characteristic  m otions 
for which the classical M D  (i.e., determ inis tic  N ew ton ian  m echanics)  is applicable. Because 
the quantized energ ies  are  s e p a ra te d  by h v , w here  h  is the P lanck ’s constan t and v is the 
vibrational frequency, the  classical M D  ap p ro ach  will be in approp r ia te  a t  relatively high 
frequencies with v k l}T / h  o r  hv/( jkHT )  >  1, w here  k n is the  B o ltzm an n ’s constant.  T h e  
critical frequency vc for which h v / { k BT )  2̂  1 is abou t,  v, ~  6.0 x 1012 s_1, o r  6 ps-1 . Thus, 
vibrational m odes with charac teris tic  timescales tha t a re  o f  the o rd e r  picosecond o r  larger 
can be t rea ted  by the classical M D  simulations.

From  the com puta t iona l  viewpoint, the m ost intensive part  o f  any M D  simulation is cal
culation of  the forces be tw een  the particles, which accounts  fo r  7 0 -9 0 %  o f  the to tal time. 
Periodic boundary  conditions c re a te  a p rob lem  for evaluation o f  th e  forces betw een  th e  p a r 
ticles, as in a periodic  system not only does  a partic le  in terac t with  o th e r  particles in the 
simulation cell but also with those  in the  images o f  the system th a t  su rround  it, and  thus, 
in principle, one m ust sum  over  an infinite n u m b e r  o f  interactions. H ow ever, in m any cases 
the force betw een two partic les  decays rapidly as the  distance be tw een  them  increases and, 
therefore, the particles tha t a re  far from any given particle, w h e th e r  they are  in the  s im ula
tion cell o r  in its images, do n o t  con tr ibu te  significantly. If the  force  betw een  two particles 
can be ignored for d istances th a t  are  larger than half  the system ’s l inear  size, then o n e  can 
use the m inim um  image convention  according to  which, for each  particle  in the system, one 
takes into account only the in te rac t ions  with the nea res t  copy o f  each of  the rem ain ing  p a r 
ticles, implying that each infinite sum over all the  images is rep laced  by a single te rm . The 
potential will, o f  course, no longer  be analytic, bu t the  d iscontinuities will not be im portan t  
if the potentia l is small for d is tances  that a re  larger than  half the  system ’s l inear size.

In practice, w hat is d one  in m ost cases is cutting  the in te rac tions  off at a d istance rc. 
Typically, rc is set to be a m ult ip le  o f  the effective m olecu la r  d ia m e te r  o f  the largest a tom  in 
the simulations and , therefore ,  it is usually sm aller than  half the  system ’s linear size. If  this 
approach  is taken, then at every  step of  the in tegration  one m ust check, for any particle z, the 
distances o f  all o th e r  particles from i to see w he the r  they are  at a d is tance  larger o r  smaller 
than rc. This search constitu tes  one  o f  the th ree  im por tan t  tasks in any M D  simulation (the 
o th e r  two being com puting  th e  forces and  in tegrating  the eq u a t io n s  o f  m otion). T h e re  are 
efficient m ethods  o f  doing  this that we will discuss below. We m ust point out, however, that 
cutting off the in terac tion  po ten t ia ls  violates energy conservation , a lthough  if rc is selected
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carefully, the effect will he small. M oreover,  by shifting the interaction potentials one can 
avoid violation o f  energy conservation a l toge the r  by writing

w here  U„(r) r ep resen ts  the original in teraction  po ten tia l  to  be used. However, this shift does 
not affect the force  resulting from the  shifted potentia l;  it rem ains discontinuous at rc. In 
o rd e r  to make the force also con tinuous at the  cu to ff  point, we write

This algorithm was first suggested by S toddard  a n d  Ford [107]. The actual nu m b er  of  in te r
acting particles (i.e., those that are  within a sphere  o f  radius rc cen tered  at the cen te r  o f  a 
given particle) is a function of the m olecu la r  density. For example, in the simulation of  a typ
ical liquid state using the LJ potentia l,  the  co m pu ta tion  o f  a single pa ir-in teraction  requires 
abou t 30-40 floating-point operations. T h e re fo re ,  a com ple te  force calculation requires of 
the o rd e r  2000 floating-point opera t ions  per  particle, still com putationally  intensive, but 
m uch  m ore  efficient than  a full jfy-body calculation. Let us point ou t tha t the cut-and-shift 
p ro ced u re  cannot be  used if electric and gravita tional forces are operative in the system, as 
they decay only as 1 j r .  Such cases m ust be trea ted  separa te ly  (see below).

If  the LJ po ten tia l  is used, then the sites o f  the F C C  lattice are usually used as the initial 
positions of the atom s, as the FC C  lattice rep resen ts  the g round sta te  of  the U  potential, 
a lthough  any o th e r  initial positions can also be used. T h e  initial velocities v are draw n from 
a M axwell-Boltzm ann distribution with the  specified tem p era tu re  7 :

each particle from  a Gaussian distribution. A fte r  genera t ing  the initial m om enta , the average 
m o m e n tu m  per  partic le  (p) is co m pu ted  and sub trac ted  from the individual m om en tu m  p, 
o f  each particle. This ensures that the  total initial m o m en tu m  of the system is zero.

Given the initial configuration of  the m olecu la r  system and  the velocities, an initial equi
libration s im ulation is carried out before  the quan ti t ies  o f  in terest are  actually com puted . In 
the initial s imulations, the kinetic and po ten tia l  energies  fluctuate and an exchange takes 
place between them . If both of  these energies, as well as the total energy, converge, the 
system can be considered  as stable. On the  o th e r  hand, it is well-known that the individual 
M D  trajectories are  chaotic, with the chaos being characterized  by a Lyapunov exponent. This 
chaotic  motion is, in fact, an initial pe r iod  o f  exponentia l  growth in the roo t-m ean-square  
coo rd ina te  deviation of the a tom s and rep resen ts  a local instability. T he  theory of  chaotic 
systems tells us tha t  the trajectory e r ro r  o f  com pact  systems (those with a finite phase  space) 
reaches satura tion  w here  the m agnitude  o f  the  deviations corresponds to a value that is 
sys tem -dependent,  hence helping the M D  sim ulations reach a stable behavior.

3.2.2. The Verlet Algorithm and Its Variants
O nce  the initial configuration of the system has b een  p repared , the integration o f  N ew ton’s 
equa tion  of m otion begins. In a typical M D  simulation, the  time tha t the co m p u te r  program  
spends for in tegrating  the equa tions  of  motion is about 2 -3 %  of the total time. However, 
accura te  in tegration  of  the equa tions  o f  m otion is the m ost im portan t  par t  o f  the co m p u 
tations. Various m ethods  have been  p roposed  for  achieving this goal, a detailed  discussion 
o f  which can bv itself be the subject o f  a minireview. O n e  frequently used p rocedure  is 
due to  Verlet [80]. T h e  basic m ethod  was first p roposed  by S to rm er  [108] in 1907, but was

U„(r)~ UA'\ ) if r < r c
U (/') = (27)

0 if r  >

U(r )  =
if r < rc

(28)

0 if r > r,

(29)

w here  v2 =  v2 +  v2 + v2. This is done  by drawing the *, y,  and 2 velocity co m ponen ts  for
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a d a p te d  60 years la ter by Verlet! In Verle t’s m e thod , the  a lgorithm  for in tegrating  the e q u a 
tion o f  motion for a single particle, which is subjec ted  to a force F tha t d ep en d s  only on th e  
pa r t ic le ’s position, is given by

A t2
r(t  +  At)  =  2 r ( 0  -  r ( /  -  At)  +  — 7  F ( r )  (30)

m-

w here  r (t)  is the  position of  the partic le  at tim e t, an d  At  is the  in tegra tion  time step (no te  
tha t t — nAt,  w here  n is an integer). This is a two-step  m ethod , as one n e e d s  both r ( / )  an d  
r ( /  — At)  in o rd e r  to com pute  r ( /  4- At).  A  one-s tep  m e th o d  that,  from  a c o m p u te r  s torage 
view point, may be preferab le  can also be devised (see below). T he  e r ro r  pe r  time step is 
usually 0 ( A / 4), but in som e cases can be as large as 0 ( A / 2), which is still very accurate. To 
begin the integration, the positions at t =  A t a re  first com pu ted  from

r (Af) =  r(0) +  AMO) +  — A r  F[r(0)] + 0 (A /3) (31)
2 m

which, toge ther  with the initial positions, provide us with the two previous positions that we 
need . T he  partic les’ velocities at any tim e / a re  calculated  from

v«> =  - - + ^ 2A; ( ' - A , )  +  (32)

which is a s tandard  finite-difference app rox im ation  to  v. If period ic  boun d ary  conditions 
a re  used, then  o n e  m ust check w h e th e r  any particle has left the  sim ula tion  cell in the last 
in tegra tion  step, in which case the partic le  m ust be trans la ted  back over a  lattice vector V* 
to k eep  it inside the cell. Clearly, the velocity eva lua tion  s tep  must be carried  ou t before such 
a translation.

T h e  Verlet algorithm, in its original fo rm , is som etim es  susceptible to  error . A  modified 
algorithm  that is the exact a r ithm etic  equivalen t o f  the  original Verlet a lgorithm , but is far 
less susceptible to  numerical errors, is the leapfrog a lgorithm  [109] by which one com putes  
the velocity of a particle at m idpoin t be tw een  t and  t -f A t ,

v ^  +  i A f ) = v ^ - i A f )  +  ^ F [ r ( 0 ]  (33)

from  which the position of  the partic le  is ca lculated ,

r (t +  A t) = r(t )  +  A t v ^  A /^  (34)

In a n o th e r  modification of  the Verlet a lgorithm , the  so-called velocity-Verlet a lgorithm  [110], 
one  calculates the position and velocity o f  a partic le  from

A t2
r  (t  +  A t) = r( t)  +  A t \ ( t )  +  —  F [r ( f ) ]  (35)

I m

\ ( t  +  At) =  v( t )  4- ^ - { F [ r (t  +  At)]  +  F [r ( f ) ]}  (36)
2 m

This algorithm is m ost stable with respect to the finite precision ari thm etic  and requires 
no  additional com puta tions  in o rd e r  to calculate  the velocities. Finally, in the position-Verlet 
algorithm  [11 l - l  13], one has

r(t + At) = r ( 0  +  Atv(t) + (t + ~A r) (37)

v(r +  A r ) = v ( / ) + — F ^ + ^ A M  (38)
m  \  2 1

A n im portan t  p roperty  o f  the Verlei a lgorithm  and  its leapfrog  modification is that the 
energy that one calculates when using these  in tegra tion  m e thods  does n o t  exhibit any drift
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in the total energy. This im por tan t  and desirable  stability is due  to the  fact that the Verlet 
algorithm is time-reversible and, therefore , d o es  not p e rm it  steady increase or  decrease  of 
the energy for periodic systems. An im portan t  t im e scale in the simulations is the  so-called 
Poincare timescale, which is the  time after which a system that starts out with a random  
configuration re turns  to  its initial configuration. T h e  total time that one can integrate  in 
any M D  sim ulation  is, however, m uch smaller than  the Poincare  time, and, therefore , the re  
is the  possibility o f  having an increasing e r ro r  in the ca lculated  energy as the equations 
of m otion are  in tegra ted  for larger times. H ow ever, the  Verlet algorithm has an additional 
p roperty  called symplecticity. This property  gives rise to conserved quantities, and in partic
ular Sanz-Serna  [114] showed that, with this p roper ty  p resen t  in the integration  p rocedure ,  
the  discrete  analogue o f  the  total energy (in num erica l in tegrations one  can com pute  only 
discrete analogues o f  the  p roper t ie s  o f  in terest)  is rigorously conserved and that the  discrete 
analogue o f  the total energy  deviates from its co n tinuum  (i.e., actual)  co u n te rp a r t  by an 
am o u n t  tha t  is o f  the o rd e r  0 ( A t k), w here k is som e relatively large integer. T here fo re ,  
the  Verlet a lgorithm  and  its leapfrog version hold  the deviations o f  the energy bounded . 
In addition, the position-Verlet algorithm has been  shown to  be preferab le  in large time- 
step com puta t ions  [112, 113, 115]. Such desirable  p roper t ie s  are  the main reason  for the 
popularity  o f  the Verlet a lgorithm  and its modifications.

3.2.3. Resonance, Efficient Simulation,  and 
Multiple Time-Step Algorithms

In practice, every effort m ust be m ade to m ak e  M D  sim ulations as efficient as possible. 
For exam ple, in troduction  o f  a cu toff  d istance rc described  earlier  increases the efficiency, 
as do upda ting  the  n o n b o n d e d  pair  list infrequently  and  reducing the n um ber  o f  degrees  
o f  freedom  by constra in ing  certa in  m olecular  regions in the  system. However, the most 
im portan t  fac to r  in de te rm in in g  the efficiency o f  M D  sim ulations is perhaps  the size of  the 
time step A t used in the in tegra tion  o f  the eq u a t io n s  o f  motion. T he  stability and  desired 
accuracy o f  the s im ulation  are  the deciding fac tors  in se tting  A/. If A/ is too large, instability, 
m anifested  by uncon tro lled  growth o f  the a to m s’ positions and energies, will develop. O n e  
must, however, keep in m ind tha t  the instability em erg es  only over hundreds  o f  thousands 
of  p icoseconds or  longer per iods  of time.

Additional com plica tion  may arise due  to re sonance  artifacts. Nonphysical resonance— an 
artifact of  a symplectic in teg ra to r  (e.g., the Verlet a lgo ri thm )— can occur for a periodic 
m otion with na tura l frequency  a>, w here co is re la ted  by integers m  and  n to the forcing 
frequency (277/AO by [69], nco/m  =  2tt j  A t, w here  n is the  resonance  order,  and m  and n are 
relatively prim e. T h e  Verlet a lgorithm  preserves a tim e s tep -d ep en d en t  effective frequency 
(oe given by [116], o)c =  2 sin(a>A^/2)/A/, and, th e re fo re ,  A t ^ el =  2co~l $\n(m7r/n),  w here 
n:m  rep resen ts  the order o f  the resonance [69]. T h e re fo re ,  because the limiting time steps 
A tn.A for re sonance  o rd e rs  n > 2 are smaller than  the l inear  stability limit A2;l, resonance  
limits the tim e step to values  smaller than the  classical stability. Because the th ird -o rder  
resonance  leads to  instability and  the fo u r th -o rd e r  re sonance  often causes instability [69], 
we m ust have A/ < A/4;1. T h is  condition  implies tha t  for the Verlet algorithm one m ust 
have A t < \/2co~[, which is due  to the seco n d -o rd e r  re so n an ce  or  l inear stability. N ote  that 
for non linear  systems, the  forcing o r  effective f requency  u)c for the Verlet a lgorithm  is not 
known. However, if the values o f  the energy are  relatively small, one  may approx im ate  [69] 
(oe by expressions known fo r  ha rm on ic  oscillators, as discussed below.

To speed up  M D  com pu ta t ions ,  multiple t im e-s tep  (M T S ) m ethods  have been  in troduced  
[117, 118]. T h e  sim ulations will be  m ore  efficient if th e  forces that are  long-ranged are  held 
constan t (i.e., no t eva luated  as frequently) over la rger  intervals than the  short-range  forces. 
If this is to  be  done, the  slowly varying forces shou ld  be inco rpo ra ted  into the integration 
algorithm as piecewise con s tan t  functions using ex trapo la t ion . Suppose tha t /y ,  Fm, and  Fs 
den o te  the fast, m ed ium , and slow forces, with the co rrespond ing  time steps being, A/,-, 
A tm, and  A /v. We then  define r l = Atm/ A t f and  r2 = A t J A t m. Thus, a Verlet-based, force- 
splitting ap p ro ach  using ex trapo la t ion  can be  d eve loped  using the position-Verlet m ethod , 
Eqs. (37) an d  (38), because  the fast and m ed ium  forces are  evaluated  at the middle o f  the 
co rrespond ing  interval, r a th e r  than at the  beg inn ing  and  the  end. In this schem e, the slow
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forces are evaluated  once , th e  m edium  forces a re  evaluated  r2 times, and the fast forces 
a re  evaluated r{r2 times a t a correspond ing  m idpoint.  Thus, if calculation o f  the  slow forces 
takes the majority o f  the  com pu ta t ions  time, the M TS m ethod will result in very significant 
savings in the time.

Although the original M TS algorithms [117, 118] suffered from their non-symplectiveness, 
symplectic and time-reversible MTS algorithms have been developed [111, 119]. In these 
m ethods, the  application o f  the slow forces results in an impulse, ra the r  than extrapolation: 
T he  velocities are modified only at the onset and at the  end of a sweep covering Ats by a 
term  proportiona l to rj/sA^.. In o th e r  words, one  has [69]

//v _
m —  =  A tf  £  8(1 -  / A ^ M / y K r ) ] }  +  Ars £ 8 ( r  -  j M s){Fs[x(t)]} (39)

i j

which should be com pared  with Eqs. (30)—(38), in which a single tim e-step  A t has been 
used. Recent works [120, 121] indicate that these m e thods  arc generally stable at the  integer 
multiples o f  half the period  o f  the fastest motion. T he  severity of  the instability worsens with 
the time step. This should be com pared  with the extrapolative m ethods tha t are  generally 
unstable, but the  instability is b o u n d ed  for large time steps.

3.2.4. Simulations with Constant Ensembles
Because a M D  simulation conserves the n um ber  N  o f  the  particles and the system volume V , 
then, if the energy E  and m om en tum  are also conserved, the time averages o f  any physical 
p roperty  com pu ted  from this type o f  simulation will be equal to the averages in the micro- 
canonical, or  the N V E  ensem ble. Let us describe how such M D  simulations are  carried  out. 
O n e  first specifies the n u m b e r  o f  particles and the interaction potentials  betw een  them  and 
assigns them  their  initial positions and m om enta .  Because the tem pera tu re  can be measured, 
and because one is usually in terested  in carrying out the simulations at a specified te m 
p era tu re  ra ther  than at a specified energy, one m ust “ push '1 the  system toward the desired 
tem pera tu re .  However, in M D  simulations it is o ften  very difficult to fix the tem p era tu re  of 
the system at the  very outset.  Because the tem p era tu re  o f  an infinite system is proportional 
to  the average kinetic energy per degree o f  freedom , with a p roportionality  constan t \ k H, 
this quantity  is used in M D  simulations (of finite systems) to fix the tem p era tu re .

O n e  p rocedure  for ob ta in ing  a fixed tem p era tu re  7} is to calculate a rescaling factor a  
given by

1/2
(40)a  ==

1)
N

w here  m, and v, are  the mass and m agnitude  o f  velocity of  particle /, respectively. T he  
velocity v, o f  each particle i is then rescaled by a , that is, v,(f) av /( / ) .  T h e  rescaling of
the velocity also necessita tes rescaling of  the time r, which will be discussed shortly. Each 
time this rescaling is done , the actual tem p era tu re  o f  the system changes and  gradually 
approaches  the given fixed tem p era tu re  Tf . This m e th o d  can actually be derived bv imposing 
a constan t kinetic energy th rough  a Lagrange multiplier term  added  to the Lagrangian  of the 
isolated system [122]. So far  as nanoporous  m ateria ls  are concerned , if the pores  are slit-like 
channels, then the velocity rerscaling m ethod  is effective and efficient. However, if one  must 
m odel cylindrical pores  o r  those with m ore complex shapes, then the above velocity rescaling 
m ethod  may not be very accurate. At the sam e time, a lthough the rescaling p rocedure  can 
be derived, due to certa in  assum ptions used in the derivation, it still rep resen ts  som e type 
o f  an ad hoc  m ethod .

This has m otivated the developm ent of  m ore systematic m ethods  for achieving a given 
tem p era tu re  and, thus, being able to perfo rm  M D  simulations at constant tem p era tu re .  O ne  
particularly effective m e thod  is based on introducing an  extra force acting on the particles. 
T h e  force is frictional in na tu re ,  is assum ed to be p roport iona l  to the velocity o f  the particles
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and  therefo re ,  affects the  kinetic energy o f  the system (and hence the system’s tem pera tu re)  
in a d irect way. Thus, the  equa tion  of  motion for the i th particle is written  as [123]

d ~ r '  F I B \  r  (  r  d R  \  d r 1

w here the friction p a ra m e te r  C f (R,  d R / d t )  is assum ed to be the sam e for all the particles. 
T he  sign o f  C f depends  on  w h e th e r  heat is added  to o r  extrac ted  from the system; in the 
fo rm er  case C,- <  0, while in the la tte r  case C f > 0. Various equa tions  have been  suggested
for Cj-. T he best known equa tion  was proposed  by N ose [90] and simplified by H oover  [91],
according to  which

d C f J2im iVJ -  3 AIk B TfL =  ' ----------L ±  (42)
dt f

w here /  is a p a ra m e te r  tha t  must be selected carefully. In effect, in o rd e r  to  reach the 
desired  tem p era tu re ,  the  system is connected  to a heat bath  to exchange energy with it so 
that it can reach the in tended  tem pera tu re .  T he  p a ram e te r  /  rep resen ts  a coupling between 
the system and  the hea t  bath. T he  N ose-H oover  m eth o d  yields precise  canonical distribution 
for the partic les’ positions and  m om enta .

Despite  m any desirable features, the  N ose-H oover m ethod  does have some shortcomings, 
the m ost serious o f  which is tha t  the coupling p a ram e te r  /  m ust  be  chosen. M oreover, 
a lthough C h o  and Jo a n n o p o u lo s  [124] showed that, for LJ fluids at high tem pera tu res ,  the 
canonical distribution is rep ro d u ced  correctly, Holian e t  al. [125] d em ons tra ted  that if the  
te m p e ra tu re  is lowered, it begins to  oscillate with an am plitude  that is much larger than 
the s tandard  deviations expected  in the canonical ensemble. This m ethod  can also lead to 
artifacts as simple velocity scaling [126].

M any modifications o f  the N ose-H oover  a lgorithm  have b e e n  p roposed . Chief  am ong 
them  is an approach  p roposed  by Jellinek and Berry [127] who suggested a generalization 
o f  the Nose H am ilton ian  involving multiplicative scaling o f  coord inates ,  m om enta ,  and time. 
They show ed that there  a re  infinitely many distinct Ham iltonians (i.e., distinct dynamics) that 
possess all the  p ropert ies  o f  the H am ilton ian  dynamics of  N ose -H o o v e r  algorithm. The ir  
model was analyzed in detail by B rahka and Wojciechowsky [128].

In addition  to  tem p era tu re ,  it is o ften  desirable to be able to carry ou t M D  simulations 
a t a constan t  pressure [the (N P T ) ensemble]. This is achieved by uniform  isotropic volume 
changes caused  by rescaling the  a tom ic coordinates. A ndersen  [88] proposed  incorporating 
the volum e V  o f  the system into the equation  of  m otion by rescaling the coord ina tes  as

r f. =  r ; K - ,/3 (43)

w here r ' deno tes  the coord ina tes  o f  the particles in the rescaled system. F u rthe rm ore ,  the 
m om en tum  o f  the particle is also rescaled according to

P, =  p -(^K 1/s) (44)

w here  s is a new dynamical variable tha t is equivalent to  rescaling the real time, dt = s ( t r)
dt'.  In effect, the system is connected  to a “p is ton” that can con trac t  o r  expand it. T he
H am ilton ian  o f  the system is given by

1 0 1 ~ P~
*  =  ^  E  — +  n E  E p f r jV * * )  + ~? + P V  + i JL +  (3 N  +  1 ) k BT  In s (45)2 m s1 V l>'- 2 , 1 3 2 /■ 2m  „/ l]s I^J J v

w here  p p and  m p are  the “m o m e n tu m ” and  “m ass” o f  the “p is ton ,” respectively, E p is the 
potentia l  energy, and (37V +  1) rep resen ts  the total n u m b er  o f  in d ependen t m om en tum  
degrees  o f  f reed o m  o f  the system. T he te rm  involving p h rep resen ts  the coupling to the heat 
bath  (so that th e  te m p e ra tu re  is also held fixed), while P V  and  p 1p/2 m p rep resen t  the work
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and  kinetic energy arising from the connection of  the system to the “p is to n .” T he governing 
equa tion  for the dynamical variable 4y(f) is simply

*  =  ™  (46)
d t  f  dpb

N ote  that if in Eq. (45) we do  not rescale the lengths and  m o m en ta  and  dele te  the “p is ton” 
term s, then the modified equa tion  also describes the system for the case in which only the 
tem p era tu re  is held fixed, implying that in that case too , the tim e m ust be rescaled in the 
sam e way as in the cu rren t  case.

M artyna  et al. [129] suggested a H am ilton ian  slightly different from  Eq. (45) and  also 
equa tions  o f  motion tha t differed from those used in the above m ethod , in o rd e r  to rem ove 
a m inor problem  from the above form ula tion , namely, the fact tha t  the  tra jectories o f  the
particles p roduced  by the above m ethod  depend  on the choice o f  the basis lattice vector.
See also Feller et al. [130] for an im proved constant-pressure  M D  sim ula tion  m e thod ,  and 
M artyna  et al. [131] and  Berendsen  et al. [123] for extensions to  an iso trop ic  systems, and 
for allowing changes in the cell shape  in addition  to  its size.

3.2.5. Constrained Dynamics and Simulation of Rigid Molecules
A ccurate  m olecular  simulations depend  largely on realistic rep re sen ta t io n  o f  the molecules. 
A lthough representing  a tom s o r  molecules as simple LJ hard spheres  may be a d eq u a te  for 
predicting  many qualitative fea tu res  o f  experim ental data , m ore sophis tica ted  and  realistic 
rep resen ta t ion  o f  them  is necessary if M D  simulations are  to provide quan ti ta t ive  predictions. 
As a relatively simple but im portan t  example, consider m olecu la r  m odeling  of  C 0 2, an 
im portan t  gas in the practical applications o f  nanoporous  m em branes .  A  m olecular  model of 
C 0 2, which is much m ore  realistic than  a simple LJ hard  sphere  with effective p a ra m e te rs  cr 
and  e, was developed by M urthy et al. [ 132) and fu r ther  refined by H a m m o n d s  et al. [133]. 
In their  model, C 0 2 is rep resen ted  by a rigid linear molecule with q u a d ru p o le  m o m en ts  and 
th ree  LJ sites. T h ree  partial charges, qQ, qc , and  qC), a re  used on the  O - C - O  sites, chosen 
so to preserve the quad rupo le  m om en ts  of  the molecule. T he  none lec tro s ta t ic  in teractions 
are  still m odeled  as site—site LJ potentials, w here the in teraction  sites are  located on the 
th ree  atoms. To fit the  in teraction  pa ram eters ,  th ree  s ta tes o f  C 0 2 (nam ely, solid, liquid, and
gas) are  used. T he  LJ pa ram ete rs  are  fitted to  the p h o n o n  frequenc ies  and  lattice energy
o f  the  solid, the  therm odynam ic  p ropert ie s  of  the liquid, and the  second  virial coefficient of  
the  gas. All the p a ram ete rs  are given in Table 1, w here  cr0 0 , <xco an d  crcc  are  th e  L J size 
param eters ,  s OQ, e c o , and  ecc are  the  LJ energy p a ram ete rs  be tw een  0 - 0 ,  C -O ,  and  C - C  
a tom s in a C 0 2 molecule, respectively, t oc is the d istance be tw een  the O  and  C  a tom s, and 
M  is the quadrupo le  m om ent. If  the M D  simulation involves C 0 2 and  o th e r  molecules, then 
the  interaction poten tia l  between molecules z and j  is expressed as

U(r,j) =  E E  W u(nm .j „ )  +  Uc(r imJ„)] (47)
ni— 1 />-!

w here  rim ■„ is the  distance betw een the in teracting  pairs (site m  in m olecule  z an d  site n 
in molecule / ) ,  ULJ(r)  is the-cut-and-shifted  LJ potentia l described  above, and Uc (r)  is the 
C ou lom b  potentia l  given by

U,.(r)  =  S *  (48)
v r

Table 1. The interaction parameters for C O : .

<% o(A ) 3.027 t'on/*« ( k ) 74.8
cjv, o (A ) 2.922 W *  ft 44.8

trcc( A ) 2.824 V t x / k f ,  (K ) 26.2

cfoU’ ) -0 .3 3 2 <7cU') -f-0.664

M ( e n  r ) — 14.4 x 10 4,1 ( A ) 2.324
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D u rin g  the M D  simulations, one  must keep track o f  the coord ina tes  o f  C O : molecules. 
T h ey  can be represen ted  by the vector V , with j  =  1 , 2 , . . . ,  N co^  w here  NCOi is the total 
n u m b e r  of  C O : molecules. The vector V; contains th ree  Cartesian  coordinates, ( r v, r v, r , ) ,  
de te rm in in g  the position o f  the m olecule’s center, and two coord inates  de term in ing  its ori
en ta t ion .  T he  orien ta t ion  o f  C 0 2 can be de te rm ined  by a unit vector e =  (ex, e v, <?,), directed 
a lo n g  the axis o f  the m olecule (where only ex and eY are  independen t,  as ez = 1 -  ex -  e v) 
a n d  th e  angle tha t it m akes  with the  surface o f  the system ’s walls.

We now describe how M D  simulations of  m ore  complex materials, such as rigid or  sem i
rigid molecules, are pe rfo rm ed . So far as nanoporous  materials are concerned , accurate 
rep resen ta t ion  of such m olecules are  very im portan t,  with their significance being twofold:

(i) M any nano p o ro u s  m ateria ls  are  p repa red  from e ither  (1) polymeric precursors  o r  (2) 
are  themselves polymeric o r  m acrom olecular  s tructures. Exam ples  o f  the first type 
include various carbon  molecular-sieve materials, usually p rep ared  from polyether- 
imide or  o th e r  types of  polymers [134-136]. Hence, it is im portan t  to be able to 
genera te  accura te  m olecular  s tructure  of  such polymers to be used in M D  simulations 
in o rd e r  to unders tand  the effect o f  the ir  m orphology on the p h en o m en a  o f  interest 
tha t occur in th e  polymers themselves (when they are used on their own merit for 
separa tion  processes) or  in the nanoporous  materials  that are  p rep a red  using such 
polymers. Exam ples of  the second type include xerogels and aerogels tha t  are macro- 
m olecular  s tructures, usually p repa red  by a sol-gel process, and  have been suggested 
as low-dielectric constan t m ateria ls  (see above).

(ii) N ano p o ro u s  m em b ran es  are  com m only used in the chemical, pe trochem ical,  and p h a r
m aceutical industries for sepa ra t ion  of fluid mixtures tha t contain  large polymer-like 
molecules, such as proteins and /7-alkanes. Therefo re ,  accurate  m olecular  rep resen ta 
tion of  polymeric m acrom olecules  is crucial to  successful m odeling such phenom ena .

T h e  m otion  o f  a rigid m olecule consists o f  translations of  the cen te r  o f  mass and  ro tations 
a ro u n d  this point. T h e  force acting be tw een  two such molecules consists o f  atomic pair 
in terac tions between a tom s that belong to  the two different rigid molecules. O n e  can also 
c ons ide r  off-center interactions, but we neglect them  here. T here  are  several m ethods  for 
t rea t in g  rigid molecules, and  we describe one  o f  them which is based on imposing constraints 
on  the  system that d ep en d  on the spatial positions, but are independen t of  the velocities. 
C o n s id e r  the Lagrangian o f  the system,

w h e re  subscript 0 indicates that constrain ts  have not been im posed yet. A  constra in t is 
im posed  on the system th rough  a Lagrange multiplier A(f), which is a function o f  time, as 
the  constra in t  should hold for all times. For example, for a rigid m olecule that consists of 
two a tom s, we impose the constrain t tha t the distance i  betw een the two particles is always 
fixed. W h en  such a constrain t,  which is o ften  called the bond constraint, is im posed on the 
system, then the Lagrangian  of  the new system (with the constra in t)  is given by

A(r) is d e te rm in ed  by requiring that the solution must satisfy the constraint.  We discuss this 
shortly.

Som e of the m ate r ia l ’s a tom s form  its backbone and are  fixed by the bond  constraints 
discussed above, while the  rem aining a tom s are  fixed by linear constraints tha t we discuss 
shortly. A good  example is provided by a b ranched  polymer in which the backbone is m ade 
o f  th e  multiply connec ted  atoms. To identify the backbone of any m olecular  structure , some 
rules o f  thum b  may be useful. For a p lanar m olecular s tructure , one can consider three non- 
co linea r  a tom s as a backbone, as they satisfy the bond  constraint,  while the rest o f  the a tom s 
in th e  s truc tu re  are  constra ined  linearly. In a 3D  m olecular  s tructure , four backbone atoms 
are  sub jected  to  six bond  constraints with the rem ain ing  ones to  a linear vector constraint

(49)

(50)
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each. A  good example is provided by the linear m olecule  C S2 [137], the  motion o f  which is 
described by five positional degrees of  freedom , two of which define the o r ien ta t ions  o f  the 
m olecules and  the rem aining th ree  define the position of  its cen te r  o f  mass. W ithou t any 
constraint,  the  th ree  a tom s have nine degrees o f  freedom , bu t th ree  o f  them  are  e lim inated  
by the bond  constraints, implying tha t we still have six degrees  o f  freedom , instead o f  the 
requ ired  five. T he  inclusion of  the u n n eeded  degree  o f  f reedom  adds  to the co m p u ta t io n s  
and m akes them  inefficient. A  b e tte r  p rocedure  is to fix only the d is tance  betw een  the  two 
su lphur a tom s by requiring that | r v<n -  r sc>|2 =  t 2 and  to  fix the position o f  the carbon  a tom  
by a linear vector constrain t which reads

c = -  [r v,11 +  r v,;,] (51)

which adds up to  the four required  constraints.
T herefo re ,  let us deno te  by fx the linear vector constrain t.  T h en ,  from the ex tended  

Lagrangian, the equa tions  o f  motion for the three a tom s are  given by

m

m

d 2 r Sd, 
5 d t2 

d 2 r s«2: 
d t2

= F| -  2A(0[r.v<i> -  r vc,] -  ~ n

= F2 + 2A(?)[r.vn> -  rsi?)] -  

d zrc
m  c  =  F r  +  ^

(52)

(53)

(54)

w here  m s and m c deno te  the mass of  the sulphur and  carbon  a tom s. If we now  twice 
differentia te  Eq. (51) with respect to time and use Eqs. (52)—(54), we obtain

rr\r
F c 4-M =  + F 2 - m ) (55)

which helps us elim inate  fx and rewrite the equations o f  m otion  for the su lphur  a tom s as

d 2 r s(!)
m

d t2
m,

\(2ms + m c )_
F , +

2(2 m s + m c )
Fi +  r — -----F c. - 2 A ( 0 [ r , , n - r s ,:)]

2 m s + m c
(56)

d 2 r
m

5(2)

d t2
1 -

m>
(2 m s + m c )_

F , +
m,

F
m

r)(2 ms -b m c ) 2 m s +  m (
F r -f-2A(/)[rV(u — r  s<2) ]

(57)
E quations  (56) and (57) govern the motion of  the su lfhur atoms. T h e  position o f  the carbon 
a tom  is, o f  course, fixed by the linear constrain t tha t we have im posed  on the system.

We still have o n e  unknow n, A(r), tha t must be d e te rm in ed .  Because the  bond  con s tra in t  is 
quadratic , e limination o f  \ ( t )  is not as easy as e lim inating fx. T h e re fo re .  A(/)  is d e te rm in e d  
at each time step by using the constraint equation, tha t is, by solving the eq u a t io n s  o f  m otion 
iteratively until their  solutions satisfy the bond  constrain t.  Thus, if, fo r  exam ple , wc use the 
Verlet algorithm, we can write

r sm(t  + Ac) -  2 r slll( /)  -  r v.„(f -  A<‘) + At [ I -  — — -) F , ( r )
\  2m s + m c )

+  A/2 - — --------- F c (t) -  2 A r A ( / ) [ r v,i,(x) -  r s, :,(?)]
2 m  4.. m  .m

(58)

r s«:.(r -f- A/) =  2 r sc , ( / )  -  r v :,(r -  At)  H- A f  I
ni.

m
+  At1- -------

2m  v 4  m (

2 m s +  m.( 

s F r ( 0  -f 2A /: A ( / ) [ r s:ti, -- r v;t>,]

F ; ( 0

(5 9 )

r
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It can be shown tha t  the e rro r  in the numerical values of A(t) so ob ta ined  is o f  the o rder  
0 ( A / 4 ).

O u r  discussion so far has been restricted to totally rigid molecules. We now consider 
partially  rigid m olecules  tha t  consist o f  rigid clusters that can move with respect to  one 
a n o th e r .  For this purpose , we describe the algorithm due to Ryckaert et al. [138], Ciccotti 
et al. [84], and R yckaert  [139], T he ir  algorithm, which is known as S H A K E  (the au thors  do 
not know  why this nam e was given to this algorithm), is fo rm ulated  based on the notion that 
the fo rces  that partic les  experience are the  physical and constra in t forces. If M  is the num ber  
o f  the constraints , then the constrain ts  are written as, r̂ k(R)  =  0, with k  =  1 ,2 ,  . . . ,  A/, 
where  r€k expresses the functional form  of the constraint, for example, the restriction that 
the d is tance  be tw een  two particles is always fixed. T he  constrain t forces are given by,

l \  -  (60)
k =  I

where \ k is the L agrange multiplier to  be de te rm ined , and subscript i signifies the fact tha t 
the g rad ien t  o f  constra in t '€k must be taken with respect to /. Becasue we use the Verlet 
a lgori thm  for in tegrating  the  equations o f  motion, we have the partic les’ positions at times 
t -  At and t. which satisfy the constrain ts  imposed on the system. Thus, an in term edia te  
position  r, is first ca lculated  for particle i,

~r,(t +  At) =  2 r , ( 0  -  r ,(r  -  Af) +  A ?2F ,[ r ,( /) ]  (61)

where  F, rep resen ts  all the  physical forces tha t  the  particle experiences. T h e  true position is 
then  co m p u ted  from

M
r ,( t + A/) =  r f( /  +  AO -  E  h V M * " )  (62)

*=i

w here ,  as usual, =  { r , , r2, . . . ,  r v } represen ts  the position coord ina tes  of  all the particles. 
The Lagrange m ultipliers  are de te rm in ed  by an iterative process. For the j  th iteration, a 
loop over  the constra in ts  is carried out, in each step of  which the particles ' positions and 
the L agrange m ultip liers  a re  upda ted . T he  positions are upd a ted  according to the following 
iterative scheme,

r f !) =  r-"' — A/t2A ^ y (®i ( r ,v) (63)

where  superscrip ts  n and  a deno te  the  new and old values, respectively. To calculate the 
L ag ran g e  multipliers A[;), a first-order expansion o f '&k( r iV) is carried  out, which is then 
req u ired  to vanish. T here fo re ,

VK<rV V"' =  -  A/2A«> V | T v a r ' ) " : • y < , [ r v ( 0 |}  +  • • ■ =  o (64)
i

w here  the sum is over all the particles. The  final expression for Xk is given by

A</) r r65, 
* Af2{ E (- V i % ( r N y o) ■ y i % [ r N ( t ) ] }  V '

The ite ra tion  con tinues  until the  constra in ts  are satisfied numerically to within a fixed accept
able e rro r .  This a lgorithm , which is obviously semiexplicit, has tu rn ed  out to be highly efficient 
and accurate.

T h e  S H A K E  algorithm  can easily accom m odate  angles constraints  by recognizing that an 
angle constra in t is equivalen t to an additional distance constraint. T herefo re ,  one can, for 
exam ple , m aintain  the angle in a tr ia tom ic molecule at the desired  value by requiring the 
d is tance  betw een  the  two end atom s to take on the app rop ria te  value. This is the m ethod  
by which  small m olecules, such as w ater ,  are m odeled  by a rigid geom etry. For example, 
the simple po in t  charge  model o f  H 20  uses th ree  distance constraints. At the same time,



634 C o m pu ta t ion a l  M eth o d s  for A tom ist ic  M ode l ing  o f  N a n o p o ro u s  M ater ia ls

one  m ust recognize tha t  angle constrain ing in the M D  sim ulation  o f  m olecules that a re  con
form ationally  flexible may have a dele terious effect on  the efficiency with which the system 
samples the configurational space, as many co n fo rm ationa l  trans it ions  involve som e angle 
change as well as ro ta tions abou t bonds. T he m ost co m m o n  use o f  the  S H A K E  algorithm is 
for constrain ing bonds with hydrogen atoms.

A ndersen  [140] in troduced  a variant o f  S H A K E , usually re fe r red  to  as the R A TTLE, 
which uses the  velocity-Verlet algorithm described earlier.  Tobias and  B rooks  [141] p roposed  
a similar technique  for o th e r  in ternal degrees  of  f reedom . M iyam oto  and  Kollman [142] p ro 
posed an algorithm, called S E T T L E , for rigid H 20  molecules. L e im k u h le r  and Skeel [143] 
showed that the R A T T L E  algorithm is symplectic and  tha t S H A K E , a l though  technically not 
symplectic, yields solutions identical to those o f  R A T T L E  fo r  the positions  and  only slightly 
different velocities.

N anoporous  m ateria ls  are  used extensively in the chemical and petrochem ical  industries 
for separa tion  o f  mixtures that contain rt-alkanes. T h ese  are  com plex molecules and, th e re 
fore, an efficient m ethod  for genera ting  their m o lecu la r  s truc tu res  is essential to  M D  sim u
lations of  transport and adsorption o f  such mixtures in a n a n o p o ro u s  materia l.  An efficient 
m ethod  for genera tion  of  /?-alkanes is the configurational-b ias M on te  Carlo  technique  
[144-151] to grow the a lkane molecules. T h e  a tom -by-a tom  grow th of the molecules is 
done  in such a way tha t regions of  favorable energy are  identified, an d  overlap  with o th e r  
molecules arc  avoided, hence speeding up the  co m p u ta t io n s  greatly. M o re  specifically, we 
consider  the  poten tia l  energy of an atom  as the sum o f  two contr ibu tions ,  namely, the in ter
nal energy £ im, which includes par ts  of  the in tram olecu la r  in terac tions, and the external 
energy E cx\  which conta ins  the in te rm olecular  in terac tions and  those  in tram olecular  in te r 
actions tha t are not part  o f  the in ternal energy. T h e  division is, o f  course , to some extent 
arbitrary  and depends  on the details o f  the model. T h e  p ro ced u re  to  grow  an /z-alkane atom  
by atom  consists o f  the following steps.

(i) O n e  inserts the  first a tom at a ran d o m  position and  co m p u te s  the energy E x(n)  along 
with a quantity  =  exp[— f tE ^ n ) ] ,  w here  ft — ( k BT y \  w here  n indicates the  new 
sta te  in which the system is in.

(ii) k  trial orien ta tions, deno ted  by {bA.} =  b t, b 2, . . . ,  b^ a re  then  g en e ra ted  with a p ro b 
ability p)nl(bj), given by

p T ' ( b i ) =  ~ e x p [ —̂ " ‘(b,)] (66)

in o rd e r  to  insert the  next a tom  /, w here  C  is a no rm aliza t ion  factor. For each trial 
o r ien ta tion , the  external energy’ Ef*{(b f) is also com p u ted ,  a long  with the quantity, 
iD/in) — exp[—/3Efxt(bj)]. O ne  o r ien ta t ion ,  o u t  o f  the k  trial positions, is then
selected with the probability

Pi*0>,) =  — L .  exp[-/3£Tx,(b,)] (67)
w,(n)

Typically, a few trial o rien ta tions suffice.
(iii) S tep  (ii) is repea ted  M  — 1 times until the  en tire  a lkane  molecule is grown,

and  the R osenb lu th  factor [152], W ( n )  =  f[/=i w i(n )' *s com p u ted .  A  m olecular c o n 
fo rm ation  is gene ra ted  with a probability given by

P( n )  =  n  p ' T W p F i n )  -  exp[ ~ p E ( n ) \  (68)
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3.2.6. lon-lon and Long-Range Interactions
C oulom bic  (and van de r  Waals) forces rep resen t nonbond, long-range interactions and are  
described  by a pair-potentia l tha t is p roport iona l  to In /• in 2D and r _l in 3D, hence decaying 
very slowly with the d istance r. T h e ir  p resence in M D  simulations represents  a c o m p u ta 
tional bottleneck; the direct evaluation  of  all pairs of  a tom s scales with the n u m b er  N  o f  
the a tom s as 0 ( N 2). which should  be com pared  with the bonded  term s (such as stretching, 
bond-bending , and tortional forces) tha t have an O ( N )  com puta tiona l complexity. H ence, 
dev e lopm en t o f  fast a lgorithm s tha t  reduce the com puta tional cost o f  evaluating such in te r
action  forces for all pairs o f  a tom s  has been  a very active a rea  o f  research.

Such issues are  directly re levant to m olecular  modeling of  nanoporous  materials and  the 
p h e n o m e n a  that occur in them . M any n an oporous  materials, such as zeolites and pillared 
clays, tha t are used both  as m e m b ra n e s  and  catalysts, contain a quenched  distribution of  
local charges. At the sam e time, these  materials  are  used in a variety o f  applications tha t 
involve transport  of  ions in them , implying tha t one must tackle a p rob lem  in which there  
are long-range interactions, no t only betw een  the mobile ions, but also betw een  the ions and 
the local charge centers in the p o re  space o f  the material.

To t rea t  such forces in M D  sim ulations, th ree  different approaches  have been developed, 
which we now describe.

3.2.6.1. Cutoff Techniques In this approach , the d is tance-dependen t nonbond  poten tia l  
is set to zero  beyond a certa in  d is tance  r = rc. T he  cutoff m ethods  a re  easy to im plem ent 
in any M D  simulations and are  also com puta tionally  cheap  [O (N )] .  So far as M D  simulations 
are concerned , any cutoff techn ique  tha t is used in the simulations m ust no t ( l )  in troduce  
large, artificial forces a ro u n d  the cu to ff  region; (2) must alter the  functions in a way tha t 
conserves energy, at least in an approx im ate  m anner;  (3) must changc the energies smoothly 
and  gradually, so to avoid g en era t ing  artificial m inim a on the energy surface of the system; 
and (4) change short-range forces and  energies by values that are  as small as possible. In 
genera l,  the re  are  th ree  cu to ff  techniques:

(i) T runcation  m ethods, in which fo r  r <  the values o f  the  forces are  directly co m 
pu ted  from  the n o n b o n d  po ten tia l  and are  abruptly set to zero  for r >  r(.. T hese  
m ethods  satisfy the fou rth  criter ion listed above but violate the o th e r  three.

(ii) Switch techniques, in which the values of  the forces are directly com pu ted  for r < /*,, 
are changed  for r, <  r <  and are set to zero for r >  rc. T hese  techniques can 
violate criteria  (I ) an d  (3) listed above. In addition, they can have difficulty satisfying 
the second  criterion w hen  po la r  g roups  of  a tom s are involved nea r  the cutoff region. 
O n e  defines a switch function S(r )  that,  for the truncation  m ethods, is simple: S(r )  ~
I for r < rn  and S (r )  =  0 otherwise. But, the  switch function is usually a polynomial 
that alters  the n o n b o n d  energy  gradually in the buffer zone [/*,, rr ], so that the energy 
vanishes at r =  rc, b u t  leaves the  energy unaltered  in the region r < rx. Typically, a 
six th-order polynomial is used as the switch function.

(iii) Shift fo rm ulations, in which o n e  uses a shift function to change the values of the 
forces m ore  gradually for all r <  rc. Using large values of  rc, these form ulations are 
o ften  used in large-scale M D  simulations. T he  shift function typically used is e i ther  
SH(r)  =  [1 -  (r / rc)2]2 o r  Sa(r) =  (1 — r / r c)2 for r <  rc. N ote  that Sa(r)  augm ents  
the true  Coulom bic  forces by a constan t r ~2 and is o ften  refe rred  to  as the force  
shift (which is, however, som ew ha t misleading, as this shift function is applied  to the 
po ten tia l  not the force).

The  question  of  the choice of  a cu to ff  technique  depends on the force field and the system 
u n d er  study. N orberg  and Nilsson [153] discuss this issue in detail. A n o th e r  m ost im portan t  
task in using any cutoff techn ique  is selecting the thresholds r} and  rc.

O n e  can use the  same techn iques  to evaluate  the energies as well. O n e  may also use these 
techn iques  for a g roup  o f  a tom s, r a th e r  than single atoms, in which case the th resholds r, 
and  rc are  applied  to the d istance be tw een  th e  g roups’ centers. T he  charges associated with 
en tire  residues are  b e t te r  m a in ta ined  w hen o n e  uses group-based thresholds, hence avoiding 
possible instabilities in the forces o r  energ ies  tha t arise when only a subset o f  a tom s o f
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a part icu la r  residue is altered. In practical applications and in com m ercial softwares, the 
switch function 5 ^ (r )  is used for g roup-based  po ten tia l  shift, while Sa(r)  is utilized fo r  the 
a tom -based  shifting.

We n o te  that,  in case o f  a system with local e lectrical charges, even the overall neutrality  
of  the system does not gua ran tee  tha t the  sc reening  length is finite, since in most cases 
of  practical in terest the  screening length  is larger than  the linear size o f  the system and, 
there fo re ,  use of  a finite cutoff d istance rc is no t justified.

3.2.6.2. The Ewald-Summation Method If the system o f  in terest  is rep resen ted  by a lat
tice with periodic  boundary  conditions, the  E w ald-sum m ation  m e th o d  (E SM ) is used for 
calculating its e lectrostatic  energy. In add ition  to ^/-dimensional simple-cubic lattices, one 
may use in the  simulations o th e r  per iod ic  s truc tu res ,  such as face-cen tered  cubic lattice, 
t runca ted  o c tahed ron ,  and hexagonal prism, as the  unit cell. T he  choice o f  the cell’s g eo m 
etry d ep en d s  on the m olecular s t ru c tu re  to be s tud ied  by the M D  simulations, as it affects 
the total n u m b er  o f  pairwise in te rac tions  to be co m p u ted .  Techniques fo r  optim izing the 
s truc tu re  o f  the unit cell have been  deve loped  [154, 155] for s im ula tion  of  b iom ateria ls ,  and 
can presum ably  be used for o th e r  types o f  m acrom olecules .  It is c lear tha t one only needs 
to record  the coord inates  of  the unit cell; the rest of  the  coord ina tes  are ob ta ined  using the 
periodicity  of  the system. In practice, one  uses the convention  that each atom / interacts 
with only the closest periodic image o f  the o th e r  N  — 1 particles, and a spherical cu to ff  (see 
above) is also used to restrict fu r th e r  this interaction.

A  p rob lem  that arises when per iod ic  bou n d ary  cond itions  are  used in s im ulation  of  a 
system with a distribution of  local charges  is tha t the  sums over the image charges in the 
periodic  im ages o f  the system do not converge  absolutely but only conditionally. This problem  
can be addressed  by subtracting an offset from  the poten tia l  (as add ing  o r  subtrac ting  a 
constan t  to the potentia l does not change  the  resulting force, as the force is the g rad ien t  of 
the po ten tia l) ,  leading to the following expression for the total configurational energy of  the 
system for a set of  N  particles with charges qh

£  =  - 7 '  i - E E - w S s  «»>
R /•</ j ~  J +  K l I< j j K*0 K

The sum  over 1 /R  is over the locations R o f  the  per iod ic  replicas o f  the system. However, 
this is eas ie r  said than done, and the E SM  is used to address  this problem.

If we consider  only the first te rm  o f  the right-side o f  Eq. (69) and re fe r  to it as E Coulomh> 
then, as m en tioned  above, the sum is not absolutely convergent. Ewald noted  that the  con
vergence p rob lem  can be addressed  by converting  the  sum  into  a sum  of two absolutely and 
rapidly convergent series in direct and  reciprocal space. T he  reciprocal lattice (used in the 
sim ula tions)  is an o r thogonal system re la ted  to the o r thogona l  system associated with the 
a tom s in the  unit cell, which is called the real-space lattice. Splitting o f  the  sum  into the two 
sums is d one  by representing  each point charge as a G auss ian  charge density, which p ro 
duces an  exponentially  decaying function. T h e  G auss ian  t ransfo rm ation  is then coun terac ted  
by an  ana logue  subtraction , as the net result m ust be an effective point charge. T h e  width 
of  the G auss ian  distribution is an im p o r tan t  pa ram e te r .  As the width increases, the  sum for 
the real space converges m ore  rapidly, w hereas  tha t  o f  the reciprocal space converges more 
slowly.

H ow ever, the  above splitting trick is, strictly speaking, valid only if the  system has an 
infinite dielectric  constan t,  or  for a unit cell with ze ro  d ipole  m om ent.  T he  correc tion  term 
E c for a nonun ifo rm  field associated with a m acroscopic  crystal in a dielectric  m ed ium  with 
an ex ternal dielectric constan t k  was derived by D e L eeu w  et al. [156], and is given by

- - / t •
^C oulom b 1 ) ^'Ci.uioiTib (A  c*^)

/■=!
(70)

B ecause the long-range reciprocal-space sum m ation  (usually d one  by Fourie r  t ransfo rm a
tion) requ ires  ( ) ( N 2) com puta tions, the above a lgorithm , though  accura te ,  is still co m p u ta 
tionally intensive. To address this p rob lem , m ethods  w ere  p roposed  [157. 158] for optimizing
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the  width o f  the G auss ian  charge density  d istr ibu tion  in o rd e r  to balance the intensities  of 
the  co m pu ta tions  for the real and  reciprocal spaces (i.e., making one  of  them extrem ely  
fast to com p en sa te  for the slowness o f  the o th e r  one) ,  resulting in an <9(/V3/2) a lgorithm  
[158]. But, the m ost  im por tan t  b reak th ro u g h  occu red  w hen  it was realized [109] tha t the 
t r igonom etr ic  values in the Fourie r  series for the co m p u ta t io n s  in the reciprocal space can 
actually be eva luated  by a sm oo th  in te rpo la t ion  o f  the  poten tia l  over a regular c o m p u ta 
t ional grid, which reduces  the co m p u ta tiona l  cost to 0 ( N  log N).  T he  sm ooth ing  is done  
e i th e r  by Lagrange [159] or  B-spline in te rpo la tion  [160]. T he  developm ents on the  use of  
the ESM  have b een  reviewed by Toukm aji and  B oard  [161]; see also Luty et al. [162, 163] 
for im plem en ta tion  o f  these ideas in M D  simulations.

3.2.6.3. The Multipole-Expansion Method M ultipole-expansion (M P E )  m e th o d  is a 
highly accura te  a n d  efficient a lgorithm  tha t  has b e e n  p ro p o se d  [164-167] as a powerful a l te r 
native to the Ew ald-sum m ation  m e thod ,  with applica tions in several branches o f  science and 
engineering . The  m e th o d  was probably  first p roposed  by A ppel [168] for astrophysical p ro b 
lems and  was fu r the r  refined and  acce lera ted  by B arnes  and H u t  [169] and  independen tly  by 
Rokhlin  [170] to  an 0 ( N  log N )  a lgorithm . However, it was the  seminal work of  G reen g a rd  
and Rokhlin [164-167] tha t tu rned  this a lgorithm  into a powerful com puta tional technique . 
A t an  e lem entary  level, it is easy to  u n d e rs tan d  this technique. C onsider  the e lec trosta tic  
po ten tia l  U ( x N), w here ,  xN =  {xt , x2, . . . ,  xN}. We can write this potentia l  as,

=  =  *< « ,)  p i )
^ i j * j

w here  4>(xy) =  £,- ■ ^ / | r , y | ,  which can be ex p anded  as

4>(x.) =  <J»(0) +  V ‘J>Tx +  ^ xt H x +  ■ ■ ■ (72)

w here  H is the H essian  eva luated  at x =  0, and T  d en o tes  the transpose opera tion . Thus, 
expansion  (72) p ro d u ces  expressions for <t>(0) in te rm s o f  the  zero  power of  the m o m en t  
M,  <£(0) =  Jl[)/ \xj\,  for V4>(x) in te rm s  o f  the  dipole  m o m en t  and for com ponen ts  of  the 
Hessian  in te rm s  o f  the q u ad rupo le  m om en ts ,  hence  the nam e multipole-expansion.

To discuss the M P E  m ethod  in detail, we consider  a concre te  exam ple— transpor t  o f  ions 
in a n an o p o ro u s  m ateria l ,  such as a zeolite  catalyst with a q u enched  distribution o f  charge 
cen te rs— although in addition  to  t ran sp o r t  in n an o p o ro u s  materials, this p roblem  is relevant 
to m any o th e r  im p o r ta n t  p h en o m en a ,  such as dynam ic response of  non-m etal lie m a te r i 
als (e.g., ionic glasses an d  polymeric an d  glassy conduc to rs)  and highly defec ted  crystals. 
A lthough  this p rob lem  has been  s tud ied  extensively, until recently  no consensus regard ing  
the n a tu re  o f  the t ran sp o r t  process had  em erged . In particu lar , if ( R 2(t))  is the m ean  square  
d isp lacem en t of  the  mobile ions at tim e /, one  expects to have

( R 2(t ))  -  /"  (73)

w here  a  =  1 for diffusive transport.  H ow ever, the  precise value o f  a  was a controversia l 
subject with som e researchers  cla im ing that a  > 1, rep resen ting  fast transport ,  bu t o th e rs  
believing th a t  a  <  1, in which case the  t ran sp o r t  process  is slow and anom alous. T h is  c o n tro 
versy also p rev en ted  correc t  in te rp re ta t io n  o f  the experim enta l  da ta  for diffusion of  ions in 
d iso rd e red  n a n o p o ro u s  m edia  with a d istr ibu tion  o f  charge centers . For example, it has been  
observed  during  diffusion of  ions th rough  zeolites, which are  n an o p o ro u s  catalytic m ateria ls  
with a d is tr ibu tion  of  ions and cations, tha t,  upon  changing the  charge on the diffusing p a r 
ticles (i.e., m aking  the d iso rder  s tronger) ,  the diffusivity decreases  by orders o f  magnitude. 
D esp ite  its g rea t practical im portance , no  efficient and  reliable c o m p u te r  s im ulation  o f  this 
p rob lem  was carried  o u t  for many years because  (1) o f  the long-range na tu re  o f  C ou lom bic  
in te rac tions  and (2) the fact th a t  the  charge  cen te rs  give rise to deep  poten tia l  wells that 
may ca p tu re  the m obile  particles fo r  long pe r iods  o f  tim e and slow down their  m otion.

Let us now describe how M D  sim ula tions of  this p rob lem  can be carried  and , in par t ic 
ular, how the effect o f  long-range C ou lom bic  in terac tions can be taken into accoun t by an
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efficient and  reliable a lgorithm  developed  by M chrabi and Sahimi [171], They used both a  
co n tinuum  and a lattice rep resen ta t ion  of  the system. The con tinuum  represen ta tion  w as 
used when the fixed charge  centers  were distributed randomly in the m edium . T he  lattice, 
which was simple-cubic, was used when a po ten tia l-po ten tia l  corre la tion  function, def ined  
below, was used fo r  gene ra t in g  the potentia ls  due to  the fixed charge centers. At time I =  0 , 
the  charged  m obile  partic les are distributed  random ly in the system, bu t as they move c o r r e 
lations deve lop  be tw een  them . In addition  to the Coulombic interaction, a short-range, 
repulsive in terac tion  was also used to prevent cap ture  of  a mobile charged  particle by a n  
im m obile  o n e  with the opposite  charge.

T he  charge  cen te rs  are  e i the r  distributed explicitly th roughou t the m edium  or are  r e p r e 
sen ted  by the ir  po ten tia l  distribution genera ted  by the po ten tia l-po ten tia l  corre la tion  func
tion. To m ak e  the system neutra l ,  equal num bers  of the centers  with opposite  charges a re  
inserted  in the  system and  similarly for the mobile particles. T h e  C ou lom b  potentia l  Ut 
acting on the  /'th m obile  particle is written as.

[and also £//mm)] is co m p u ted  by the M PE m ethod  described in detail below. In th e  
second  m e th o d ,  o ne  can use the fact that diffusion of  charged particles in a d iso rd e red  
m edium  can be viewed as a transport  process in an external potentia l  field gen e ra ted  by 
the quen ch ed  d iso rd e r  th a t  represen ts  the fixed charge centers. Thus, instead of directly

where  qs and  q,„ a re  the  charges for the fixed and mobile particles, respectively, and e0 is 
the  permittivity. T h e  charge  density p ( r )  is represen ted  by its corre la tion  function ^ ( r )  
which, in the case o f  Debye-Hiickel statistics, is given by

w here  p<> =  ( p ( r ) ) ,  and  k 1 is the spatial correlation o r  the screen ing  length. T he  d e p th  o f  
the  potentia l  wells in which the mobile particles are cap tured  by the immobile ones, and  
thus the radius o f  influence of  the traps, is controlled by k ~] . The larger k ~] is, the d e e p e r  is 
the  po ten tia l  well and, thus, the larger the times spent in such traps. In the limit k ~1 oo, 
the t rapp ing  times beco m e  infinitely large and, therefore , the effective diffusivitv is zero. 
T h e  pow er spec trum  x,fu!)( (o) for the potentia l  is calculated from that of the charge density 

as Eq. (75) is a convolution integral o f  the charge density and the G reen  function 
for  the po ten tia l  g e n e ra te d  by a single charge particle and, there fo re ,  in 3D

N ote  that the  ID  version of  Eq. (77) is given by = p{t{qrqni/ s u)2/ ( w 2 - i -  k2). H ence , 
a realization  o f  the po ten tia l  field is g enera ted  as follows. R andom  num bers, distributed  
uniform ly in [ —>/3, \ /3 )  (fac to r  J i  ensures that the power spectrum  is 1, as it should  be), 
are  assigned to  the sites of  the system. The resulting array is then  Fourier  t ransfo rm ed  and

(74)

w here  U-tm) is due  to the  in terac tion  between the mobile particle and the fixed cen ters ,  
w hereas  is co n tr ib u ted  by the interaction betw een the mobile particles themselves.
(//  m) can be ca lcu la ted  by two d ifferent m ethods (yielding idential results). In one m e thod ,

d is tributing the  charge  cen te rs  with a given density p ( r ) ,  Uj<m) is formally rep resen ted  by 
the so lution of the  Poisson’s equa tion , which in 3D is given by

(75)

(76)

(77)

multip lied  by a n d  then inverse Fourier transfo rm ed .
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U jm) and t/.(mm) can also be calculated by the M P E  m ethod  [164-167, 171, 172J. In this 
m ethod , a particle / interacts with the nearby particles through the usual C o u lo m b  p o te n 
tial, and with the far away particles through their precalculated m ultipo le  expansions o f  the 
potentia l.  The  to ta l  poten tia l  U ( r)  =  ^ y( r ) p roduced  by a g roup  o f  N  charges  is

U (r) =  q-  -  P . V ( ^ j  + ]- Q  : V V  ( ^ j  -  ^ O lV V V  (  ‘ )  +  • • - (78)

w here  q , P, Q, a n d  O  are , respectively, the m onopole , dipole, q u ad ru p o le ,  an d  octapo le  
m o m en ts  o f  the g ro u p  o f  charges a round  the origin. In practice, we write

with

<7=£<7, (80)
/

Pa^Y .< ]iR ia (HI)
i

G«, =  E ? A  QaP=T.<iiR ittRii» Q=£<7,*? (82)
/ / /

On =  Y^q,R2,R,„, Oniu=Y^q,R)„, Oaâ  =  Y.qiR)aRip, Oupy =  Y ,q iRinRifiR,y, (83)
/ / / /

w here r  =  |r|, R, is the  position vector of  the i th  charge, a ,  /3, and  y  s tand  for the co o rd ina tes  
X, y, an d  z, and  q, is the  charge of  the z'th (fixed or mobile) particle.

A  highly efficient s imulation technique is fundam enta l to this study. H ence , in add ition  to 
taking advantage  o f  the multipole expansion, the 3D  simulation cell is divided into 8 sm aller 
equal boxes, called children of  the original box [164-167]. Each  child box is a parent to 8 
smaller boxes, with the division continuing up to a certain  level tha t  is called the  m axim um  
level (maxlevel) o f  division. T he da ta  needed  for each particle, tha t is, its position and type
(mobile o r  fixed), a re  s to red  in a particle object. A  cell object conta ins  a list o f  its current
particles. Each partic le  is also “con n ec ted ” to the next and  previous partic le  in the list. A f te r  
setting up  the en tire  da ta  s tructure , the multipoles of  each cell a ro u n d  its c en te r  at the  
maxlevel are  ca lcu la ted  using the above expressions. Then , the m ultipo les  o f  the p a re n t  cells 
are  c o m p u te d  by trans la t ing  and adding  the multipoles o f  the ir  children  by a d isp lacem ent 
vector i  — ( t x, £v, £ ,) . In term s of the old quantities, the new (p r im ed)  tran s la ted  quan ti t ie s  
are given by,

K  =  p „ -  qt*  (84)

Qua ~  Qan ~  2 ( ltPu +  C f (85)

Q’aii =  Qan -  tpPa -  t aPfi +  q tat,3 (86)

Q' =  Q'aa +  Q ^ +  Q'yy (87)

0'ana = Oaaa -  M 0 +  2 el -  q t \  (88)

0'aul3 =  Oaap -  tpOaa +  U - 2 QaP +  2tpP„ +  i a{Pp -  q tp)] (89)

0 :tl3y = O aPy + Ly( ipPa -  Qnfj) + i p( taPy -  Quy) +  t M y P p  -  Qfiy) -  q w y (9°)

Each  partic le 's  po ten tia l  energy is divided into V f mt and U]M. A  particle  in a cell at the  
maxlevel in te rac ts  with all o th e r  particles in the same cell and in the  ne ighboring  cells by 
the usual C o u lo m b  potentia l,  thus yielding Ujw"‘". T he  same particle a lso in terac ts  with its
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p a re n t ’s neighbors’ children th rough  the co rre sp o n d in g  multipole expansions. C o m pu ta t ions  
continue up to the entire  s im ulation  cell, hence  yielding U}'dr. In this way, the n u m b er  o f  
the cells that interact with each partic le  is drastically reduced  as one  moves away from  the 
particle. For example, in 3D  with four  levels o f  division, the  n u m b er  o f  the interacting cells 
is only 415, ra the r  than the original 4069 cells. This m e th o d  is highly efficient for taking into 
account the effect o f  C o u lom b  an d  o th e r  long-range potentials.

However, even with such an efficient a lgorithm , M D  sim ulation of  this problem  requires 
intensive com putations. If the  s im ula tions are  not ca rr ied  out for long enough times, one 
may not be able to ob ta in  the true  asym pto tic  (long time) behav io r of  the system. As an 
example, consider the p roblem  in a ID  system, such as a highly an isotropic  m aterial so that 
the motion of  the mobile particles is res tr ic ted  essentially to one  direction. In this case, the 
mobile particles can only travel in the space between themselves, as they canno t “j u m p ” over 
each o ther.  T h ere  are  m any relatively fast diffusive ju m p s  in the tra jectory o f  the particles 
after certa in  periods of  time. In be tw een  the jum ps, o n e  has a slow m otion  that causes the 
overall t ransport to be an om alous  [i.e., a  < 1 in Eq. (73)], not only in ID  but also in 2D  and 
3D. T he mobile particles can be tra p p e d  in the  po ten tia l  wells ( traps) that the quenched  
distribution of  the charge  cen te rs  crea tes . T h e  traps have a finite sphere  o f  influence, such 
that for any particle i within the sp h e re  the po ten tia l  difference A U-, for a d isplacem ent 
that can take i ou t of the sphere  is very large, and thus the probability of  an appreciable  
jum p  is small. However, a f te r  som e time, the particles are  close to  the  boundary  of  the traps 
and escape with a d isp lacem ent that takes them  o u t  o f  the traps. They then resum e their 
diffusive m otion until they are  cap tu red  by a n o th e r  trap , and so on.

Let us m ention  that, in addition  to the  basic fast Ew ald-sum m ation  m eth o d  and the M PE  
technique described above, their  varian ts  and  also o th e r  m ethods  have also been  devel
oped. For example, B rand t  and L ubrech t  [173] deve loped  an efficient sum m ation  technique 
based on multigrid m ethod ,  which has been  ex tended  [174, 175] to  e lectrostatic  potential 
com putations. In addition, a v ar iab le -o rder  version o f  the A p p e l’s a lgorithm  [168] has been 
developed [176, 177]. M oreover, massively parallel versions o f  the M P E  algorithm have also 
been  developed and re p o r te d  [178].

3 . 3 .  F o r c e  F i e l d s  a n d  I n t e r a t o m i c  I n t e r a c t i o n  P o t e n t i a l s

Classical M D  sim ulations are  a valuable  tool for studying various p ropert ies  o f  materials 
using millions of  atoms. H ow ever, as discussed earlier,  accura te  in teraction  po ten tia ls  are 
crucial to the success o f  M D  com pu ta tions .  A lthough  simple in teraction  forces, such as 
those derived from the U  poten tia ls ,  have provided  us with much qualitative insight into 
the properties  o f  various materials ,  quan ti ta t ive  p red ic tions requ ire  much m ore  realistic 
rep resen ta tion  o f  the in teractions be tw een  the a tom s. M oreover,  only for noble gases can one 
represen t the in teractions be tw een  a tom s by density-independent, pairwise-additive forces, 
w hereas the repulsive and  attractive fo rces  are  due  to  spherical e lectron clouds tha t are  close 
to the nuclei. T he  a lte rna tive  to the LJ and similar po ten tia ls  are  sem iem pirical expressions 
designed for accurately  describing small d is tortions from  the g round  sta te  in m ore complex 
m olecular systems. A lthough  such poten tia ls ,  which can be viewed as a kind of  Taylor series 
expansions of the energy abou t its m in im um , are  useful for describing phonons  and  elasiic 
deform ations, they are  incapable  o f  describing the energy  of  s ta tes that differ significantly 
from te trahed ra l  g round  sta te  or  w hen  o n e  m ust deal with large deform ations.

T he  complexity o f  a force field d ep en d s  on the  chemical and geom etrical s truc tu re  o f  the 
m olecules for which the force field is in tended . M olecu la r  vibrational spectra  of  molecules 
are used for deriving various force constan ts , in te rnuc lea r  distances, and  o th e r  p roperties 
that are used in con truc ting  a force field. V ibra tions of  a m olecule  are  described as a super
position of the fundam en ta l  oscillations for tha t m olecule, usually re fe r red  to as the  normal 
modes. A molecules o f  N  a tom s has 3 N  — 6 n o rm al modes, which is the result o f  three 
degrees  of  freedom for each  a tom  (hence  yielding 3 N ).  minus th ree  translational and three 
rotational degrees of  freedom . In a force field for a complex molecule, such as a polymer, 
one usually includes forces that co rre sp o n d  to  s tre tching, in-plane and ou t-of-plane bend
ing, and tortional forces. In-p lane  d e fo rm a tio n  o f  an A — B — C sequence  forces A  and
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C  c loser  toge ther ,  usually refe rred  to  as scissoring, w hereas  an o th e r  in-plane deform ation , 
usually called rocking, moves A  and  C  in the sam e d irec tion  while keeping their  distance 
m o re  or  less the  sam e. T he ou t-o f-p lane  d e fo rm a tio n  is also o f  two types. In one, usually 
re fe r red  to as wagging, the  a tom s m ove in th e  sam e d irec tion  with respect to the reference  
p lane , w hereas  in the  second  type, called twisting, o n e  a tom  moves in one direction while 
th e  o th e r  two m ove in the  opposite  direction. T h e  po ten tia ls  o r  force fields can be divided 
in to  two groups.

(i) In o n e  g ro u p  a re  those tha t are  in ten d ed  for b o n d ed  atoms. Exam ples include bond- 
length po ten tia ls  that re p re se n t  strain te rm s and m odel small defo rm ations  abou t a 
re fe rence  o r  equilibrium  values. T he  re fe rence  values can be ob ta ined  from  exper
imental x-ray crystal s truc tures .  A lternatively , they can be ob ta ined  from ab initio 
c o m p u ta t io n s  (see below). I f  the  defo rm atio n s  are  no t too  small, a M orse potentia l 
(see below) is used. Also included in this g ro u p  a re  bond-angle  potentials, as well 
as torsional potentia ls .  T h e  la t te r  a re  included because, for example, one may have 
in ternal ro ta t io n s  o f  groups  within a m olecule. It must, however, be  po in ted  ou t that 
the  origin o f  the  barr ie r  to in ternal ro ta t io n  has not been resolved. M ost o f  these 
po ten tia ls  a re  typically q u ad ra t ic  in e i th e r  d isp lacem ents  (bond-length  potentia ls) or 
angles and  the ir  cosines (bend ing) ,  a lthough  h igher o rd e r  te rm s are  also frequently  
used. Torsional po ten tia ls  a re  m o re  complex. If 6, is the  torsion angle, then the energy 
co r respond ing  to  it is usually re p re se n te d  by E  =  X X i  +  cos(/0, — 0O)], w here 
a typical value o f  n  is 3 o r  4, and  Vi is the  b a rr ie r  height.

(ii) In the second  g ro u p  are  n o n b o n d  poten tia ls ,  such as van de r  Waals and C oulom b 
potentia ls .  T h e se  were a lready  described.

It should , the re fo re ,  be  c lear tha t  d ev e lo p m en t  o f  a realistic force field for rep resen ting  all 
the  im p o r tan t  in te ra tom ic  forces in a m olecule  is a difficult task. For this reason, developing 
accu ra te  rep re sen ta t io n  o f  the in terac tion  forces be tw een  various a tom s has been, for many 
years, an active resea rch  field. We sum m arize  in this section  som e o f  the most significant 
results  that have em e rg e d  over the last two decades.

3.3.1.  The Embedded-Atom Model
T he  e m b e d d e d -a to m  (E A )  m odel, which w as originally in tended  for metals, was developed 
by D aw  an d  Baskes [179, 180] bu t has since b e e n  used for o th e r  types of  materials. So far 
as n an o p o ro u s  m ater ia ls  are c o n ce rn ed ,  the  E A  m odel is relevant to modeling o f  metallic 
m e m b ra n e s  (see above).

In m etals , e lec trons  are  not al! localized a ro u n d  the  nuclei, ra the r  the valence electrons 
are  o f ten  shared  am o n g  many ions, s im ilar to  a nearly  f ree-electron gas. This implies that 
the  energy  dep en d s  on the local e lec tro n  density, resulting in many-body, ra th e r  than pair
wise, forces be tw een  ions, hence  allowing o n e  to  rep resen t  the  interactions betw een  ions 
in m eta ls  by a relatively simple ap p ro x im ate  functional fo rm , com m only re fe rred  to as the 
E A  po ten tia l .  In this approx im ation , the  to ta l  po ten tia l  energy  E  o f  N  ions in an arbitrary 
vo lum e V  is given by

w here  U (r tj) is a density-independent, pairw ise-additive, and  short-range in teraction  potential 
that d e p e n d s  only on  d istance rl} b e tw een  partic les i and  j , and  E* is the  em bedd ing  energy 
tha t d e p e n d s  on  the  local em b ed d in g  density  p, at a tom  /. In effect, each atom  is viewed 
as an im purity  e m b e d d e d  in a host consis ting  o f  all o th e r  a tom s, such that the em bedding  
energy  d ep en d s  on  the electron density. In this sense, the  basic idea of  the E A  model is, 
on  o n e  hand , sim ilar to  a mean-fie ld  app ro x im atio n  and, on  the o th e r  hand, similar to  the 
D F T  d esc r ibed  la te r  in this chap te r .  If  o n e  m ak es  a fu r th e r  simplification by assuming that 
the  density  p, can be app rox im ated  by

(91)

Pi =  X > y ( rv) (92)
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w here  q,(r)  is the effective charge o f  a tom  /. Note that Z,-(r) must be positive and decrease 
m onoton ica lly  with increasing r. A particularly simple, yet accurate, expression is given by

q(r) =  Z J 1 +  t f , r " - ) e x p ( - f l3/-) (102)

w here  Z„ is the  n um ber  o f  the  o u te r  e lec trons in the a tom  (e.g., Z t) =  10 for Ni, Pd, and Pt, 
a n d  Z () = 11 for Cu, Ag, and  Au). T he  p a ram e te rs  a }, a2 and a} must be d e te rm ined  em p ir
ically, a l though  a2 =  1 is accura te  for Ni, Pd, and  Pt, while a2 =  2 leads to accurate  elastic 
cons tan ts  fo r  Cu, Ag, an d  Au. Using these observations and properties , Daw and  Baskes 
[180] an d  Foiles e t  al. [181] ob ta ined  very accura te  empirical corre la tions for the em bedd ing  
energy and the effective charges for a variety of  metals, from which they com pu ted  their  
var ious  p roperties ,  such as their  elastic constants  and  surface energy; see also Johnson  [182], 
who used  the  E A  m odel to  study F C C  metals.

Holian  e t  al. [183] deve loped  the following E A  model for use in M D  simulations of 
d e fo rm a tio n  o f  m ateria ls  u n d e r  high stresses. T he local em bedd ing  density was assum ed to 
be  given by a pairwise sum  over all ne ighboring particles, w eighted by a spherical localization 
function  u>(/#), such that

with

w(r)  =
e d ( d +  1) V'',2 - ' ; 2

r: — r

(103)

(104)

w here  cl is th e  d im ensionality  of  the system, e =  e x p ( l ) ,  rc is a cu toff  distance, and re is the 
equilib rium  n ea res t-ne ighbor  distance. T he  pairwise interaction poten tia l  U(r)  was taken to 
be.

U (r)  =

(=) r < r,

« , (r- -  r-)~ + a2(r- -  r )  , r, < r < rc (105)

0,

w here  x  >s the  fractional pair-potentia l  contr ibu tion  to the total cohesive energy ( ^  =  1/3 
is a reasonab le  value for many metals), and a x and a2 two p a ram e te rs  tha t are  given in 
te rm s o f  rh and the  derivative o f  the LJ potential o f  U(r) ,  eva luated  at rt. Finally, the 
e m b ed d in g  energy Ef  was taken  to be

E i'(P, ) =  ~ e s d ( d  +  ])(1 -  x)P i In l>, (106)

O n e  can  also replace the  LJ po tentia l by the  m ore  flexible Morse-like potential,

f - W -  =  £ { e x p [ - a ( ; - / / ;  -  1)] -  1 }2 -  e  (107)

w here  a ,  the  s teepness o f  the repulsive well, is re la ted  to V0, the  volume o f  the und efo rm ed  
system, and  th e  bulk m odulus  o f  the  system at equilibrium. T h e  M orse potentia l  [184] was 
originally suggested for m odeling  bond  de fo rm ations  tha t exceed very small fluctuations 
abou t equilibrium  states and  has proven accura te  for rep roducing  certain  fea tu res  of  small 
molecules.

H ow ever, the  a tom ic densities can also be com pu ted  by the H artree -F ock  approx im a
tion, an d  the em bedd ing  energy and  the pair  poten tia ls  can be calculated by an ab initio 
m ethod . T he  ab initio e lectronic  struc ture  calculations can be used in o rd e r  to genera te  an 
accura te  da tabase  for configurational energies, which are  then used for de te rm in ing  the nec
essary p a ram e te rs  o f  the E A  model [185] and take advantage o f  analytical functional forms 
o b ta ined  from  the theore tica l analysis. T h e  ab initio e lectronic  structure  calculations are 
fo rm ula ted  in the context o f  the q u an tum  mechanical D F T  described  la ter  in this chapter.

r
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Baskes e t  al. [186] p ro p o sed  a potentia l based  on the EA model by in troducing an ar.gu- 
lar  dep en d en ce  in the host e lec tron  energy, which could then adequate ly  account fo r  the 
bond-bend ing  forces in such m ateria ls  as diam ond. The  po tentia l could fit the  energies o f  
the high-density polym orphs, with the goodness o f  the fit being com parable  with those of the  
o th e r  potentia ls  described  below. It could also describe exactly the static p ropert ie s  o f  cubic 
d iam onds, and provide a relatively accura te  description o f  bulk defects and vacancies. How
ever, it provides high values for the energy o f  the intrinsic stacking faults in silicon. Most 
recently, Web and  G res t  [187] used a variant o f  the E A  model to  com pute  the surface :en- 
sion o f  l iqu id -vapor interface o f  metals. The  ag reem en t between the pred ic ted  values and 
the  experim enta l da ta  was very good, hence indicating that the EA  model can also describe 
fluid interface p ropert ie s  o f  materials.

3.3.2. The Stillinger-Weber Potential
Stillinger and W eber [188] proposed  a semiempirical potential for silicon which appears 
to be relatively accura te . In the ir  model, the total in teratom ic poten tia l  involves two- and 
th ree-body  contr ibu tions and is written  as

£  =  E ^ ( ' - , ) +  E  (-08)
i < j  i . j < k

w here  U2— the two-body te rm — can include such effects as the steric repulsion, charge trans
fer  be tw een  atoms, charge-d ipo le  and van der Waals interactions. Therefo re ,

j ]  i  \ ^ ‘i  i (  1 u  \  {  f ' i \  / j
C’A '. ,)  =  j ,  +  — -  J  <109)

T h e  first te rm  o f  Eq. (109) rep resen ts  a tw o-param eter  rep resen ta t ion  of  the steric repul
sion; the  second te rm  is the C oulom bic interaction due to charge transfer and  contains the 
effective a tom ic charges q, and  q-\ the  third te rm  takes into account the ch a rge -d ipo le  inter
action  due to the large polarizability o f  negative ions, while the last te rm  corresponds  to the 
induced  d ipo le -d ipo le  interactions. Covalent effects are taken  into account th rough  three- 
body bond-bend ing  and  bond-stre tch ing  term s and includes the S i-C  as well as C - S i - C  bond 
angles. T he  correspond ing  po ten tia l  is given by

i, < \ c? ( y y ^ (c o s f f , -  cosfi j 2r,k) -  B ljk e x p -------------------------- -------- — ------ -i-  -e ( r „  -  rf/) 0 (ro -  rlk)
VT„ -  r{, r,k -  r j  1 +  C ( c o s 0,-,* -  cos 0,,A.)~ '

(HO)
H ere ,  Bjik is the  strength  o f  the interaction, ©(/*„ -  r/;) is the step function, 9jik is the 
angle fo rm ed  by rtJ an d  rik, and  6jik is a constant. T he constant C  plays an im portant 
role if the  m aterial undergoes  structura l transform ation. In the original Stillinger-Weber 
fo rm ula tion , cos 6jik was assum ed to have a value of  - 1 / 3 ,  but, m ore generally, one  can 
t rea t  this te rm  as an adjustable  pa ram ete r .  Note  tha t the “ ideal” te trahed ra l  angle 8 is 
such tha t  c o s#  =  —1/3, so tha t the tr igonom etric  part  o f  Eq. (110) clearly discriminates in 
favor o f  pairs o f  bonds  em anating  from i with the desired geom et 17. It is c lear  that the 
Stillinger-Weber po ten tia l  contains many p a ram ete rs  that must be est im ated  by fitting the 
predic tions ob ta ined  with the potentia l  to certa in  p roperties  of the m a te r ia l  Shimojo et al. 
[189] em ployed this poten tia l  in the ir  M D  simulations o f  cubic SiC under  isothermal-isobaric 
conditions, using only 1728 atoms. Table 2 com pares  the predictions o f  the M D  simulations 
with the experim ental da ta ,  indicating excellent ag reem en t between the two sets. In addition, 
the vo lum e-pressure  re la tion  was com pu ted  for SiC in the zinc-blende s tructure  ( tha t  is, in a 
configuration with fourfold coord ination),  and was found to be in excellent ag reem ent with 
the experim enta l data.

As far  as n an o p o ro u s  m ateria ls  are  concerned , silicon carbide, which has a wide range 
o f  applications, from optoelec tr ie  devices to  engineering  m ateria ls  for various applications, 
also has an im portan t  use as the basic substrate  for preparing  nanoporous  m em branes  that 
m ust o p e ra te  at h igh-tem pera tu re ,  high-pressure conditions [190]. The  reason tor the SiC
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Table 2. Comparison of the M D  predictions of the properties of 
cubic SiC in zinc-blcndc structure, obtained by using the Stillinger- 
Weber potential, with the experimental data.

Property M D Experiment

Lattice constant (A ) 4.36 4.36

C „ 390 390

C,2 144 142
179 150-256

Bulk modulus 225 225
Melting temperature (°C) 3000 2830

The clastic constants are in GPa.

popu lar i ty  is that it has excellent chemical stability, good electronic properties, and high 
stiffness and hardness.

T h e  Stillinger-Weber potentia l is, by far, the most widely used potential. It has been 
used in the  study of clusters, lattice dynamics, bulk point defects, the liquid and am orphous  
sta tes, surface diffusion and reconstructions, Si('lOO) stepped  surfaces, the l iqu id-vapor and 
c rys ta l-m elt  interfaces, pulsed melting of  surfaces, epitaxial growth from the vapor, liquid- 
phase  epitaxy, and growth of am orphous  films via a tom  deposition, as well as calculation of  
m echan ical p roperties  tha t was m entioned  above. It has also been  ex tended  to G e, sulfur, 
fluorine, and S i-F  materials.

Mistriotis et al. [191] modified the Stillinger-Weber po tentia l in o rd e r  to describe cor
rectly clusters with m ore  than 6 atoms. T he angular dependence  o f  the three-body term  was 
m odified, and a four-body term  was also added.

3.3.3. The Tersoff Potentials
It can be shown by simple quan tum -m echanica l argum ents  tha t the larger the num ber  of 
n e ighbors  that an atom  has, the w eaker the bond to each neighbor is. In general, the bond 
s treng th , o r  bond order,  depends  in a complex way on the geom etry  o f  the material. For 
exam ple , even-m em bered  rings might be favored over odd ones. However, the most im por
tan t single variable is the coordination n um ber— the num ber  o f  neighbors close enough 
to fo rm  bonds. If the energy pe r  bond  decreases sufficiently rapidly with increasing coo r
d ination , then the diatom ic m olecule will be the most stable a r ran g em en t  o f  atoms. Low 
coo rd ina tion  num bers  are  com m on  for a tom s at the far right of  th e  Periodic Table (especially 
nea r  th e  top). However, if the  bond  o rde r  depends  only weakly on  the coord ination  number, 
then, c lose-packed structures  form  so to maximize the n um ber o f  bonds. This limit co rre 
sponds, roughly speaking, to metallic ra ther  than covalent bonding, and  is found for atoms 
at the left and bottom  of the Periodic Table, with a trend  in be tw een  from low coordination  
n u m b e rs  at the  up p e r  right to  high coord ination  num bers  at the lower left. Thus, bond  o rde r  
is a m onotonically  decreasing function o f  the  coord ination  num ber ,  and a trade-off  between 
this p roperty  and n um ber  of  bonds dete rm ines  the equilibrium conditions.

Silicon, aside from its technological im portance, is a rem arkab le  m aterial because, even 
with m odest  changes o f  pressure, it can take on struc tures  with a large range of  coordination. 
This is due  to the fact that a decrease  in bond  strength with increasing coord ination  num ber 
essentially  cancels the increase in the n um ber o f  bonds over a large range of  coordination  
num ber.  As such, silicon provides a stringent test o f  our ability for describing the dependence  
o f  bond ing  upon coord ination  num ber  and, hence, ou r  ability for developing potentials  that 
can accurately describe its structure .

In an  im portan t  paper, Tersoff [192] suggested such a po tentia l for silicon. Because o f  the 
crucial role o f  bond  o rd e r  and its dependence  upon  local geometry, one  must include an 
env iro n m en t-d ep en d en t  bond  o rd e r  in the potential. Thus, in T e r s o f f  s fo rm ula tion  the total 
in te ra tom ic  potentia l energy is taken  to be

f  =  I £ ,  =  ^ E £ i  
/' “ i j±i

( i l l )
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where

E,, =  UA 'V , ) K  u r( ra) +  hnu A n , ) \ ( 112)

Here, £ ,  and £ ,y are, respectively, a site and a bond energy, the sums are  over the a tom s o f  
the system, and rtj is the d istance betw een (the cen ters  of) the a tom s i and j.  The func tion  
U,. represen ts  a repulsive pair  potential, which includes the orthogonalization  energy w hen  
atomic wave functions overlap  (see below), w hereas  U„ is the attractive pair po ten tia l  asso
ciated with bonding. A s already em phasized  th roughou t this chapter , in m any applications 
short-ranged functions allow a t rem endous  reduction in com putational effort, and, the re fo re ,  
a cutoff function Uc has been  in troduced  to limit the range of  the po tentia l.  The  function  
bjj is a m easure  of the bond  order ,  and is assum ed to be a monotonically  decreasing fu n c 
tion of the coord ination  of  a tom s i and j. in  addition, terms that act to limit the range o f  
interaction to the first ne ighbor shell a re  included in b,r  and the function alf consists solely 
of such range-limiting terms.

Ferran te  et al. [193] showed that a large n um ber  of  calculated b inding energies for solid 
cohesion and chem isorp tion  can be m apped  on to  a single dimensionless function using a 
th ree -pa ram ete r  scaling, and  Abell [194] showed that this universal behavior can be well- 
explained by use o f  a M orse or  Morse-like pair potentia l,  Eq. (107). T here fo re ,  Tersoff [192] 
proposed  the following expressions for Ur and U„:

U,.(r) = A exp (-A ,/- )  

U„(r) =  - B e x p ( - A , / )

(113)

(114)

whereas the cutoff function U,. was taken to be

UAr)  =

r < R -  D

1
-  sin
2

7r(r  -  R)
( 2D)  

0, r >  R + D

R - d  < r < R + D (115)

The cutoff function (and  its derivative) is con tinuous for all r , and varies between 0 and  1 
in a small range a round  R , which is selected so as to include only the first-neighbor shell 
for most structures. In effect, the potentia l has the  form  of a Morse pair po tentia l,  ignoring 
the three-body and h igher o rd e r  effects, but with a bond -o rd e r  p a ram e te r  6 ((. that d ep en d s  
on the local environm ent.  T he  function b - is given by

with

b,i = ( i + m - 1' 2”

Cij =  E  UArik)g(0ijk)eM*l(nj - r lk?\ 
k*i. i

g(0)  = 1 +  c2{d 2 -  [d2 +  (li -  cos d)2y 1}

(116)

(117)

(118)

where 0,jk is the angle b e tw een  bonds ij and ik. T he  function cos 0ijk is used to  ensure  
the p ro p e r  analytic behav io r  for the d ependence  of  on dijk. Note tha t  btj /  b jh which, 
however, does not have any significant consequence. If. however, o ne  insists on a m o re  
symmetric form, the sum over pairs of a tom s in Eq. (112) can be replaced with a sum  over 
bonds (/' >  j),  with b,, rep laced  by a symmetric function, b,( =  \ ( b lj +  £>,,). Tersoff [192] also 
proposed  the following eq u a tion  for the function an.

ii v - ] In

Vij =  E  LIA ' !k)cxp{AUi',! -  r,k y  I

(119)

( 120 )

where a  is typically small enough  that au ~  1 unless, of course, 7/,, is exponentially  largo.
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Subsequently, Tersoff [ 195] modified his p roposed  potentia l in o rd e r  to describe m ulticom 
po n en t  mixtures, and  m ore specifically C -S i and S i-G e  mixtures. In his generalization, Eqs. 
( I l l )  and  (112) remain the same, but the rem aining expressions are modified to account for 
the m u lt icom ponen t na tu re  of  the system. Thus,

= '4 , ,e x p ( -A ,7/-J )

Uu(rij) = - 5 „ e x p ( - / V / y )

( 121)

( 122 )

U M n )  =

1, < Rjj

1 1
2 +  2 C° S

irin , -  Rjj)

(S,i -  R n)
R^ < i jj < Sjj (123)

where the various p a ram eters  are given by

b,i =  Xij{ 1 +  P'i'£”j ) ~ l/2"' (124)

k  =  E Uc(>)k)w,kg(0,Jk)
k j t i J

(125)

g(0ijk) =  1 +  c j { d [ 2 -  [dj +  (/?, -  c o s 6ijk)2]-'} (126)

^ ij =  2 ^ '  +  ~  2 ^ '  +  ^ (127)

A.j = J  A . A r  B„ = J B . B , (128)

1 wII■—
.

11oif‘ (129)

Note tha t  the p a ra m e te r  \ , j  s trengthens o r  weakens the he te ropo lar  bonds and, therefore , 
rep resen ts  in some sense the chemistry of  the mixture. N ote  also that X u  =  1 a n d  X r} ~  X j r  

and that w n- =  1, although experience has indicated tha t (otj = I is also a reasonable  esti
mate. C o m p a re d  with the case o f  a pure  com ponen t,  the potentia l for mixtures is som ewhat 
simpler, as the p a ram e te r  D o f  Eq. (115) has been eliminated. All the p a ram e te rs  o f  these 
potentia ls  have been  estim ated  by fitting them  to the heat o f  fo rm ation  and  the p roperties  of 
the respective e lem ents. For Si the p a ra m e te r  D  is abou t 0.15 A. The  rest of  the p a ram ete rs  
are listed in Table 3.

Table 3. Estimates of the parameters for carbon, silicon, and germanium to 
be used in the Tersoff potential. Except for R  and 5, all the parameters have 
been optimized (adapted from Tersoff [195]).

Parameter c Si Ge

A  (e V ) 1393.6 1830.8 1769.0
B  (c V ) 346.7 471.18 419.23

R  ( A ) 1.8 2.7 2.8

.9 ( A ) 2.1 3.0 3.1
C 38049.0 100390.0 106430.0
tI 4.384 16.217 15.652
h -0 .57058 — 0.59825 -0.43884
n 0.72751 0.78734 0.75627

P 1.5724 x  10-7 1.1000 x  10 “ 9.0166 x  l O  7

A ( A  1 ) 3.4879 2.4799 2.4451

M ( A  •■) 2.2119 1.7322 1.7047

AV-si =  0.9776 XSt Gi, =  1.00061
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M ura et al. [196] s tudied the p roper t ie s  o f  S i |_ vC v co m p o u n d s  in the  range 0.125 <  .v <  
0.875 by ah initio Q M D  m e th o d  o f  C a r  an d  Parrinello  [50] (see below) and  by M D  sim ula
tions using the Tersoff po ten tia ls  and  found very g ood  ag reem en t  be tw een  the predictions 
o f  the two m ethods. H ow ever, because  o f  the large difference in b ond ing  characteristics 
betw een hydrogen and  carbon  (recall tha t H is m onova len t  whereas C  has a valency of up 
to  4), a set of  p a ram ete rs  canno t be found  tha t can adequa te ly  describe b ond  energies for a 
large n um ber  o f  hydrocarbons. F u r th e rm o re ,  the  Tersoff  poten tia ls  can n o t  describe radicals 
and  nonconjugated  double  bonds. T h e se  deficiencies m otiva ted  the d ev e lopm en t of  several 
modified Tersoff poten tia ls  which we now briefly m ention .

Chelikowsky et al. [197] developed  an in tera tom ic  po ten tia l  similar in form  to Tersoff’s, 
which was in tended  for describing the metallic  to covalen t transition tha t  occurs in clusters 
when their  size reaches a critical size. To describe  th e  transition, an angu lar-dependen t 
bond-bend ing  force was inco rpo ra ted  in the po ten tia l .  T he  resulting po ten tia l  provides very 
accura te  description of  perfect d iam o n d  s tructure ,  as well as the high-density  polymorphs 
of  silicon. To model clusters, a so-called dangling-bond  vector was in troduced  that describes 
the transfer of bond s trength  from a dangling bond  to a backbone bond . T he  energies of 
Si„ clusters with n < 10 are , however, u n d e re s t im a ted  by their  po ten tia l .  M oreover, the 
ground-sta te  struc tures  for such values o f  n are  also no t well-described. T h e  potentia l  was 
not in tended for bulk point defects  and  for surfaces.

Following Tersoff, K ohr and  Das S arm a  [198] deve loped  a series o f  in tera tom ic  potentials 
for te trahedrally  bonded  sem iconductors .  T he  bon d -b en d in g  term was modified to deal with 
the larger angular dis tortions from  the  te t rah ed ra l  angle  e n c o u n te red  on  the various (111) 
surfaces. M oreover, because the b onds  o f  a given a to m  can be o f  different na tu re ,  the value 
o f  the effective coord ination  n u m b er  was fixed in an ad hoc way. T h e  potentia l  provides 
accura te  description of  various (111) surfaces.

Bolding and A ndersen  [199] genera lized  T ersoff’s po ten tia l  by expressing the attractive 
te rm  o f  the po tentia l as a sum o f  a -  an d  77- b o n d i n g  te rm s. T he  functional form is complex, 
and  the po tentia l conta ins  over 30 p a ram ete rs .  Bolding and  A ndersen  used a very large data 
base for fitting the param eters ,  including the static p ro p e r t ie s  of  the cubic d iam ond  phase, 
the  fact that the first p ressure- induced  phase  tran sfo rm a tio n  from cubic d iam ond  is the /3-tin 
phase, and the energies and  geom etr ie s  o f  global an d  local minima for clusters o f  2-10 
atoms. For small clusters, the  Bold ing-A ndersen  po ten tia l  genera tes  a  surface that has most 
o f  the local and global m inim a p red ic ted  by ah initio com puta tions .  M oreover ,  its predictions 
for the g round-sta te  s truc tures  and energ ies  are  in excellent ag reem en t with those predicted 
by quan tum -m echan ica l com puta t ions .  T he  static  p ro p e r t ie s  o f  cubic d iam ond  silicon are 
also well described by the po tentia l.

3.3.4. The Brenner Potentials
In addition to the shortcom ings o f  the Tersoff po ten t ia ls  for certa in  materials, the re  s 
an o th e r  im petus for developing m ore  sophisticated  em pirical  or  sem iem pirical potentials. 
Chem ical vapor deposition  (C V D ) of d iam o n d  films is a process of t re m e n d o u s  technologi
cal im portance. It is, however, a com plex process in which d iam ond  grows u n d e r  apparently 
m etastab le  conditions. Various factors, such as add it ion  to  the surface o f  such species as 
acetylene, methyl radicals, o r  a mixture o f  hydrocarbon  molecules, the substra te  tem per
a tu re ,  and initiation of  defects, all may play im p o r tan t  roles. In o rd e r  to  obta in  a better 
unders tand ing  of  this complex process, atomic-scale sim ula tions of this p h en o m en o n  are, of 
course , desirable. However, its Q M D  sim ulation  is still too  costly (in te rm s o f  the com puta
tion time) and, thus, the classical M D  co m p u ta t io n s  with an  accura te  in teratom ic potential 
a re  desirable. The  potentia l  developed  by B ren n e r  [200] is in tended  fo r  this purpose. Its mam 
use is for hydrocarbons, and  it can  take  into accoun t the effect of  in tram olecu la r  chemical 
bond ing  (which the Tersoff po ten tia ls  a re  incapable  o f  doing) in m any small hydrocarbon 
molecules, as well as g raphite  and  d iam o n d  lattices.

In its spirit, B renner 's  fo rm u la t ion  is similar to T e r s o f f  s. The  binding energy E h for t ie  
hydrocarbon potentia l is given by

(1 3 0 )
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w here , similar to  the Tersoff potentials, Ua and  Ur a re  the attractive and repulsive part of 
the  energy, and are given by

Di.Su
U M j )  = 7  exP

*!

Urinj) = fij exp - J 2 S „ D „  -  R‘„)

(131)

(132)

w h ere  D ‘; is the well depth , and RctJ is the equilib rium  distance, the value of which is the 
sam e  as re in the M orse potentia l,  Eq. (107). In fact, fo r  =  2 the attractive and replusive 
po ten tia ls  are essentially identical with the  M orse  poten tia l .  T h e  functions f u(r,f) are cutoff 
functions given by

fair) =

1, r < < >

1 1
-  +  -  cos 0 1

7r(r  -  R]'/)

( R f  -  r
r <;> < / < z?:;1 (133)

0, r > R ( 2 )

It should  be clear that the cu to ff  functions explicitly restrict the interactions to nearest 
neighbors. T he  function b^ is given by

=  ~ ( b u +  />,,) +  Fij[N \ ,), N )’\  N™'] (134)

implying that, similar to the Tersoff potentials, b:] d ep en d s  on the  environm ent around  atoms
i and  j  and  implicitly contains many-body inform ation . T he  function Ft) is a correction  term  
which is used only for carbon-carbon bonds, and

k±Lj
(135)

H ere , /V/C) and N - U) are the num ber  o f  carbon  and hydrogen a tom s b o nded  to a tom  i, 
N - n = N-*"* +  N - U\  depends  on w h e th e r  a bond  be tw een  carbon a tom s /' and j  is part  
o f  a con juga ted  system, and dljk is the angle be tw een  bonds ij  and ik.  Similar to Fih the 
function /7,y is a correction term , and both  functions are  used only for hydrocarbons.

T h e  cu to ff  functions f -Ar)  are used for defining the  various quantities. O ne  has

< * ’ =  E  fiM j)  (136)
J={H }

^ (C)=  E  fu(nj) (137)

where, for example, {C} deno tes  the set o f  the carbon  atoms. Values of  N}n for neighbors of 
two ca rb o n  a tom s involved in a bond  are used for de te rm in in g  w hether  the bond is part  o f  a 
con juga ted  system. For example, if the neighbors  a re  carbon  a tom s that have a coordination
n u m b er  o f  less than four (i.e., N - n < 4), the  bo n d  is defined as part  o f  a conjugated system.
For a b o n d  betw een carbon a tom s / and j ,

A T  =  1 + E  M r , k ) F M +  E  f A rji)F (xji)
/(*/./)={ Q

( 1 3 8 )
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with

=  ' 2  +  2  c o s l 7 r ^ v ' *  2 ) ] '  2  <  x i k  <  3
(139)

and

(140)

T he  function F ( x lk) yields a continuous value of  /V“’"J as bonds form  and break  and as 
second-neighbor coordinations change. If  N"'"1 = 1. a bond is not par t  o f  a conjugated  
system and the function yields appropria te  values, while for A/“ mj > 2 the bond  is part  o f  a
conjugated  system and the pa ram e te rs  fitted to conjugated  bonds are  used. Finally, to m ake 
the potential continuous, 2D  and 3D cubic splines are used for in terpo la ting , respectively, 
the functions H I; and F] betw een  values at discrete num bers  of  neighbors. The  function 
g(0)  is very similar to that in the Tersoff potentials, Eqs. (118) and (126). For example, for 
ca rbon  one has

T he  B renner  potentia l has a large n um ber  o f  pa ram ete rs  that m ust be fitted to experi
m enta l data. The p rocedure  for doing this is to first fit to systems consisting o f  only carbons 
and hydrogen. Param eters  are then selected for the mixed hydrocarbon system that p roduce  
additive bond  energies. Because the pair  term s are first fitted to solid-state carbon structures, 
the equilibrium ca rb o n -carb o n  distances and the stretching force constan ts  for hydrocarbons 
are completely de te rm ined  by fitting to bond energies. To dete rm ine  ap p ro p r ia te  energies for 
hydrocarbons with ca rb o n -ca rb o n  bonds, additive bond energies for single, double, con ju 
ga ted  double and triple ca rb o n -carb o n  bonds, and ca rbon-hydrogen  bonds are  d e te r m in e d  
from m olecular a tom ization energies. Values o f  the p a ram e te r  S, o f  Eq. (135) for carbon 
and  hydrogen turn  out to be identical and equal to 0.80469. Values o f  the o th e r  p a ram ete rs  
a re  listed by B renner  [200], a list too  long to be given here. The B renner  po ten tia l  has been 
used successfully in studying many p henom ena ,  including reaction of  hydrocarbon  species 
on d iam ond  surfaces, m echanical properties  o f  graphite  sheet and nano tubes ,  and  C V D  of 
d iam ond  films. M oreover, excellent ag reem ent was found 1201 ] be tw een  the pred ic tions of 
M D  simulations of  energetics o f  nanoscale graphitic  tubules using the  B ren n e r  potential, 
and  those o f  first-principle electronic structure  calculations using local-density functional 
described la ter in this chapter.

D espite  its success, the  B renner  potentia l  does have certain limitations. For example, it 
does not include the resonance effect o f  aromatics. Most importantly, the  long-range van 
de r  Waals and Coulom bic  in teractions are not included explicitly in the m odel, although 
such interactions play an im portant role in many materials. Che et al. [202] modified the 
B renner  potentia l to take such effects into account. In their  form ulation, the total energy of 
the system is written as

H ere ,  superscript V deno tes  the valence short-range te rm s (for exam ple, those  in the  Bren
ner  potentia l) ,  NB indicates the long-range non-bond part o f  the energy (e.g., the contri
bu tion  of  van dcr Waals o r  Coulom bic forces), and P., -= Pn is a screen ing  function that 
p roperly  weights the NB contributions to the total energy, and is given by

gc (0) =  a{) I + (141)

(142)

P„ -  f ( Uu -  U:,) II f  ( U l U u )
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with
exp( — .Y: v: ), if x  < 0 and v < 0

/ ( * ,  y) = (144)
I, otherwise

As po in ted  o u t  by C he  et al. [202], the screening function eliminates NB interactions between 
two a tom s /' and  j  when they are directly bonded  (i.e., < 0) or w hen they are both bonded
to a com m on  a tom  k  (i.e., < 0 and < 0). In both  cases, the screening function Pn is
negligibly small and, therefore , the NB interactions do not make im proper  contribution to  
the to tal energy. Using the relation, Fa» =  —d E /d ra,j, it is now straightforward to  show that 
the force F„a be tw een  a tom s a  and is given by

In Eq. (145), F ^  rep resen ts  the valence forces, such as bond stretching, bending, and  torsion, 
and is con tr ibu ted  by the B renner-type potential. The second term  rep resen ts  the NB forces 
be tw een  two properly  screened  atoms. The third and fourth te rm s are  due to  forces arising 
from co rre la t ions  betw een  screened  bonds that, in most cases, are negligible. T herefo re ,  if 
a tom s / and j  do  not form a valence bond and a bond  with the sam e atom  k, then usually 
F~ ap =  0, and  e i th e r  =  0 or  =  0, leading to  zero contribution. However, even if 
both a tom s i and  j  bind to a  com m on atom  k ,  o r  if they form a valence bond dircctly, these 
terms will still m ake a negligible contribution to the total energy due  to the exponential 
screening factor, Eq. (144), as in this case e ither  f/Y < 0 or U l < 0. Note that there  is no 
restriction on this fo rm ula tion . T ha t  is, the specifics of the NB term s do  not a lter the  general 
fo rm ulation  o f  this po tentia l.  Che e t  al. [202] used this generalized in tera tom ic  potentia ls  to 
study the energe tics  and s truc tu res  of  a variety o f  materials, including graph ite  and molecular 
crystals and bucky tubes, while Lim et al. [203] used it for generating  n a n o p o ro u s  am orphous  
carbon  s truc tu re ,  and  investigating transport,  chem isorp tion  and separa tion  of  gases in such 
materials.

3.3.5. Force Fields for Organic and Polymeric Materials
In addition  to  the above force fields and  potentials , over the past 15 years o r  so many o th e r  
force fields have b een  developed, and som e have even been com mercialized, for simulating 
large organic  and  polymeric molecules, as well as small inorganic molecules. So far as app li
cation to  n a n o p o ro u s  m ateria ls  is concerned , such force fields are im portan t to  accurate  
m odeling  o f  polym eric  materials, both  when they are used as m em branes  and as p recursor 
m ateria ls  fo r  p rep a r in g  o th e r  types of nanoporous  m em branes.

Sun [204] reviewed and discussed many o f  such force fields. As he po in ted  out, such force 
fields can be classified in th ree  different classes:

(i) In the  first class are  those force fields tha t were intended to  be very generic and, 
the re fo re ,  applicable to  a wide variety o f  materials. For example, the force field U F F  
[205] was deve loped  to  m odel molecules of any com bination o f  e lem ents  of  the Peri
od ic  Table. However, due to  their  generic nature , such force fields are expected to 
yield only reasonab le  predictions for the m olecular  structure  of  a material.

(ii) Force fields tha t have been designed for a specific class of molecules, mostly in b io
chem ical applications, are in the second group. G rea t  efforts have been  m ade to 
im prove the quality o f  the predictions of such force fields. The force fields A M B E R  
[206, 207], C H A R M M  [208], and O P L S /A M B E R  [209-211] are  in this group. These 
force fields, and  also the UFF. use simple functional forms for the diagonal te rm s of 
the  force-constan t matrix.

<>j ijk
(145)

with

f (146)
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(iii) Force fields that no t only can model a b road  class of  m ateria ls  but also can yield 
accurate  predic tions for many of their p roperties  are in the third set o f  the force fields. 
Such force fields em ploy  very complex functional forms, including off-diagonal en tr ies  
o f  the force-constan t matrix represen ting  cross-coupling terms, and cubic and quartic  
forms for the force constan ts  (see above). They contain a large num ber of  p a ram ete rs  
that must be es t im a ted  accurately. These pa ram ete rs  have been estim ated using high- 
quality experim enta l data. T he  pa ram ete rs  of the force fields MM 3 [212] and M M 4 
[213] were est im ated  by this m ethod. Alternatively, quantum -m echanica l ab initio 
com puta tions (see below) can be used for estimating the force field’s param eters .  
This m ethod  has b e e n  used for estimating the p a ram eters  o f  CFF93 [214] and  M M F F  
[215] force fields. Such force fields, although complex, have been  shown to yield very 
accurate  predictions for many properties of  a variety of  polymeric as well as o th e r  
types of materials.

T he  force fields m en tioned  above were developed mainly for biological molecules, which are 
mostly natural polymers. A ttem pts  have also been  m ade  to develop force fields for synthetic 
(m an-m ade)  polymers. T h e  well-known polymer-consistent force field (PC FF) [216-221] is 
an example. H ere ,  we describe a m ore sophisticated force field for synthetic polymers and 
organic  materials, which is called COM PASS (condensed-phase  optim ized m olecular p o te n 
tials for atomistic s im ula tion  studies) [204, 222-224], following Sun [204]. We use his n o ta 
tion, which might som ew hat deviate from our notation  in the rest o f  this chapter, in o rd e r  
to enable  the read e r  to check the original sources w ithout any confusion.

T he  functional form  o f  the po tentia l used in COM PASS is given by

U = 'E [ k 1(b - b „ )2 + k i ( b - h o)3+ k A( b - b n)A\ + '£ i[k:( e - O tt)2 + k i ( 0 - 6 uy  + k A( 8 - 9 „)4] 
b 0

-f^[/ci(l — cos (f))-\-k2( 1 —cos 2<l>) + £3(1 —cos 3(f>)\
cb

b b’

+  5 Z I I ( k ~ f y ))(^|COS (j) + k 2cos 2<t>-\-k^cos 3<jf>)
h */>

+ £ E ( 0- 0o)[*icos Q + k 2cos 2<]) + k-\COs 3</>]
H </>

QiCJ,ZLEW-0<,M'-%)cos  + E E *
i j ‘J 1 j

(147)

G enera lly  speaking, the  po ten tia l  given by Eq. (146) is the sum  o f  two m ajor parts: the 
b on d ed  (or what Sun [204] refers  to  as valence) terms, and the nonbond  contributions. Here, 
b rep resen ts  internal coo rd ina tes  o f  a bond, 0 is the angle (betw een two bonds jo ined at 
a com m on  atom ), c/; is the  torsional angle, while \  rep resents  the out-of-plane angle. The 
coupling term s be tw een  these four quantities have been included, as they are  im portant 
to predicting  vibration frequencies  and structural changes associated with conform ational 
changes of  the molecules.

T he  nonbonded  te rm s o f  Eq. (147) represent the van der Waals (vdW) and C ou lom bi:  
interactions. T hese  are  used  for represen ting  the interactions between two a tom s tha t are 
sep a ra ted  by two o r  m ore  a tom s (so that they cannot be bonded) .  Note that while the vdW 
interaction  potentia l that is used in Eq. (147) is similar to a LJ potentia l,  the exponents 9 a n i
6 are  not the same as those  in the original 6-12 L J potential. T he  reason is that the repulsive 
( r  ! : ) part  of  the original LJ potentia l  is considered too hard, whereas the modified t o r n  
(/• ,;), which is som ew hat “softer ,” represents  be t te r  the repulsive interactions betw een  tw> 
a tom s that are relatively far from  each other.
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T he mixing rules for the /'•' and e , , representing a pair  of  atoms, are given by,f -------,)•

1/6

(148)' S -
+  (r»)A

e .. =  2 - V- 1 7 (149)
V ( r O)3( r O)3  ̂ '

T he Coulom bie in teraction  is rep resen ted  by atomic partial charges. A p a ra m e te r  S,; is used, 
which represen ts  the charge separa tion  betw een two bonded  a tom s i and y, in o rd e r  to make 
the charge p a ram eters  transferable. Hence, one  writes,

<7 / =  E « .y  ( 15°)
j

w here  the  sum is over all a tom s j  that are bonded  to a tom  i. In addition, for simulation 
o f  liquids and crystals in the condensed  phase, a cutoff distance /;. (typically taken to be 
abou t 10 A) is used to trunca te  the nonbonded  interactions. For com puting  energies and 
pressures , however, the long-range interactions are  considered. This is done  by com puting 
the nonbonded  contribu tions up to rc, calculating the corrections to them  due to distances 
r >  r(., and using spline functions to sm oothen  the transition from the region r <  rc to 
r > rc. F or  the vdW  interactions, if we consider a system of N n different nonbonded  atoms 
in teracting  with pair  po ten tia l  £//;( r ) ,  the corrections to the total energy and pressure are 
given by [204],

Uc =  2 E  N i E ^ P j  I  S ^ U ^ r y - d r  (151)

Nn  N,1
Pc =  -  E  ArrPj j 8,j(r ) irU '( r )]r2d r  (152)

0 /=! j— I r‘

Here, gjj(r)  is the pair  radial distribution function, p, is the density, and /V, is the num ber  
of  a tom s  of type /. Because the vdW  potentia l and its derivative are very flat for large 
values o f  r, one usually uses g, j(r) =  1 for large r. For long-range interactions betw een  two 
charge-neutra l  groups, the  multipole-expansion m ethod  described earlier is used.

T h e  CO M PA SS force field has a large num ber  of  param eters .  They have been  estim ated  
using a very large a m o u n t  of  accura te  experim ental data , as well as ab initio quan tum - 
m echanical com puta tions. The  resulting force field is capable  of  providing accura te  pred ic
tions fo r  many propert ies  of  polymeric and o th e r  organic molecules. Sun [204] provides a 
detailed  com parison  be tw een  the calculated p roperties  and the reference data.

D eve lo p m en t  o f  empirical o r  semiempirical potentials  for use in M D  sim ulations rem ains 
an active research field. It is ne ither  possible no r  necessary to list all the in teraction  potentials 
that have  been proposed  in the past. Several such empirical potentials, in addition  to  those 
described  here, are  discussed by Giines et al. [225].

3 . 4 .  Q u a n t u m - M e c h a n i c a l  M o d e l i n g

In this section, we describe quan tum -m echanical com puta tional techniques for modeling 
n an o p o ro u s  materials. T hese  are  fundam enta l m ethods that are  based on the solution of  
the S chrod inger  equa tion  and com pute  the p roperties  of  interest based on fundam enta l 
principles, namely, the  e lectronic and nuclear structures  o f  atoms. Although, due to the 
highly complex com puta tions  that must be carried  out, these m ethods, when they were first 
developed , could not be used for com puting  the p roperties  of  molecules with a large num ber  
of a tom s, but the advent o f  fast com puters , toge ther  with the developm ent o f  highly efficient 
com puta t iona l  strategies, have gradually converted  these m ethods  into powerful tools for 
m odeling  various m ateria ls  and their  properties. These  m e thods  have been  advanced to the
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point that they can now be used  even for proteins [226], molecules that were thought to be 
too complex for quan tum -m echan ica l  modeling.

So far as nanoporous  m ateria ls  are concerned , quantum -m echanical techniques can be 
(and have been)  used for the ir  modeling and estim ating their properties. The application of 
these m ethods  to n anoporous  m ateria ls  includes the following:

(i) Beginning, perhaps ,  with the work of Mint mire e t  al. [227], first-principle quantum - 
mechanical co m pu ta tions  have been used for studying several p ropert ie s  of carbon 
nanotubes, fullerene tubules, and similar materials. Such applications include elec
tronic s tructure  calculations o f  fu llerene tubules [227] and of carbon microtubules [12, 
13, 201, 228, 229] and the study of the mechanical [230—232], adsorp tion  [233, 234], 
oxidation [235], scattering [236], and therm al and vibrational [237] p roperties  o f  car
bon nanotubes.

(ii) O ne  of the first applications of such m ethods has been to study silicon and silicon car
bide, im portan t  m ateria ls  not only for the sem iconductor  industry but also for p re p a r 
ing nanoporous  m em b ran es  that can be effective under harsh o pera ting  conditions, 
such as high te m p e ra tu res  and /o r  high pressures, and in the presence o f  steam [190].

(iii) In addition, as po in ted  ou t  earlier, ab initio quantum -m echanical com puta tions have 
been used for estim ating  som e o f the param eters  of the various force fields that 
have been developed for polymeric materials. In addition to the fact tha t polymeric 
materials can, on their  own, be used as m em branes  for separations, they are often 
used as precursors  for  prepar ing  several types of nanoporous  m em branes ,  such as 
carbon-m olecu la r  sieve m em branes  [134-136],

in what follows, we describe the main quantum -m echanical com puta tional m ethods  for 
modeling materials, including n anoporous  materials, and studying their properties.

3.4.1. Density Functional Theory
C om prehensive  reviews o f  the density functional theory  (D FT ) and  its applications are given 
by Jones  and G unnarsson  [238], Payne et al. [239], and Parr and Yang [240]. Some o f  o u r  
discussions in this section closely follow these reviews.

T he  original fundam en ta l  th eo reo m s for the D F T  were developed by H oh en b e rg  and 
Kohn [47]. M otivated  by these theorem s, Kohn and Sham  [48] developed a set o f  accurate 
one-electron self-consistent eigenvalue equations that have provided a practical m eans of 
realistic electronic s truc tu re  calculations on a large array of atoms, molecules and materials 
[238, 240, 241]. In addition, an  integral fo rm ulation  of the electronic structure  has also been 
developed in which the one-e lec tron  density is ob ta ined  directly w ithout the in troduction of 
orbitals [242], a l though to  o u r  knowledge this theory, despite  its promise, has not been  used 
extensively in num erical studies.

T he e lectron density p ( r )  is subject to the constraint that

where A' is the total nu m b er  of  e lectrons in the system. T he  H am iltonian  o f  a many-electron 
system is given by

where {/,.(r)  is an external potentia l represen ting  the Coulom b a ttraction  by the frozen-in 
nuclei. T he  g round  sta te  can be d e te rm ined  by a variational approach which is carried  ou t 
in two steps.

(i) O ne  minimizes, for a given electron density, the energy functional with respect to 
the wave functions tha t are consistent with the given density. In practice, this is done 
numerically. M ethods  for direct energy minimization, such as the con juga tc-grad ien t 
m ethod , were already described above. For the present problem , several "tricks" a re  
used in o rd e r  the minimize the total energy in a highly efficient m a n n e r  [3, 238-240].

(153)

(154)
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(ii) The result,

E [p{r ) ]  =  min,,, ( ' l f i> '!'> (155)

is then  minimized with respect to p, subjected to the constraint im posed by Eq. (153), 
If we now separa te  the H am iltonian , IK =  +  Ut.(r), where W() rep resen ts  the H am il
ton ian  without the external potentia l (i.e., the H am iltonian  of a hom ogeneous  electron 
gas), then

E(p)  =  mm,,,[Ol' / ' :. | ' l ' ) ]  -I- j  l - , ( r ) p ( r )  d :'r  = E  (p) + f  L , ( r )  t/'V (156)

where  E' (p)  =  m i n [<vly1 1 ' vi /') ] does not depend  on the external potential JJC.

T h e  main problem  lies in the fact that E(p)  is not known for both interacting and non in 
teracting  e lectron systems. We know, however, tha t in the noninteracting  case E(p)  can be 
written as

E{p)  = Ek(p) + f  U(.(r)p (r) d yr (157)

w here  E k{p) is the kinetic contribu tion  to E(p) .  Variation of E  with respcct to p yields the 
following equa tion

8 E k{p)
8p(  r)

+  / / r ( r )  =  Ap(r) (158)

where A is the Lagrange multiplier associated with the constraint (153). T he  exact form o f  
Ek(p)  is, o f  course, unknown, but we know that the g round  state density is given by Eq. (5), 
and tha t the  spin-orbitals satisfy the single-particle Schrodinger equation:

- I v 2 +  £/f ( r ) ^ ( r )  =  6kWk(r) (159)

w here  ek are  the associated eigenvalues. T h e  spin-orbitals ^  must be norm alized in o rd e r  
for the constra in t (153) to be satisfied. It is clear that if Ek(p) can be used in place of E’(p), 
then it m ust also be assum ed that Ek is independen t of the external po ten tia l  U,.{r) (just 
as E ' is ind ep en d en t  of  Uc ). We now write down the  energy functional for a many-clectron 
system with electronic  interactions included:

E (p) = Ek( p ) +  f U j r ) p ( r )  d ' r  - ^  /  d ' r f P ( r ' ) 77i p(r) d r + Ex̂ P) (160)

T he  first th ree  te rm s o f  Eq. (160) rep resen t the contribution to E(p)  by the non in te rac t
ing e lec tron  gas, w hereas £ Vr(p), which is called the exchange-correlation energy, represents  
all o th e r  contribu tions to E(p)  that are not accounted  for by the first three terms. E q u a 
tion (160) has the advantage tha t it contains no approxim ation, and tha t all the unknown 
con tribu tions  have been  lum ped in E Xr(p).  Varying Eq. (160) with respect to  p, we obtain

SEjAp)
Sp(r) + U,M  + f p ( r ' )  < /V  +  =  Ap(r)

<5p(r)

In essence, we have an effective potential given by

£/ct, ( r )  =  Ut (r) + f — L - P(r ‘)d> / +
J r  -  r'

$ E Xc(p)
5 p (r )

T here fo re ,  o n e  may write

(161)

(162)

% ( r )  = ek% ( r ) (163)
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Putting everything together,  we finally obtain

^  1 c c 1 c 3E  fp)
E  =  £>,-■ — -  d yr p{ r ) -------- - p ( r ' ) d ' r  -  ~  p ( r ) d :' r +  E Xc(p)  (164)

“ I 2 J J |r  -  r  | J <5p(r)

E quations (5) and  (162)—(164) consti tu te  the D F T
As Eqs. (162)—(164) indicate, the  K ohn-Sham  equations map the interacting many-electron 

system o n to  a system o f  non in te rac ting  electrons moving in the effective potentia l £/efr g en 
era ted  by all the o th e r  e lectrons. If the  exchange-correlation energy functional E Xc were 
known exactly, then taking the  functional derivative with respect to the density would p ro 
duce an exchange-correlation  po ten tia l  that includes the effects of  correla tion  and exchange 
exactly. However, E Xc is not known exactly, and thus the main task is developing an accu
rate approxim ation for it. O n ce  this approximation has been decided upon, the bulk o f  the 
work involves finding the solution of  the eigenvalue problem described by Eq. (163). N ote  
that the main difference be tw een  the H artree-Fock  and D F T  approxim ations is that, the 
latter replaces the H ar tree -F o ck  exchange term  by the exchange-correlation energy. A  p a r 
ticularly powerful m eth o d  for developing accurate approximations for E Xl. is the so-called 
local-density approxim ation , which we will discuss shortly.

Thus, minimization o f  the total energy functional can be carried ou t directly using the 
Kohn-Sham  model, Eqs. (163) and (164), subjected to  the constraint (153), using various 
minimization techniques, such as those described above. Usually, the eigenvalues ek are  
in terpre ted  as the excitation energy. W hen such in terpre ta tion  has been used for predicting  
many properties  o f  various a tom s and molecules, the predictions have been found to be in 
excellent ag reem en t with the  experim enta l data.

T he D F T  has been  ex tended  to t im e-dependen t problem s [243). Time-dependent: DFT' 
(T D D F T )  makes it possible to apply the technique to excited states of  many-body systems. 
In this schem e, one  m ust define a dynamic exchange-correlation energy E Xc( p , r ,  t ), which 
must som ehow  be calculated. It has been  shown that substantial im provem ents o f  excitation 
energies with respect to  the  original Kohn-Sham  eigenvalues are  ob ta ined  with the T D D FT . 
However, even within this extension, certa in  problem s in solids persisted for some time, 
such as the wrong K ohn-Sham  band  gap, regardless o f  the type o f  approxim ation used for 
E Xc. Tokatly and P ankratov  [244] showed that, at excitation frequencies, E Xc( r , r ) exhibits 
a highly non-local behav io r  with a range that is as large as the system itself, and, hence, it 
diverges as the system’s size becom es very large. They developed a per tu rba tion  technique  
which maintains a co rrec t  e lectron density in every o rd e r  o f  the per tu rba tion  theory and, 
therefore , rem oved this unphysical fea tu re  o f  the TDDFT.

However, in general,  the  D F T  has been designed for predicting the ground-state p ro p e r 
ties, and  the Kohn-Sham  eigenvalues are  actually the derivatives o f  the total energy with 
respect to  the occupation  num bers  o f  these states. Therefo re ,  it may be app rop r ia te  to in te r 
pret ek and  ^  as only auxiliary variables that are  used for constructing the ground-sta te  
energy and density, because  the re  are  many materials for which in te rp re ta tion  o f  ek as the 
excitation energy is w rong  and  leads to e r roneous  results. Alternatively, one can  use an indi
rect m ethod  for carrying o u t  the minimization of  the total energy functional. A m ong  the 
most successful such indirect m ethods  is the quan tum  m olecular dynamics (Q M D )  m eth o d  
of C ar  and Parrinello [50], to be described shortly.

3.4.2. Local-Density Approximation
The local-density approx im ation  assum es that the  exchange-correlation energy functional 
is purely local. In an in h o m o g en eo u s  material, the exchange-correlation po tentia l at any 
point r  depends  not only on the e lectron density al that point, bu t also on  its variations 
in the vicinity o f  r. Thus, one  may develop a gradient expansion in which E Xc depends  on
p (r ) ,  7 p ( r ) ,  V [V p ( r ) J.........However, if such au expansion is used in the DFT, the req u i ied
com puta tions will be very difficult to  carry out in a reasonable  am ount o f  time. In addition, 
simple grad ien t expansions behave ra the r  badly and, therefore , one  must be careful in using 
a grad ien t expansion, an  issue that will be discussed in the next section. Such difficulties 
provided the prime m otivation for developing the local-density approxim ation which ignores



C o m pu ta t ion a l  M etho ds  fo r  A tomistic M odeling  of N an op oro us  Materials 657

all corrections to the exchange-correlation energy at any point r  due to heterogeneities  in 
its vicinity. Instead, one  m akes the ansatz that

E x A P ( r )} -  j  eXi-[p(r)]p(r) d 3r (165)

w here  e vv[p (r)]  is the exchange-correlation  energy per particle o f  a hom ogeneous  e lectron 
gas at density p ( r ) .  In o th e r  words, if the  exchange-correlation potentia l is assum ed to be a 
local function, as opposed  to being a functional, o f  the density with the same value as for a 
uniform  electron gas, one obtains the local-density approximation. T h e  nonuniform  gas at r  
is t rea ted  as if it were  part  o f  a uniform  e lectron gas of  constant density.

T he  local-density approxim ation is very accurate  if p ( r )  does not vary too rapidly, but is 
also surprisingly accura te  when the  distribution o f  e lec trons is strongly inhom ogeneous, such 
as at surfaces and  in molecules. To calculate eXc, the exchange effects are  separa ted  ou t 
from the dynamic correla tions effects that are due to the C oulom b in teraction  betw een the 
electrons. T he  exchange part ,  com m only deno ted  by e v, is given by

e.v[p(r )] ~  —c p l/3(r)  (166)

w here  c is a constant.  E q ua tion  (166) can be derived based on calculations for a h o m o 
geneous e lectron gas. For o pen  shell systems, the spin-up and -down densities p T and Pj 
are  usually taken into account as two independen t densities in the exchange-correlation  
energy. In this version o f  the local-density approxim ation, which is called the local spin- 
density approximation , £ v, the exchange part o f  the energy, is given by

Ex( p v p l ) =  ~  (3/ 477}ip  / [ p r ( r )  +  p f ( r ) K / -  (167)

which is ob ta ined  by inserting (166) into (165). Various schem es have also been  proposed  
for taking into account the effect o f  the  dynamic correla tions [245, 246].

In general,  the local-density approxim ation  gives a single well-defined global minim um  for 
the energy of a non-sp in -po la r ized  system of e lectrons in a fixed ionic potential, implying 
that any energy minimization schem e will locate the global energy m inim um  o f  the e lectronic 
system. If a m ateria l  has m ore  than one  local minim um  in the e lectronic energy, perfo rm ing  
to tal-energy calculations will be very difficult because the global energy m inim um  can be 
found only by sampling the energy functional over a large region of phase space.

3A.3. Generalized Gradient Approximation
A n o th e r  p opu la r  approxim ation to  the exchange-correlation energy tha t is now widely used 
is the  genera lized g rad ien t approxim ation according to which

f:-x, [p ( r ) l  =  I  f ( p ,  Vp)d*r  (168)

where f  is an analytic param eterized  function tha t is fitted in such a way tha t  E X(. satisfies 
several exact requ irem ents .  M any functional forms for /  have been  suggested, a list o f  which 
is too long to be given here. H ere ,  we only describe a relatively simple one  due  to Perdew  
et al. [247]. To begin with, the total electron density p  is written as the sum o f  up  and  down 
spin densities, p ( r )  =  p ( r )^  +  p ( r ) t , E Xc =  E x  +  E c, and eXc =  ex  -f €c. Perdew e t al. [247] 
proposed  that

E c(P) =  /  P ( r ) k  ( r , ,  £) +  H( r s, £ , t)]d*r (169)

where rs is called the Seitz radius (such that p  =  3 / 477r;3), £ =  ( p t -  p | ) / p ,  and t =  |V p | /  
(2k s4>p) is a dim ensionless density gradient. H ere , <£(£) =  ^[(1 +  £)2/3 +  (1 — £ )2/3], and  k s 
is the T hom as-F erm i screening wave num ber. M oreover, ec( r s, £) =  (< r /a 0)</>3[y \n(rs/a 0) — 
cd\, with y  — (1 — In 2) / 7t 2 ~  0.031091 and w cr 0.046644.
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T h e  function H  is selected in such a way that E Xc satisfies several r igorous constraints. 
T h e  p roposed  form  for H  is given by

with

eXP

y  \  1 +  A t2 +  A 2t4

cine
y(f}*e:

(170)

(171)

In these equations, e is the e lectron charge , a{] = h 2/m e 2, and /3 0.066725. T he  E x  portion
o f  E Xc is written as

E y == [  p( r )ex(p)Fx (s) cPr (172)

w here  ex (p) = -3>e2(3ir 2p ) l/3/ ( 47r) ,  and  s =  (rs/ a {)) l/24>t/c is, similar to /, a dimcnsionless 
density with c 21 1.2277. T he  function Fx (s)  is given by

Fx ( s ) =  1 4- K -  -  ^ (173)
1 4 - f X S ~ / K

with k = 0.804 and ji =  /37t 2/3  ^  0.21951. Let us em phasize  that,  a lthough we only p ro 
vide here  the num erical values o f  the  constan ts  tha t a p p e a r  in these equations,  they are  in 
fact re lated  to fundam en ta l  physical constan ts  and  do  not rep resen t  num erical fits to som e 
experim enta l data . T he  above eq ua tions  are  widely used in the D F T  com pu ta t ions  o f  various 
m ateria ls  in general,  and  o f  n ano tubes  and n an o p o res  in particular.

3.4.4. Computation of NonPeriodic Systems
A lthough  the D F T  com puta t ions  are  carried  o u t  m ost  conveniently  for periodic  systems, 
they run into difficulty w hen  the system conta ins  som e sort of  a defect. Such systems have 
a t trac ted  wide a t ten tion , especially w hen  they con ta in  a large n u m b e r  o f  atoms, in which 
case they are refe rred  to  as mesoscopic systems. Exam ples o f  such systems are ab u n d an t  
an d  include such m ateria ls  as q u a n tu m  dots  and wires and biological m acrom olecules. To 
study them  with the DFT, a periodic supercell is used. T h e  supercell conta ins  the defect th a t
is su rrounded  by a region of  bulk  crystal. Periodic bou n d ary  conditions are  applied to  the
supercell, so that it is replicated th ro u g h o u t  space. Thus,  due to  periodicity, one  actually 
com pu tes  the energy p e r  unit ceil o f  a crystal con ta in ing  an  array  o f  defects, ra th e r  than  the  
energy  o f  a crystal conta in ing  a single defect. To p reven t  the defects  in the neighboring cells 
to  interact appreciably with each o the r ,  o n e  m ust include enough bulk solid in the supercell.

A n o th e r  case for which a supercell m ust be used in the  co m p u ta t io n s  is when a surface is 
only partially periodic. F o r  example, it may have periodicity  in its own plane but not in the 
d irec tion  perpend icu la r  to  its plane. T he  supercell for such systems conta ins  a crystal slab 
and  a vacuum region an d  is rep ea ted  over all space, so that the total energy of an array o f  
crystal slabs is calculated. In o rd e r  to  ensu re  tha t the results o f  the  co m pu ta t ions  are true  
represen ta tive  o f  an  iso lated  surface, the  vacuum  region must be wide enough  that faces o f  
ad jacent crystal slabs do  not in terac t across the vacuum . T h e  crystal slab m ust also be thick 
enough tha t the  two surfaces of  each  ciystal slab do  no t in terac t th rough  the bulk crystal. 
Even molecules can be  s tudied  in this fashion [248],

3.4.5. PseudoPotentiai Approximation
To simplify the com p u ta t io n  fo r  per iod ic  systems, one  takes advantage  of  Bloch s theo rem , 
according to which in a periodic solid m ateria l each  e lec tron ic  wave function can be written  
as the p roduct o f  a cell-periodic p a r t  and  a wavelike part:

y

'I ' (  r  j  c x p ( /k  • r) f j (r) (174)
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T h e  cell-periodic part  o f  ^  can be expanded  using a basis set that consists o f  a discrete set 
o f  p lane  waves with wave vectors tha t are  reciprocal lattice vectors o f  the crystal. Therefo re ,

/ »  =  X > / . o cxP ( 'G ■r ) <175)

w here  the reciprocal latticc vectors  I are  defined by, G I =  27rm  for all 1, with I being a 
lattice vector o f  the crystal and  m  an integer. T h e re fo re ,

^ ( r )  =  XXk-t-c exp[/'(k +  G) • r] (176)
G

In practice, this series is t ru n c a te d  to include only plane waves tha t  have kinetic energies less 
than  a cutoff energy, resulting in som e e r ro r  that, however, decreases with increasing energy 
cutoff. A  suitable value of  the energy  cu toff  can be selected by an op tim ization technique 
[249], as the value o f  the cu to ff  is no t included in the theory  itself. Substitution of  Eq. (176) 
in (163) converts the  K ohn-Sham  eq u a t io n s  into a relatively simple set o f  equa tions  for 
th e  coefficients ci k+Ct and  the  e igenvalues  ek in which the kinetic energy is diagonal. Even 
fo r  systems tha t conta in  aperiodicity , such as those  with defects, use o f  a supercell makes 
the system am enab le  to this type o f  analysis. In any event, the solution of  the Kohn-Sham 
equa tions ,  when w rit ten  in te rm s o f  the e igenvalues of  the  coefficients cLk+ii, can be ob ta ined  
by d iagonalization  o f  the  associa ted  matrix. T he  size o f  the matrix is d ic ta ted  by the choice 
o f  the cutoff energy and  can be prohibitively large if the system contains both  valence and 
core  e lectrons. T he  p rob lem  can  be overcom e by use o f  the pseudopotential approximation, 
which we now describe.

It is well-known tha t  many p ro p e r t ie s  o f  solid m ateria ls  d ep en d  on the valence electrons 
much m ore strongly than  on the  core e lectrons. This fact is exploited in the pseudo-poten tia l  
approx im ation  by which o n e  rem oves the core e lec trons and replaces them and the strong 
ionic po ten tia l  by a w eak e r  pseudopotential tha t acts on a set o f  pseudo-wave functions, ra the r  
than  the  true  valence wave functions [250]. T h e  valence wave functions oscillate strongly in 
the  region occupied  by the  core  e lec trons, d u e  to the s trong  ionic potentia l in this region. 
Ideally, the  p seud o p o ten t ia l  m ust be construc ted  in such a way that its scattering properties  
for the p seu d o -w av e  functions a re  identical to those o f  the ion and the core e lectrons for 
the valence wave functions. But, this m ust be d o n e  in a way tha t  the pseudo-wave functions 
have n o  radial nodes in the core  region, w here  th e  total phase  shift p roduced  by the ion and 
the core  e lectrons will be g re a te r  by nr, for each node  tha t  the  valence functions had in the 
core  region, than the  phase  shift p ro d u ced  by the  ion and  the  valence electrons. T he  phase 
shift g e n e ra ted  by the  ion core  is d ifferen t for each  angu lar  m om en tum  com p o n en t  of  the 
valence wave function and , the re fo re ,  the  sca ttering  from  the  pseudopo ten tia l  m ust depend  
on angu la r  m o m en tu m . O u ts ide  the  core  region, the  two poten tia ls  and the ir  scatterings are 
id e n t ic a l  T he  m ost gen era l  form  for a p seud o p o ten t ia l  is then  given by

«/,., = £ |/m > « ,< M  (177)
h n

w here  |Ini) are  the spherical harm onics ,  and  u t is the  p seudopo ten tia l  for angular  m o m en 
tum  /. Acting on the e lec tron ic  wave function  with this o p e ra to r  decom poses the wave 
function  into spherical harm onics , each  o f  which is then  multip lied  by the relevant p seudo
po ten tia l  iif.

A pseudopo ten tia l  th a t  does  no t d e p e n d  on  the  angu la r  m om en tu m  com ponen ts  o f  the 
wave function  is called a local pseudopotentiaL  which is a function  only of  the  distance from 
the nucleus. A lthough  it is possible to gen e ra te  arbitrary, p red e te rm in ed  phase shifts for 
each angu lar  m o m e n tu m  sta te  with a local po ten tia l ,  th e re  are , in practice, limits to the 
a m o u n t  tha t the  phase  shifts can be ad justed  for the d iffe ren t angular  m om en tum  states, 
as o n e  must p reserve the  sm o o th n ess  and  w eakness  o f  the pseudopo ten tia l ,  w ithout which 
it becom es  difficult to  expand  the  wave functions using a reasonab le  n u m b e r  o f  plane-wave 
basis states.
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In o rd e r  for the exchange-corre la tion  energy to be rep resen ted  accurately, the pseudo- 
and the true  wave functions m ust be identical ou ts ide  the core  region. If one  adjusts the 
pseudopoten tia l  to ensu re  that the  integrals o f  the sq u ared  am pli tudes  o f  the true  and 
pseudo-w ave functions inside the  co re  region are  idential, the equality  o f  the pseudo- and 
true wave functions outside the core  region is gua ran teed .  Pseudopo ten tia ls  tha t possess this 
p roperty  were first constructed  by S tark loff  and  Jo an n o p o u lo s  [251], and  have been shown 
to be highly accurate  for heavy a tom s. M oreover, H a m a n n  et al. [252] po in ted  o u t  that, 
a match of  the pesudo- and real wave functions ou tside the core region also ensures  tha t 
the first-order energy depen d en ce  of  the scattering  from  the ion core  is correct, so tha t the  
scattering is accurately described over a wide range  o f  energy. A technique  for constructing 
p seudopoten tia ls  tha t corrects  even the h igher o rd e r  energy d ep e n d e n c e  o f  the scattering 
was in troduced by Shirley et al. [253]. In the best-case scenario, o n e  should  develop nonlocal 
p seudopoten tia ls  that use a d ifferent po ten tia l  for each  angular  m o m en tu m  com p o n en t  of 
the wave function, and efforts in this d irec tion  [253] have also been  fruitful.

The following p rocedure  is typically used for constructing  an ionic pseudopoten tia l .  T he  
com puta tions are carried  out with a period ic  unit cell (for nonperiod ic  systems, see above). 
All-electron com puta t ions  are  carr ied  o u t  fo r  an  isolated atom  in its g round  state and also 
some excited states, using a given equ a t io n  for the exchange-corre la tion  density functional, 
which result in valence electron e igenvalues and  valence elec tron  wave functions for the 
atom. A pseudopoten tia l  with a few p a ra m e te rs  is then  selected, and the pa ram ete rs  are 
adjusted in such a way that a p seudo-a tom  calculation using the sam e form for exchange- 
correla tion  as in the case of  the a ll-electron a tom  yields both  pseudo-w ave  functions tha t 
match the valence wave functions beyond som e cu toff  radius rc and pseudo-eigenvalues that 
are equal to the valence eigenvalues. T h e  ionic pseudopo ten tia l  so ob ta ined  is then used, 
without fu rther  modifications, for any env ironm en t o f  the a tom . T h e  electronic  density in 
any new env ironm ent o f  the a tom  is then  d e te rm in e d  using both  the ionic pseudopo ten tia l  
ob ta ined  in this way and  the sam e form  o f  exchange-corre la tion  functional em ployed  in the 
construction o f  the ionic pseudo-po ten tia l .

O n e  advantage of  p seudopo ten tia l  m e th o d  is that, by replacing the true ionic po tentia l 
by a w eaker pseudopoten tia l ,  one expands the e lectronic  wave functions using far fewer 
plane-wave basis s tates tha t  would be necessary if the  full ionic po ten tia l  were to be used. 
M oreover, the rapid oscillations o f  the valence wave functions in the cores of  the a tom s are 
removed, and the small core  e lec tron  s ta tes are  no longer present. A n o th e r  advantage  of  the 
pseudopoten tia l  approx im ation  is tha t  few er e lec tron ic  wave functions m ust be calculated.

Total-energy pseudopo ten tia l  co m p u ta t io n s  require  significant am o u n ts  of  c o m p u te r  time, 
even when the n um ber  o f  a tom s in the  unit period ic  cell is small. M oreover,  the c o m p u ta 
tions’ time always increases with the n u m b e r  o f  a tom s in the  unit cell and, therefore ,  use of 
the most efficient com puta tiona l m e th o d  is crucial to th e  success o f  this m ethod. T he  Q M D  
m ethod  devised by C ar  an d  Parrinello  [50] has im proved  dram atically  the  efficiency o f  these 
com puta tions, hence allowing one  to s im ula te  systems with a large n u m b er  of  atoms.

3.4.6. Quantum Molecular-Dynamics Simulation
T he  seminal pap e r  o f  C a r  and Parrinello  [50] in which a M D  techn ique  was used for m inim iz
ing the total energy functional and  a llow ed one  to  use, with a very high degree  of  efficiency- 
local and nonlocal pseudopo ten tia ls ,  o p e n e d  the way for Q M D  com puta tions .  T he  key idea 
of  C ar  and Parrinello w-as to t rea t  the e lectronic  wave functions 'I ' as dynamical variables 
and to define a Lagrangian for the e lectronic  system tha t  is given by

f  =-■ -  E[{V, } .  { R /}, {£„}] (178;
i

Here, m,,, is a fictitious mass associated  with the  e lec tron ic  wave functions, giving rise tc 
the kinetic energy term  o f  the Lagrangian  that arises due  to the fictitious dynamics o f  the 
electronic degrees  o f  f reedom , E  is the  K ohn-Sham  energy functional described earlie r  
which plays the role o f  the po ten tia l  energy, R ; is the  position o f  the ion / .  defines the 
size and shape of  the periodic  unit cell, an d  xVl — d t y / d i .  As Eq. (178) suggests, the  detail*
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of the  kinetic energy do  not m atter .  W hat is m ore  im portan t  is that the mass m,v should 
be m uch smaller than the nuclear  m asses th a t  w ould p revent transfer of  energy from the 
classical to the quan tum  degrees  o f  freedom  over long periods o f  the numerical simulations. 
T h e  e lec tronic  wave functions are sub jected  to the o r thon o rm ali ty  constraints:

/  ^ ( r ) ^ ( r  ) c Pr  = 8lj (179)

w here  S)j is the  K ronecker  delta . To incorpora te  these  constrain ts , Lagrange multipliers are 
in troduced , so that the Lagrangian of  the system is rewritten  as

r±  =  x > * <*/!>«*> -  { R /}, K ,} ]  +  £ E A-y ( [ / ^ ; ( r ) ^ - ( r ) r f 3r ]  -  8i}\ (180)
' ' i

M athem atica lly , the L agrange m ultipliers  A;/ ensure  tha t  the  wave functions remain no rm a l
ized, while Ajj (with i ^  j )  g u a ra n te e  that the  wave functions rem ain  orthogonal. Physically, 
the L agrange  multipliers can be th ough t o f  as providing additional forces acting on the wave 
functions, ensuring that they rem ain  o r thogona l  at any given time t as they p ropaga te  along 
the ir  M D  paths. T he  L agrange m ultipliers  are  symmetric, A(/. =  A/;, and represent j N ( N  +  1) 
in d e p e n d e n t  values tha t are d e te rm in e d  by the  \ N ( N  +  1) o r thonorm ali ty  conditions. The 
iterative a lgorithm  S H A K E  (or one  o f  its modifications), described  earlier, can be used for 
d e te rm in in g  the Lagrange m ultip liers  [50],

G iven the Lagrangian of  the  system, the equa tions  of  m otion  for the  electronic states are 
derived from

6£ (181)<nV!

which yield the  following eq u a t io n s  of  m otion

w here  J? is the  K ohn-Sham  H am ilton ian . T h e  similarity be tw een  Eq. (182) and Eq. (20), the 
eq u a t io n s  o f  motion for a classical m any-partic le  m ateria l  solved by the M D  m ethod, is now 
ap p a ren t .  To ensure  tha t  at any given time during  the  M D  integration  the wave functions 
rem ain  o r th o n o rm a l ,  the  L agrange  m ultipliers  m ust vary continuously  with the time, and, 
the re fo re ,  they m ust be e s t im ated  continuously  at infinitely small time separations. However, 
doing so w ould m ake the co m p u ta t io n s  in tractable . To m ake the com puta t ions  tractable, 
it is usually assum ed that the  L ag range  m ultipliers  rem ain  constant in each time step At 
during  which the equa tions  o f  m otion  a re  in tegra ted . A lthough  this approxim ation  makes 
the  co m p u ta t io n s  tractable, it also c rea tes  a new problem : At the end o f  each time step, the 
wave func tions  will not exactly be  o r th o n o rm a l ,  so tha t  a sep a ra te  orthonorm aliza tion  must 
also be carried  ou t at the  end  of each  tim e step (see below).

H ow ever ,  as a separa te  o r th o n o rm a liza t io n  s tep  must be carr ied  ou t at the end of each 
time s tep , o ne  may rem ove the o r thogonali ty  constra in ts  from  the  equations of motion and 
use partially constra ined  equa tions  o f  m otion. A fte r  these equa tions  have been  integrated, 
the  o r thogonali ty  constra in ts  a rc  im posed  again, and the L agrange multipliers A for the 
n o rm aliza tion  constrain ts  are  app rox im ated  by the  expecta tion  values o f  the energies of  the 
states given by

A. -  ( ' I ' P  t )  (183)

W ith  t h i s  a p p r o x i m a t i o n ,  t h e  e q u a t i o n s  o f  m o t i o n  f o r  t h e  w a v e  f u n c t io n s  a r e  g iven  by

d2'¥
(1 8 4 )
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which ensures  that the  accelerated  sta te  o f  an electronic state  is always or thogonal  to that 
state, and  that the  acceleration  vanishes when the wave function is an exact e igenstate . More 
generally, however, one  can start from the estimate

A/y: =  2< 'JA|*|'i ' ) - m v ( % \ V f ) (185)

and p roceed  with integration o f  Eq. (182). The  difference betw een Eqs. (183) and  (185),
aside from  the approxim ate  na tu re  o f  (185), is that the latter depends on  m M,, which itself
m ust som ehow  be selected carefully. Equations (184) are now in tegrated  by a Verlet algo
rithm  describe earlier. Thus, one  write,

^■(f +  A/) =  2 ^ ( 0  -  ^ ( r  -  AO -  —  (ye -  A , ) ^ ( 0  (186)
m,v

N ote  tha t if a pseudopoten tia l  approxim ation  is m ade, the  coefficients c, k fG o f  the expansion 
m ust be t im e-dependen t,  and the Verlet algorithm integrates the governing equations for 
these coefficients. It can be shown [239] tha t for these Q M D  simulations, the  largest possible 
value o f  the time step A/ used in the Verlet algorithm is approximately given by

Af ~  2 /  — * (187)
V eM -  e,„

w here eM and em are, respectively, the largest and smallest eigenvalues o f  the problem. 
Use o f  any A t that is significantly larger than the estim ate  (187) will lead to instability and 
large e rrors  in the numerical solution of  the equations of  motion. N ote  tha t if the  cutoff 
energy is increased, the  time step used in the Verlet algorithm must decrease. M oreover, 
the  maximum allowed value o f  A/ decreases  as the size o f  the system increases, limiting the 
maximum system size tha t can be sim ulated by this algorithm.

We also note that, in o u r  discussion o f  the integration algorithm, we have tacitly assumed 
tha t the Kohn-Sham  H am ilton ian  f( is constant during the time evolution of  the  system. 
However, in addition to  the instabilities that are  caused by using a too  large value of the 
time step Af, an o th e r  type o f  instability arises if W is not allowed to vary when it must. 
Because the wave functions evolve under  the M D  schem e, the contribu tion  o f  the  exchange- 
corre la tion  potentia l to the K ohn-Sham  H am ilton ian  also varies with the time, leading to 
a new Ham iltonian . Thus, at the  end  o f  each tim e step, the K ohn-Sham  H am ilton ian  is 
u p d a ted  with the new electronic density, so that the final time step leads to  a self-consistent 
solution o f  the Kohn-Sham  H am ilton ian  and the d e te rm ina tion  of  the m in im um  in the total 
energy.

3.4.6.1. Eigenstates and Orthogonalization of the Wave Functions Because the wave 
functions tha t  are ob ta ined  from in tegrating  the partially constra ined  eq ua tions  o f  motion 
a re  not orthogonal, an orthogonaliza tion  p rocedure  must be used. T he correc t  application of 
the  constrain ts  o f  orthogonality  and norm alization  is actually essential fo r  the success o f  the 
Car-Parrinello  m ethod , which uses an iterative m eth o d  to orthogonalize  the wave functions 
by using the following equa tion

'V; "1 =  %' - ’ V ; |  M ' y "1 (188)

w here  the superscripts n and o re fe r  to the new' and old estim ates of  the wave functions, 
respectively. If Eq. (188) is applied repeated ly  to the old estimates, then  the e lectronic wave 
functions can be m ade orthogonal to any desired accuracy. M oreover, if the  estim ates  o f  the 
wave functions are  o r thonorm al up  to o rd e r  A r  (the accuracy o f  the Verlet a lgorithm ), then, 
over a gwen time step, a lgorithm  (188) changes them  to an extent within the same order. In 
general,  the num ber  o f  times tha t algorithm (188) must be applied dep en d s  on the n u m b er  of 
the wave functions to be com puted  and their  initial depar tu re  from orthogonality . However, 
a lgorithm  (188) does not preserve norm alization  of  the wave functions, and, therefore , lhe\ 
m ust be norm alized  after  each application  of the algorithm.
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T h e  K ohn-Sham  energy functional is minimized by any set o f  wave functions that are 
a l inear  com bination  o f  its lowest energy eigenstates. U n d e r  the M D  scheme, the w'ave 
func tions  tha t  are ob ta ined  after  orthogonaliza tion  will be stationary, implying tha t in the 
M D  m e th o d ,  each wave function will converge to a linear com bination  of  the lowest energy 
K ohn-S ham  eigenstates, which c rea tes  severe prob lem s for simulating certain m ateria ls  [254].
T h e  ac tual K ohn-Sham  eigenvalues can be found by e i ther  diagonalization o f  the matrix
A =  (An) ,  the  entries o f  which are  given by

A fj = (189)

o r  by the  G ram -Schm id t  a lgorithm  which is similar to Eq. (188) but w ithout the factor 1/2 
in f ro n t  o f  the sum. Thus, instead o f  using algorithm (188), one  can  use the G ram -Schm id t 
m e th o d ,  which results in o r thogonal wave functions in such a way that all o f  the higher 
en e rg y  wave functions are  forced  to be orthogonal to the lowest energy wave functions.

So far, w7e have assum ed tha t the ionic positions and the shape  of  the unit cell rem ain  fixed, 
w hich, in practice, represent additional degrees  of  f reedom  that have their  own dynamics 
and , th e re fo re ,  must be considered. T he Q M D  technique of  C ar  and  Parrinello  allows one 
to  include in the com puta tions  the positions o f  the ions and the coord ina tes  tha t define the 
size an d  shape  o f  the unit cell, which requires writing down a new Lagrangian, commonly 
r e fe r red  to  as the Car-Parrinello  Lagrangian, given by

2 ' =  E  / M W )  +  E  \ m > ( ^ f )  ' E  \ m < ( ‘[I,1)  ( 19°)

which should  be com pared  with Eq. (178) that was for a system in which the positions o f  the 
ions an d  the shape and size o f  the unit cell were fixed. Here, ra(., similar to m M,, is a fictitious 
m ass associa ted  with the dynamics o f  the coord inates  that define the unit cell, namely, {/?„}, 
and  nif  is the  mass o f  the ions. T he  rest o f  the no ta tions is the  same as those for Eq. (178). 
G iven  L agrang ian  (190), one  can derive two new sets o f  equa tions  of motion, one  for the 
ions,

d 2 R, dE
m ,  •, J- -----------------  (191)

1 d l 2 dR,  v '

an d  a second  one  for the coord ina tes  of  the unit cell,

< ■ « >

A lthough  Eqs. (191) and (192) can be in tegra ted  at the same time tha t the equations of  
m o tion  fo r  the  e lectronic states are  in tegrated , the m atte r  is not as straightforward as it
m ay seem . T h e  reason for this is tha t physical g round-sta te  forces acting on the ions, and
in teg ra ted  stresses acting on the unit cell, cannot be calculated for arbitraiy e lectronic con
figurations. Recall that the  force F , acting on an ion is given by

d E  _
F ' =  < 1 9 3 >

As ions change the ir  positions, the  wave functions must change to self-consistent Kohn- 
Sham  e igens ta tes  co rresponding  to the new positions of  the ions. T hese  changes contribute  
to  F 7, as

dE  _  dE d %  ^  dE d'V* „ „
¥ , = -----------------------------------------y ------L - Y -(194)

1 m ,  y  d% d r ,  y  d r ,  v ;

which shou ld  be  com pared  with Eq. (191), which implies that, F ; =  — dE/ d R , .  This apparen t  
co n trad ic t ion  is due  to  the fact tha t in Eq. (121), the force acting on the ions is n o t  a 
physical force, ra th e r  it is a force that the ions experience from a particular electronic 
configura tion . However, it is no t difficult to  show that when the e lectronic  wave functions are
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the e igenstates o f  the H am ilton ian , then the second and third  te rm s of  Eq. (194) vanish, and, 
therefore ,  in this case, dE / d  R , yields the true  physical force on the ions. This im portan t  result 
is known as the Hellmann-Feynman theorem  [255, 256] and in fact holds for any derivative of 
the  total energy. It greatly simplifies the task o f  com puting  the physical forces acting on the 
ions and the in tegra ted  stresses that are  exerted on the  unit cell, as it allows o n e  to com pute  
these  quantities  only when the wave functions are very close to  exact e igenstates.

Thus, the  ions are  m oved along  the directions of  the H ellm ann-Feynm an  forces until the 
residual forces (i.e., the  deviations from dE/ d R/ )  on all the a tom s are sm aller  than a given 
value (but never zero). If  the  system is to approach its m inim um  energy state, the magnitudes 
o f  the e rro rs  in the H ellm ann-Feynm an  forces must be reduced  as the ionic configuration 
app roaches  the  local energy minimum.

We also note  that Eq. (124) does not contain  the  te rm  d<j)/dR ; , the derivative of  the 
basis set {</>} with respect to the ionic positions, which is called the Pulay force [257]. If  a 
plane-wave basis set is used fo r  represen ting  the wave functions, then, the  Pulay forces will 
be  exactly zero, in which case the H ellm ann-Feynm an forces are  exactly equal to d E / d R ; , 
p rovided that the electronic  wave functions are Kohn-Sham  eigenstates. If the  Pulay forces 
d o  not vanish and are  not c o m p u ted  either, then the calculated H ellm ann-Feynm an  forces 
will be in error , with the e r ro r  being independen t of  how close is the  e lectronic  configuration 
to  its g round  state, which m ean s  tha t a local energy minim um  o f  the ionic system cannot be 
com pu ted  by calculating only the H ellm ann-Feynm an forces acting on the ions.

In practice, most pseudopo ten tia l  com puta tions are  carried o u t  with a cu to ff  energy at 
which energy differences have converged but at which the total energ ies  have not converged, 
in which case the diagonal com p o n en ts  o f  the Pulay stresses acting on the  unit cell will 
have nonzero  values. It can be shown [239] that the  change in the total energy per atom 
is independen t o f  the details  o f  the ionic configuration, provided that the cu to ff  energy for 
the basis set is large enough  for the energy differences to have converged. This facilitates 
com pu ta tion  o f  the Pulay stresses, as they can be calculated once and for all from  the change 
in the total energy o f  a small unit cell as the cutoff energy is varied.

3.4.6.2, Computational Algorithm We may now sum m arize the Q M D  m ethod  [50]:

(i) O ne  starts with an  initial set o f  trial wave functions from which the H a r t r e e  potential 
and  the  exchange-corre la tion  energy are  com puted . The choice o f  a reasonab le  initial 
set o f  trial wave functions is crucial to the efficiency and  success o f  the  com putations 
[238-240].

(ii) T he  Ham ilton ian  m atrices for each o f  the points  included in the com pu ta tions  are 
constructed.

(iii) T he  equa tions  o f  m otion  for the electronic sta tes are  in tegrated  using the Verier 
algorithm, and  the  resulting wave functions are  or thogonalized, e i th e r  by algorithm 
(188) o r  by the G ram -S chm id t  m ethod; the wave functions are also normalized. 
T h ere  are  several “ tricks” tha t can speed up these com puta t ions  [3, 238-240].

(iv) T he  electronic density  gene ra ted  by the new set o f  the wave functions is then calcu
lated, and  the co rrespond ing  new H am ilton ian  is constructed .

(v) A  new set o f  the wave functions is ob ta ined  by in tegrating  the eq ua tions  of  motion 
and o r thonorm aliza t ion  o f  the results. T he  iterations are  repea ted  until the resultant 
wave functions are stationary'.

(vi) T he  Kohn-Sham  energy  functional is minimized; its value gives the total energy of 
the system. If the  plane-wave basis set is used (which is always the case if pseu
dopoten tia l  approx im ation  is used), convergence tests m ust be p e rfo rm ed  to ensure 
tha t the calculated  to ta l  energy has converged bo th  as a function o f  the  num ber  o: 
te rm s included in th e  set and the value o f  the cu toff  energy tha t has been  used for 
truncating the set a f te r  a finite n um ber  of  terms.

( vii) In tegration  o f  the eq ua tions  of  m otion for the ionic positions and the  coord ina tes  o: 
the  unit cell is also d one  along the Q M D  com puta tions  for the e lec tron ic  configu* 
rations. It is sensible in the Q M D  m ethods to treat the electronic and  ionic system* 
independently  when relaxing the ions to their  equilibrium positions, and , therefore, 
it is also possible to use different tim e steps for the two systems. A s the integratio)
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proceeds, the  time step for the ionic system must progressively be reduced as the 
ionic configuration approaches the local energy minimum. Such a procedure  allows 
the e lectronic configuration to relax closer to its instan taneous g round-sta te  configu
ration  as the ions approach  their  equilibrium positions, hence ensuring that the  errors 
in the  H ellm ann-Feynm an  forces are always less than the actual forces acting on the 
ions. The  Q M D  technique allows one to  search large regions of  configuration space 
and  locate the deep e r  energy minima in a very efficient m anner. Because the Q M D  
com bines a M D  m ethod  with the DFT, it makes it possible to study tem pera tu re-  
d e p en d en t  effects by a m ethod  that is free o f  the com m on assum ptions abou t the 
na tu re  of  the in teratom ic forces.

Let us m ention two different and successful applications of  the Q M D  and pseudopoten tia l  
m e th o d s  tha t we jus t  described, which are  relevant to nanoporous  materials tha t are of  in ter
est in this chapter, but represen t only a sample o f  a very large num ber  of  com puta tions that 
have b een  rep o r ted  so far. M arks et al. [258] repo rted  the results of  ab initio simulations of  
te t rah ed ra l  am o rp h o u s  carbon based on the C ar-Parrinello  m ethod . T he  sim ulated structure  
was in good  ag reem en t  with the experim ental data . S imulation and  modeling o f  am orphous  
carbon  is im por tan t  to  modeling o f  carbon molecular-sieve m em branes,  an im portan t class 
o f  n a n o p o ro u s  m em b ran es  for separa tion  processes. T hese  m em b ran e  possess a solid matrix 
tha t  consists typically of  about 90%  am orphous  carbon. Yoon et al. [232] employed ab initio 
pseudopo tcn tia l  DFT’ with a linear com bination  of  atomic orbits and an exchange-correlation 
functional in the generalized grad ien t approxim ation to study structural defo rm ation  and 
in te r tube  conductance  of crossed carbon  nano tube  junctions. They rep o r ted  good agreem ent 
betw een  the results o f  their  s imulations and the experim ental data.

3.4.6.3. Linear System-Size Scaling T he  Q M D  m ethod  becom es increasingly less effi
cient as  the  size o f  the system increases, which is, o f  course, the  problem  with all m olecular 
m odelling  m ethods. If the  size o f  the system becom es too  large, then the choice of  an 
ap p ro p r ia te  time s tep  becom es very crucial as the charge density starts to  fluctuate strongly. 
T h e  fluctuations are  the result o f  instabilities in the Kohn-Sham  energy H am ilton ian , and 
reducing o r  e lim inating them may require  time steps that are  too small, hence making the 
co m pu ta t ions  intractable. Thus, for very large systems one  must use a highly efficient m ethod.

T he  s tandard  m e thods  for solution of the electronic s tructure  problem s scale as 0 ( /V 3) for 
large systems, w here  N  is the num ber o f  a tom s in a cluster or  supcrcell. This scaling holds 
fo r  bo th  iterative as well as s tandard  eigensolution m ethods because, as described above, one 
must k e e p  the occupied  wave functions orthonorrnal.  Thus, a considerable am oun t of  effort 
has been  devoted to developm ent of  m ethods that can, in principle, provide O ( N )  scaling 
for the  com puta tions .  We m ention two o f  such m ethods tha t seem to achieve linear scaling. 
In the variational m e th o d  proposed  by Li et al. [259], one  takes advantage o f  the locality of  
the density  matrix in real space to achieve O ( N )  scaling. T h e re  is only one  approxim ation 
tha t is con tro l led  by the real-space radius R c that is used to truncate  off-diagonal e lem ents  
o f  the density matrix. T he  m ethod  is, o f  course, exact w hen R c —► oo . T he solution o f  the 
varia tional problem  is ob ta ined  by an unconstrained m inimization, which can be incorpora ted  
into th e  C ar-Parrine llo  m ethod. In an o th e r  m ethod  [260, 261], an energy functional is used 
tha t possesses a global minim um  for which ( 1) the electronic wave functions are  o r thonorm al 
and (2) the correct e lectronic g round-sta te  energy is obtained. L inear scaling is then achieved 
by in troducing  a spatially trunca ted  Wannier-like represen ta tion  for the e lectronic states.

3A.6.4. Extensions T he  Q M D  sim ulation m ethod  tha t was described above has becom e 
an a lm ost  everyday tool of  studying propert ies  o f  materials. However, despite  all of  its 
success, the  C ar-Parrine llo  m ethod  has certain limitations. F or  example, it has the same 
shortcom ing  o f  the classical M D  m ethods, namely, that the a tomic nuclei are  p ropaga ted  
accord ing  to the laws of classical mechanics on a single potentia l energy surface. In addition, 
because nuc lear  forces are ob tained from the s tandard  DFT, only the electronic g round  state 
can be accessed.

O v e r  the past few years, several extensions of  the Car-Parrinello  Q M D  have been  p ro 
posed th a t  have m ade  the m ethod  an even m ore powerful technique. For example, one  can
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incorpora te  the nuclear q u an tu m  effects in the m e th o d  th rough the use of  pa th  integrals 
[262]. In addition, a Q M D  has been  deve loped  [263] tha t allows efficient simulations of 
electronically nonadiabatic  processes, by coupling  the restric ted K ohn-Sham  excited state to 
the g round sta te  using a surface hopp ing  schem e. Evaluation o f  the nonad iaba tic  coupling is 
achieved by an efficient m e th o d  that exploits the available derivatives o f  the  wave function.

4 .  V E C T O R I Z E D  A N D  M A S S I V E L Y  P A R A L L E L  A L G O R I T H M S

A typical M D  or Q M D  sim ulation  does not usually need  large a m o u n ts  of  co m p u te r  memory, 
because one must record only the vectors tha t conta in  inform ation  abou t the atoms. The 
simulation becom es very intensive and large scale w hen  one wishes to use a large num ber of 
a tom s and study the behavior of  the system over ‘l o n g ” periods o f  time. Such large-scale 
simulations are necessita ted by the fact tha t because  the effective size o f  a tom s is typically 
several angstroms, to ap p ro ach  even sub -m ic rom ete r  length scales, one  m ust use millions 
o f  a tom s in the simulations. M oreover, the  typical tim e steps tha t are  used in the M D sim
ulations are  o f  the o rd e r  o f  fem toseconds , and, there fo re ,  the  eq ua tions  o f  motion must 
be integrated over h u n d red s  o f  thousands  o f  time steps in o rd e r  to sim ulate  picoseconds 
o f  real time. Such length and time scale constra in ts  consp ire  tog e th e r  to m ake large-scale 
M D  simulations very t im e  consuming. T hey  also provide the im petus  for developing effi
cient algorithms that are optim ized for vector su p e rco m p u te rs  [264-266] and for designing 
special-purpose com pu te rs  (i.e., com pu te rs  with a special a rch itec tu re  that s im ulate  a spe
cific p h enom enon  for which the arch itec tu re  is op tm ized )  for carrying out M D  computations 
[267, 268].

Likewise, the e lectron ic  s tructure  calculations an d  Q M D  co m p u ta t io n s  also benefi: 
trem endously  from parallelization. In particu lar ,  parallel Q M D  can  be a powerful method 
for com puting  realistic in terac tion  po ten tia ls  fo r  use in the classical M D  sim ulations [269]. 
Let us first briefly discuss the vectorized and  paralle lized algorithms.

4 . 1 .  V e c t o r i z e d  A l g o r i t h m s

As poin ted  out earlier,  if the in tera tom ic  forces are short-ranged , one  usually uses a cutoff 
distance r(. such that any two particles tha t  are  apa rt  a d istance /* >  rc do  not in teract with 
each o ther. Thus, the key to efficient M D  simulations with short- range  forces is minimizing 
the n um ber  of  ne ighboring a tom s that m ust be checked  for possible interactions. An efficient 
algorithm for doing so was already suggested  by Verlet [80], which is com m only  referred  to 
as the neighbor lists m e thod .  In this a lgorithm , a list is construc ted  for every a tom  in the 
s im ulation cell tha t con ta ins  the  nearby a tom s tha t are  at an ex tended  d istance re =  r(. +  <5. 
Relative to  rc, the  value o f  8 is small, but its op tim al value d ep en d s  on  such param eter;  
as the tem p era tu re  and particle  density. T hese  lists a re  u p d a ted  a f te r  every few integration 
steps, before  any atom  has m oved from  a d istance r > rt, to r <  re.

Hockney et al. [270] p roposed  an o th e r  m e thod ,  usually re fe rred  to as the link-cell methoc. 
In their algorithm, at every time step, all the  a tom s are  b inned  into 3D  cells of  linear size ' 
with / =  rc o r  slightly larger. T here fo re ,  for every a tom  one m ust check only 27 bins— the bii 
the a tom  is in plus the 26 bins that su rro u n d  it. A  very efficient a lgorithm  results when on; 
com bines the two m ethods  such that the a tom s  are  b inned  only every few tim e steps in o r d c  
to  construct (o r  upda te )  the  neighbor lists. T he  size o f  the cells is / >  rc. A t intermediate 
time steps the neighbor lists are  used in the usual way in o rd e r  to identify neighbors withii 
a distance t\ o f  each atom . T h e  com bined  algorithm  is m ade  even m ore  efficient by takim 
advantage o f  N ew ton’s th ird  law. which allows one  to  co m pu te  once a force for each par 
of atoms, instead of  once for each a tom  in the pair. This reduces the necessary searches t> 
only half the surround ing  bins of  each a tom  to form its ne ighbor  list.

T he efficiency of a vectorized M D  algorithm  can greatiy be increased if it conta ins  carefil 
da ta  and loop s tructures, w ithout which the  co m p u te r  p rogram  canno t com pletely  be vec
torized. Toward achieving such efficiency. O res t  et al. [264] com bined  ne ighbor list/link-cel 
m ethods  to create  long lists o f  pairs o f  ne ighboring  atoms. At each  tim e step, they upda te l 
the lists to keep only those  particle pairs tha t  w ere  within the cu to ff  d is tance  rr. They als)
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organized  the lists into packets  in o rd e r  to p revent any atom  from appearing  twice in the 
lists, hence  vectorizing the force co m p u ta t io n s  for each  packet and obta in ing  an algorithm 
tha t was about one o rd e r  o f  m agn itude  faster than algorithm s w ithout such data  structures.

4 . 2 .  M a s s i v e l y  P a r a l l e l  A l g o r i t h m s

M olecular  dynamics sim ulations with short- range  forces benefit greatly from parallel co m 
pu ta tional algorithms. T h e  reason  is tha t calculations o f  the forces and  updating  of  the 
a to m s’ positions can be d one  simultaneously for all the  atoms. Thus, the main goal in 
developing any paralle l a lgorithm  is dividing the force com puta tions  evenly am ong the 
p rocessors, so to achieve m axim um  parallelism. Such a lgorithm s [51, 271-282] were devel
o ped  for e i ther  sing le-instruc tor/m ultip le-data  (S IM D ) parallel m achines or  for multiple- 
instruction/m ultip le-data  (M IM D )  paralle l com puters .  The  la tter machines, with several 
thousands of  processors, possess the  co m p u ta t iona l  pow er that is com parab le  with the fastest 
vec tor  com puters. H e re ,  we briefly desribe  th ree  such algorithms tha t  were developed by 
P lim pton [281], whose a lgorithm s an d  th e ir  variants  have been used in large-scale s im ula
tions o f  materials. T hey  are  for systems in which the forces acting o n  the molecules are 
short-ranged . For M D  sim ula tions with  sho rt- range  forces, the com puta tiona l effort per  time 
s tep  scales as N ,  the  n u m b e r  o f  a tom s used in the simulations. A n o th e r  fea tu re  o f  these algo
rithm s is that the a tom s can u n d e rg o  large d isp lacem ents  over the du ra t ion  o f  the simulation. 
Finally, the  pe rfo rm an ce  o f  these  a lgorithm s is op tim al with respect to both the n um ber  N  
o f  the a tom s and N p o f  the  processors. A s such, they are  very flexible and  efficient.

4.2.1. Atom-Decomposition Algorithms
In this algorithm, at the  beginning o f  the simulations, each  of the N p processors is assigned 
N / N p a tom s (/V is usually taken  to  be a m ultip le  o f  N p). A tom s in a g roup  do  not have 
to  have any special re la tion  with each  o ther .  T h ro u g h o u t  the simulations, each processor 
com pu tes  the forces on  its des igna ted  N / N p a tom s  an d  upda tes  their positions and velocities, 
regardless o f  where they move in the  physical space. T h e  N  x N  force matrix F  (where Ftj 
rep resen ts  the  force on a tom  /' due  to  a to m  j )  is sparse , and, due to N ew ton’s third law, 
Fjj = —Fjj. Suppose tha t  r an d  f are  vectors o f  length N  tha t  s tore the position and to tal force 
on each atom , with r, s toring the  th re e  coo rd in a tes  o f  a tom  /. T he  A D  algorithm  assigns 
each processor  a subblock o f  F  consisting  o f  N / N p rows o f  the matrix. If  the processors are 
nu m b ered  from 0 to N p — I , p rocessor  Pm (with m  =  0, 1, . . . ,  N  -  I) com putes  the matrix 
en tr ies  in the F //f subblock o f  rows a n d  is also assigned the correspond ing  subvectors r m and 
fw, each  o f  length  N / N p.

A  m ost im portan t aspect o f  paralle l com p u ta t io n s  is th e  com m unication  betw een  the p ro 
cessors, as each p rocessor n eed s  the  positions of  many a tom s tha t  be long  to other processors, 
giving rise to all-to-all com m unica tion ,  an o p e ra t io n  that,  at every time step, supplies the 
u p d a ted  positions of  th e  partic les to  all the processors. Various algorithms have been  devel
oped  for perform ing  this o p e ra t io n  efficiently [283]. T h e  A D  algorithm can be im plem ented  
in two different ways. In  the first o n e — the A D I  a lgo ri thm — one assum es tha t  at the  begin
ning o f  each time step , every p rocesso r  has an u p d a te d  copy o f  the vector r  and thus “know s” 
the positions o f  all the  N  a tom s. T h en ,  the a lgorithm  first constructs the neighbor lists for all 
the  pairwise in terac tions tha t m ust be  c o m p u ted  in block fm. T he  lists are  then used for calcu
lating the  nonzero  en tr ies  o f  Fm. Because each pairwise in teraction  force is calculated and the 
force com ponen ts  are  su m m ed  into f,„, Fm is never actually sto red  as a matrix, hence saving a 
lot o f  co m p u te r  m em ory. T h e  results  a re  then  used to  upd a te  the positions and  velocities of 
the particles (by using them  in the  eq u a t io n s  o f  m otion  and integrating them  over one time 
step) and then sharing the u p d a te d  positions o f  the  a tom s  am ong  all the  N p processors.

T h e  A D I  algorithm  does  not take  advan tage  o f  N ew to n ’s third law. A lgorithm  A D 2 does 
use this law and, thus, reduces  the tim e o f  the co m pu ta t ions  by decreasing the cost of 
com m unica tions  be tw een  the processors.
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4.2.2. Force-Decomposition Algorithms
T h e  force-decom position  (F D )  algorithm  is based  o n  a b lock-decomposition o f  th e  force 
m atrix F, ra the r  than  a row-wise decom posit ion  used in the A D  algorithm. We assume, 
for the sake o f  ease o f  exposition, th a t  Np is a pow er of  2 and  that N  is a multiple o f  
N p, a lthough the a lgorithm  is genera l.  Subblocks o f  the force matrix F  are  assigned to the 
processors, giving rise to  a p e rm u te d  force matrix F \  fo rm ed  by rearranging  the  colum ns of F  
in a particu lar  way. If  we a rrange  the ra pieces in row -order (where a  =  1 , 2 , . . . ,  y / N  — 1), 
they form  the usual position vec to r  r. O n e  spans the  columns with a p e rm u te d  position 
vector r'p (where f3 =  1, 2 , . . . ,  j N p -  1). T h e  size o f  subblock Fm is ( N / [ / N p) x ( N /  j N p). 
Thus, to com pu te  the en tr ies  o f  F'„, p rocessor Pm must know r a. and o f  the r  and r '  
vectors, each with a length N / yj N p. These  e lem en ts  are  com puted  and  accum ula ted  into 
correspond ing  force subvectors f(X and  f^.

T he  algorithm  can be im p lem en ted  in two d iffe ren t ways. Algorithm FD1 first constructs  
the  neighbor lists. F or  large N , the  N /  J N p a tom s in are b inned, and the 27 surround ing  
bins o f  each a tom  in are  checked. T h e  ne ighbor lists are used for com puting  the entries 
o f  F;„. A s they are  com puted , the  en tr ies  are  su m m ed  into a local copy o f  f„, and, therefore , 
F;?J does not have to be s to red  in m atrix  form. Each  processor Pm then obta ins  the total force
f,„ acting on its N f y / N  a tom s and  uses it to up d a te  the positions of  the N / N p a tom s in rm. 
Finally, the  processors in row a  obta in  the en tire  r tt, and  similarly for the processors in each 
colum n ft. This a lgorithm  does not take  advan tage  o f  N ew ton’s third law and, therefore , 
calculates each pairwise in terac tion  force twice. In a lgorithm  FD2, this is avoided by taking 
advantage of  N ew ton’s third law o f  motion.

4.2.3. Spatial-Decomposition Algorithms
In this algorithm, the sim ula tion  cell is divided into small 3D boxes, with each box assigned 
to one  processor that, at each time step , co m pu tes  forces on and updates  the positions and 
velocities o f  all a tom s tha t it contains. T he a tom s tha t  are  assigned to  the processors can 
change; they are  assigned as they m ove th rough  the simulation cell. To com pu te  the  forces 
acting on its a tom s, a p rocessor only needs  to  know the positions of  a tom s in the  nearby 
boxes and, therefore ,  unlike the  A D  and  F D  algorithms, the  com m unication  in the SD 
algorithm  is localized. T h e  size and  shape  o f  the  boxes depend on N , N p, and  the  aspect 
ra tio  o f  the sim ulation cell (assum ed to  be a 3D  rec tangular  parelle lepiped). T he  n u m b er  of 
the  processors in each d im ension  is se lected  to m ak e  the boxes as close to a  cubic structure  
as possible, as for large N  such configura tions minim ize the cost o f  com m unications, which 
is p roportional to  the boxes’ surface. T he  linear size o f  the boxes can be larger o r  smaller 
than the cutoff distances rc and  rc defined above. E ach  processor m ain ta ins  two d a ta  sets, 
one  for the N / N p a tom s tha t  have been  assigned to  it, and one  for the a tom s  in th e  nearby 
boxes. O n e  da ta  set s tores all the  in fo rm ation , such as the positions, velocities, neighbor 
lists, and so forth. T hese  d a ta  are  s to red  in a linked list to allow insertions and dele tions as 
the a tom s move to  new boxes. T h e  second  d a ta  s truc tu re  maintains and updates , through 
com m unication  with o th e r  processors , only the  a to m s’ positions. M ore  details are  given in 
the original reference  [281].

It must be poin ted  ou t th a t  the above algorithm s have their optimal efficiency only if there 
is load-halcxnce, which m eans  tha t  each p rocessor m ust have an equal am oun t o f  w ork to 
perform . For the A D  algorithms, this will be the case if each F m block has roughly the  same 
nu m b er  o f  nonzero  entries, which will be the case if the  a tom  density is uniform  across the 
s imulation cell. Typically, nonun ifo rm ities  do  arise, bu t they will not pose any p roblem  f  
the a tom s order ing  at the  beg inn ing  o f  the sim ula tions is random ly p e rm uted .  T h e re  will be 
load-balance for the F D  algorithm s only if F ^ ,  and  a closely related matrix G'„ [281], are  u n t  
fam ily  sparse. Thus, if the a tom s a re  o rd e re d  geometrically, the matrices F '?. and G'„ will net 
be  uniformly sparse, as geom etrica l o rd e r in g  g en e ra te s  a force matrix with diagonal bands 
o f  nonzero  entries. T he  way to achieve uniform  sparsity is to random ly pe rm u te  the  atoms 
ordering. Finally, the  SD a lgorithm s will be load-balanced  only if there  is roughly the same 
nu m b er  o f  a tom s both  in the  boxes an d  in the ir  surroundings. This will not be the case f  
the re  is non uniformity in the  density o f  the  particles, o r  if the physical dom ain  is not a rectan
gular  paralle lepiped. H endrickson  an d  L e land  [284] developed a m ethod  fo r  load-balancing
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the  SD algorithms by partitioning an irregular dom ain  o r  a system with nonuniform ly dis
tr ibu ted  clusters of  atoms, although such a lgorithm s add  to  the com puta tional cost o f  the 
M D  simulations.

5 .  P R O T O C O L S  F O R  G E N E R A T I N G  M O D E L S  O F  
N A N O P O R O U S  M A T E R I A L S

N ow  that we have equ ipped  ourselves with an a rsenal o f  com puta t iona l  m ethods, we can 
begin considering the question of  how to g en e ra te  a m olecu la r  model of  a nanoporous  m ate 
rial, using the “w eapons” in ou r  arsenal. We describe separa te ly  models o f  the th ree  classes 
o f  n an o p o ro u s  materials that we are considering in this chapter .

5 . 1 .  C a r b o n  N a n o t u b e s

G en era t in g  an atomistic model of  carbon n an o tu b es  is relatively straightforward, as the 
tubes  have a well-defined and relatively w e ll-unders tood  s truc tu re  with the position of  the 
a to m s  in the struc ture  being known. Thus, the initial configuration of the model nanotube 
is construc ted  based on the experim ental data . T he m odel is then relaxed using an energy 
minim ization technique o f  the type that w ere  described  earlier. This can be done  in two 
differen t ways.

(i) The first m ethod  is based  on first-principle Q M D  m eth o d  that was described above 
[238-241, 285, 286]. For example, Tada et al. [287] genera ted  a model of  a single
walled carbon  nano tube  in o rd e r  to study hydrogen adsorp tion  in the tubes. In their 
m odel, eight carbon atom s are  located on  the  side opposite  to the H 2 adsorp tion  sites. 
T hese  a tom s were fixed in the model, while the positions  of  the rest of  the a tom s were 
relaxed by structural optimization. T hey  used the  first-principle Q M D  m ethod  with the 
genera lized  gradient approxim ation, to g e th e r  with the results o f  Perdew et al. [288] 
and  H a m m e r  et al. [289] for the exchange-corre la tion  potentia l.  T he  so-called NCPS97 
norm -conserving pseudopo ten tia l  [290, 291] was used, and  the electronic  wave func
tions were expanded  in p lane waves with a suitably selected energy cutoff. These 
techniques and  concepts were all described ear l ie r  in this chapter. O thers  [12, 13, 201, 
227-237, 292-299] have used similar techn iques for studying many p roperties  of  ca r
bon nano tubes ,  ranging from their m echanical [230-232] to therm al and vibrational 
[237] properties. Let us m ention tha t com m ercia l softwares, such as G A U SSIA N  98, 
arc  now available that can perform  such ca lculations very efficiently.

(ii) T he  second m ethod  is based on the classical M D  sim ulation described above. In this 
case, a model of  the material itself can be gene ra ted  in two different ways. ( 1) In 
o n e  m ethod , one com bines the classical M D  with an energy minimization technique 
in o rd e r  to  develop a m olecular  m odel o f  a carbon  nano tube . (2) In the second 
m ethod ,  one  genera tes  a single-walled ca rbon  nan o tu b e  by simply rolling a graphite  
sheet,  and specifying the in tera tom ic  in te rac tion  poten tia l  betw een the atoms. This 
relatively simple m ethod  has been  used by m any research groups [32, 300-321] in 
o rd e r  to study adsorp tion  of various gases, such as N 2 and H 2, diffusion o f  these and 
o th e r  gases [322-326], as well as fluid flow in carbon  nano tubes  [327-329]. In addition, 
using the M D  simulations, Kwon et al. [330] s tud ied  de fo rm ation  o f  carbon nano tubes 
as a result o f  increasing the tem p era tu re ,  and  the resulting change in their  volume, 
using the N ose-H oover  algorithm described  earlier. T hese  com puta t ion  and modeling 
e fforts  use a wide degree  o f  sophistication, varying anywhere from  m odels in which 
the  a tom s in teract with each o th e r  th rough  simple potentials ,  to those in which quite 
soph is tica ted  m olecular  s tructural m odels  and  in terac tion  potentia ls  are  employed.

5 . 2 .  L o w - D i e l e c t r i c  C o n s t a n t  N a n o p o r o u s  M a t e r i a l s

As we discussed earlier in this chap te r ,  many newly p roposed  low-dielectric constan t m a te 
rials a re  nanoporous . P rom inent am ong these  are  aerogels  and xerogels, new materials 
with m any unusual p roperties  that were described  earlier. In particular, aerogels are light
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nanoporous  materials tha t  possess a fractal s tructure . T h a t  is, the m ean  density of  the m a te 
rial is a sca le -dependen t quantity  that decreases with the  length scale L as

p  -  L d' ~ \  o r  p  -  M {D>-cn/D< (195)

w here D f is called the fractal d im ension o f  the m ateria l,  d  is the  Euc lidean  dimensionality  
o f  the space in which the m ateria l is em b ed d ed  (with D, <  d), and M  is the m ate r ia l’s mass. 
E quation  (195) indicates that the  m ean  density o f  the material decreases  with increasing 
length scale L.

Theoretically, a model tha t  closely m atches  the p ropert ie s  of  aerogels is [331] the diffusion- 
limited c luster-c luster  (D L C C ) aggregation [332, 333]. In this model, one  starts with an 
em pty  lattice. At time t =  0, lattice sites are  selected at random  an d  occupied  by particles, 
until a small fraction p {] o f  the sites are  occupied  by the particles. Each occupied site can 
contain only one particle. A  random ly selected c luster o f  occupied sites (a cluster is defined 
as a set o f  particles tha t are nearest  ne ighbors  to each  o th e r  on the sites o f  the lattice), 
including a single site (considered  to be  a c luster o f  size 1), is selected an d  m oved (allowed 
to  diffuse) in a random ly chosen direction. T hen , the pe r im e te r  sites o f  the cluster— the set 
o f  sites that are adjacent to the c luster— are  exam ined  to see w he the r  they are  occupied 
by o th e r  particles or  clusters. If so, the p e r im e te r  particles o r  clusters are  added  (a ttached) 
to the cluster that was m oved to form a larger cluster. O nce  a larger cluster is form ed, 
it is not allowed to break  up again. A n o th e r  random ly  selected c luster is m oved again, its 
per im e te r  is examined for possible fo rm ation  of  a larger cluster, and  so on. Figure 8 shows 
three  stages of this process in 2D. T he  fractal d im ension  Df o f  the  D L C C  aggregates are 
Dj 1.45 ± 0 .0 5  and 1.8 ± 0 .0 5  in 2D  an d  3D, respectively. N ote  tha t in this m odel, it is 
assum ed tha t the  diffusivity rj  o f  a c luster  is indep en d en t  o f  its m olecu la r  weight M . In 
practice, one  expects to  have r,j  — (as the radius o f  the c luster  is p roport iona l  to
M l/D/ ), o r  m ore  generally, rJ* ^  Af6\  w here  £ is an exponen t that may d ep en d  on the type 
o f  the solution in which the aggregation takes place. C o m p u te r  s im ulations 1334] indicate 
tha t D f is almost com pletely  independen t o f  f ,  p rovided that r,i  decreases  with increasing 
M . Note  also tha t the m odel does not have to be defined on a lattice, but can be simulated 
in a continuum .

T hree-d im ensional m olecular  s imulation of  the D L C C  aggregation, on  a time and length 
scale that can be co m p ared  with the experim enta l  da ta , is very difficult. Significant progress 
has, however, recently been  m ade. Thus, in principle, one can gen e ra te  a model o f  these 
materials by one  of  the two following m ethods:

(i) In one  m ethod , o n e  uses M D  sim ula tions to gen e ra te  a m odel o f  the aggregates. The 
initial stages o f  th e  aggregation fo rm ation  is d o m in a ted  by the in teraction  energ ies  and 
the  initial conditions o f  the aggregating particles. A m o n g  such interactions, van der 
Waals forces play a particularly im por tan t  role in the fo rm ation  o f  the aggregates, and, 
therefore , their inclusion in the M D  sim ula tions is crucial. A run ach a lam  et al. [335]

F ig u re  K. T h re e  stages o f  fo rm a tio n  o f  a d iffu s io n -iim ited  e lu s ie r-e iu s te r  ag g reg a te
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developed a M D  m e th o d  for so doing. If r is the  surface-to-surface distance betw een
two particles, then, the  vdW  is app rox im ated  by the  potential [335]

U ( r ) =  +  +  ( 1 %)
' ’ b l + b 2r + - - -  + b „ ^ r " ^  1 ;

where the coefficients a , and  b, d ep en d  on the size o f  the partic les  and are  listed by 
A runacha lam  et al. [335] fo r  a few particle sizes. N o te  that Eq. (195), in the limit r =  0, 
yields U(r)  —> r -7 , as o p p o sed  to the usual (J(r)  oc r~h used in the LJ and similar 
potentials. T he  reason  is the  effect o f  the  re ta rd a t io n  on the long-range vdW  forces. 
In addition  to  vdW  forces, o n e  must accoun t fo r  the  effect o f  “ reac t io n ” betw een the 
diffusing particles (i.e., the  r a te  by which the partic les join the  growing aggregate). 
The a p p ro p r ia te  reac tion  ra te  is o n e  for a second-o rder  reaction:

& ( A 9B)  =  R s( A , B ) C a C b (197)

where R s is the ra te  constan t ,  and C A an d  CB are, respectively, the concentra tions 
of  A  an d  B  particles. T h e  “ reac t io n ” be tw een  the particles is o f  sticking type, and, 
therefore , o n e  can use the  k inetic  theory  to  write,

/  8 k  T  \ 1/2
R , ( A , B ) =  c r £ A , B )  (198)

\  mrr )

where m  is the  red u ced  mass, and a s is given by

a , = 2w r “» r ^ ,  .I rA) '() J - ' X .  (̂ /î COl|)“

X f \ (b KoU■ E-.m • Pa - <Pa > <IJA, 0a ) - j J  ^  sin 0A dl)A j  (199)

Here, r col, an d  E coa arc, respectively, the  m ean  collision te m p e ra tu re  and initial colli
sion energy, E rol and p A a re  the  ro ta t iona l  energy  and m o m en ta  o f  the rigid aggregate, 
Z ro( the ro tational par ti t ion  function o f  the  aggregate, and </>,,, t//., and 0A are the 
angles that define the relative o r ien ta t ion  o f  c luster A  with respect to the axis tha t
passes th rough  its c e n te r  o f  mass a long which the collision occurs. T he  norm alized
probability density function fo r  the sticking (reac tion)  is rep re sen ted  by Ps, which can 
be suitably ap p rox im ated  by relatively simply expressions, o r  else the integral in (198) 
can be est im a ted  by a M o n te  C arlo  m e th o d  [336]. T he  Verlet a lgorithm  is then used 
for in tegrating  the equ a t io n  o f  m otion . An im portan t  result o f  these simulations is 
that, in the absence o f  vdW  forces, the  resulting  aggregates have a com pact s tructure
with very low porosity, w hereas  the  p resence  o f  the  vdW  forces causes the aggregates
to take  on  a fractal and  o p en  s t ru c tu re  with a large porosity, which is in ag reem en t 
with the  experim enta l observations [334].

A  d iffe ren t m olecu la r  m odeling  ap p ro ach  for aerogels and  xerogels has been p ro 
posed based  on optim iza tion  techniques. F o r  example, in the atom istic  m odel o f  Stachs 
et al. [337], one  s tarts  with a given configuration  of  the a to m s’ of  the m aterial dis
tr ibu ted  in a sim ula tion  cell. T h e  a tom s are  then  moved accord ing  to  a reasonable  
a lgorithm  to  obta in  a new m o lecu la r  configura tion  of  the m ateria l .  A  property  o f  the 
m ateria l,  which can  also be dircctly m easu red ,  is then com p u ted  and com pared  with 
the m easu rem en t .  T hen ,  a new  m olecu la r  configuration  is g e n e ra ted  and the sam e 
p ro ced u re  is repea ted .  If the  d ifference  be tw een  the  com pu ted  a n d  m easu red  p roperty  
is sm aller  than  w hat  was ob ta in ed  in the previous iteration, the new configuration is 
accepted , and  the search  for finding configura tions tha t fu r th e r  reduce  the difference 
continues. If  the  d ifference  is la rger than w hat was ob ta ined  in the  previous iteration, 
then the  new configuration  is re jected . O n e  may impose additional constrain ts  on this 
type o f  s im ulations in o rd e r  to  b e t te r  m atch  the s tructure  o f  the  real material with 
the s im ula ted  one. Clearly, the  sam e idea may be used in the context o f  an energy 
m inim ization tec h n i q u e .
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(ii) In the second  m ethod , one  may e i th e r  g en e ra te  the aggregates using the s tandard  
aggregation m odel [334], and then  use the  resulting s truc tu re  for s im ulation  an d  study 
o f  their  various properties, o r  use a hybrid m e th o d  in which the prim ary clusters o f  the 
aggregates are  gene ra ted  by M D  simulations, and  then use the s tandard  aggregation 
algorithm for genera ting  the large-scale aggregate .

A n example o f  the fo rm er  approach  is the  w ork o f  Ham sy et al. [338], who s tud ied  gas 
transpo rt  in the pore  space of  the m ateria l.  A n  exam ple  o f  the la tte r  app roach  is th e  work 
of Rahm ani e t  al. [339], who developed  a hybrid M D  simulation technique for modeling 
silica aerogels, rep resen ted  by D L C C  aggregates. They  assum ed that the primary particles 
(clusters) o f  the aggregates consist o f  v itreous S i 0 2, which they g e n e ra ted  by M D  simula
tions [340]. T he  in terac tion  potentia l be tw een  two particles was rep resen ted  by a sum  of 
C oulom bic and the Buckingham  [Eq. (23)] po ten tia ls  [100, 101, 341]. T hey  showed that 
vibrational spectra  of  the resulting aggregates  are  in ag reem en t  with the experim enta l data 
and, therefore , the  gene ra ted  aggregate is a reliable m odel for studying o th e r  p ropert ies  of 
interest.

O th e r  recent theoretical studies of  low-dielectric  constan t  m ateria ls  include the work of 
Sodolski and Kozlowski [342], who s tud ied  the D C  conductivity o f  silica aerogels  and  found 
that a suitable mobility theory can explain the experim enta l data . Fang and Tsui [343] s tu d 
ied electrical conductivity and dielectric con s tan t  o f  n an oporous  carb o n -d o p ed  oxide, which 
has been  p roposed  as a low-dielectric co n s tan t  m ateria l,  and p roposed  a model for their 
experim ental data . A  som ew hat similar study was carried  o u t  by C ostescu e t  al. [344], who 
studied therm al conductivity of  hydrogen-silsesquioxane, an o th e r  po ten tia l  cand ida te  for a 
low-dielectric constan t  materia l.  Filla e t  al. [345] s tudied  the dynamical s tructure  factor 
(which is p roportiona l to  the scattering intensity) o f  m odel systems for aerogels  and xerogels, 
s tating that one can neglect the con tr ibu tion  o f  the  e lem entary  units o f  the m ateria ls ’ ne t
works, and reproduce  the dynamical p ro p e r t ie s  o f  such m ateria ls  based  only on  the dynamics 
o f  the networks.

5 . 3 .  N a n o p o r o u s  M e m b r a n e s

M odels that have been  developed fo r  n a n o p o ro u s  m em b ran es  can be  divided in to  two 
groups.

(i) In one  group, the  m em brane  is rep re sen ted  by a single nanosize pore. T he  motivation 
for doing so is the  fact that in som e  m em branes ,  the pores  are  m o re  o r  less parallel 
to each o ther ,  and , therefore , studying the p h en o m en a  o f  in terest in a single pore 
may suffice for unders tand ing  th em  in a n an o p o ro u s  m em b ran e .  M any po re  shapes 
have been used, ranging from cylindrical and slit pores to much m o re  com plex shapes 
[346]. T he  li terature  in this a rea  is huge; reviewing and discussing all the  works th a r. 
have been carr ied  o u t  would requ ire  a review by itself. The  in terested  re a d e r  should 
consult G elb  et al. [347] for extensive discussion o f  such works.

(ii) In the second class are those tha t  m odel the n an o p o ro u s  m em b ran e  by a 2D  or 
3D  network o f  in terconnec ted  pores. M any different types of  such m olecular  pore 
networks have b e e n  developed, which we now describe.

In one  group, the  po re  network is g e n e ra te d  based  o n  geom etrica l and topological consid
erations, w ithout any regard  for the physicochemical p rocess tha t g enera tes  the  nanoporous 
m em brane , and, there fo re ,  the chem ical and  energe tic  details o f  crea ting  the nanopore> 
are  ignored. As an example, consider p illa red  clays (PCs), n an o p o ro u s  m ateria ls  tha t were 
originally developed as a new class o f  catalytic  m ateria ls ,  a lthough it is currently  believed 
tha t the ir  greatest  po ten tia l  use may be as m em b ran e  m ateria ls  for separa tion  processes, 
especially separa ting  C O : from a m ixture o f  gases. Hence, in recen t years a n u m b e r  or 
investigators have s tud ied  gas adsorp tion  in PCs [348].

T he synthesis o f  PCs was originally suggested  by B arre r  and M cL eod  [349]. They inserted 
molecules into clay m inerals  to p rop  ap a r t  the  aluminosilicate sheets, thereby  producing 
pores  larger than those com m only found  in native clays, o r  even in zeolites, an o th e r  class o- 
nanoporous  m ateria ls  tha t  is used heavily in the chem ical industry. H ow ever, the  re su lt in '



C om p u ta t ion a l  M ethods  for A tom ist ic  M o de l ing  o f  N a n o p o ro u s  M ateria ls 673

porous  materials did not have the therm al stability that zeolites usually possess. Pillars of 
hydroxyaluminum and o th e r  ca tions are  capable  o f  being dehydra ted  to oxide pillars and 
withstand tem pera tu res  o f  u p  to 500°C  w ithout s truc tura l collapse u n d e r  catalytic cracking 
conditions. They  are  relatively new and  w ere  first rep o r ted  by Brindley and  coworkers [350, 
351] and, independently, by Lahav e t  al. [352] and  V aughan and  Lussier [353].

In general,  pillared m ontm oril lom ites  are  2:1 d ioc tahed ra l  clay minerals  consisting of  lay
ers of  silica in te trahed ra l  coord ina tion , holding in be tw een  them  a layer o f  a lum ina in o c ta 
hedra l coordination. Substitu ting  Si4+ with A l3+, o r  A l3* with M g2+ gives the silicate layer 
a negative net charge, which is norm ally  co m p en sa ted  by N a +, C a2+ and  M g2+ ions [354]. 
By exchanging the charge com pensa ting  ca tions with large cationic oxyaluminum polymers, 
on e  can synthesize m olecular  sieve-type m ateria ls .  U p o n  heating, these  inorganic polymers 
form  pillars which p ro p  o p en  the clay layer s truc tu re  and form p e rm a n e n t  PCs. T he  location 
an d  size o f  the pillars can, in genera l,  vary, d e p e n d in g  on such p a ram ete rs  as the type of  
the pillaring agent and the p rep a ra t io n  conditions. A s  m en tio n ed  above, these materials are 
flexible enough to be used in separa t ion  processes [355], because access to their interior 
p o re  volum e can be contro lled  by the d istance be tw een  the silicate layers and  the  distance 
betw een  the pillars. O ne o r  bo th  can be ad jus ted  to  suit a particu lar  separa t ion  application.

T he  first m olecular  m odels  o f  such n an o p o ro u s  m ateria ls  were developed by Sahimi and 
co-workers [356-360]. In the ir  m odel, the  te t rah ed ra l  silicate layers, which we call the solid 
walls, were rep resen ted  by the  ( 100) face o f  a face-cen tered-cubic  solid with specified surface 
n u m b er  density. T h e  pillars w ere  rep re sen ted  by rigid chains consisting o f  a given n um ber  of  
LJ spheres  sep a ra ted  by the ir  size p a ra m e te r .  T hey  w ere  in terca la ted  vertically in the space 
be tw een  the solid walls and  w ere  d is tr ibu ted  uniform ly betw een  the solid walls such that 
the cen ters  o f  the pillars w ere  p laced at the  nodes o f  an  imaginary square  lattice a ttached 
to the walls. In the  original m odel [356-359], th e  pillars were rep resen ted  by rigid chains. 
X-ray diffraction and  o th e r  experim enta l techn iques  indicated, however, that the  s tructure  
o f  the pillars are  fa r  m ore  com plex than  simple chains. Thus, a b e t te r  m odel was developed 
[360] in which the s tructure  o f  the pillars an d  the  a r ran g em en t  o f  the  atoms, based on 
the experim ental da ta ,  w ere  taken  into account.  H ow ever, in bo th  m odels  only the spacial 
distribution of  the pillars be tw een  the walls w ere  considered , without much considerations 
for the energetics o f  the m aterial.

As a second example, consider  ca rb o n  m olecular-sieve m em branes  (C M SM s) described 
earlier  in this chapter . T hese  m em b ran es  a re  p re p a re d  by pyrolysis of  a polymeric precursor. 
If the pyrolysis o f  th e  polymeric p recu rso r  is d o n e  at high enough  tem pera tu res ,  the resulting 
solid matrix o f  the porous  m ateria l will have a s truc tu re  similar to graphite. Thus, one begins 
the m olecular  s im ulations o f  these  m ateria ls  with a 3 D  cell o f  carbon  a tom s with a s tructure  
correspond ing  to graphite . O n e  then  tessella tes th e  g raphite  cell by inserting in it a given 
n u m b er  o f  Poisson points, each o f  which is used fo r  constructing  a 3D Voronoi polyhedron, 
such tha t  every point inside each  p o lyhedron  is c loser  to  its own Poisson point than  to any 
o th e r  Poisson point. T h e  pore  space is then  g e n e ra ted  by fixing its desired porosity and 
selecting a n u m b er  o f  the po lyhedra  in such a way tha t their total volume fraction equals  the 
desired  porosity. T h e  po lyhedra ,  so chosen , are  then designa ted  as the m e m b ra n e ’s pores 
by removing the ca rbon  a tom s inside them , as w;ell as those that are  connec ted  to only 
one  neighboring carbon  a tom  ( the  dangling a tom s) ,  as it is impossible to  actually have such 
a tom s connec ted  to  the surface o f  the  pores . T h e  rem ain ing  carbon  a tom s constitu te  the 
m e m b ra n e ’s solid matrix, while the po re  space  consists o f  in te rconnec ted  pores  o f  various 
shapes and sizes [359, 361-363].

We point ou t tha t  once  som e o f  the  ca rb o n  a to m s  are  rem oved  from the s imulation cell, 
one  should, in principle, allow the  new system to  relax to its m inim um  energy configuration. 
This p rocedure  is necessary w hen  one  deals  with such m ateria ls  as polymers and  polymeric 
m em branes  that have flexible s truc tures ,  and  hence  th e ir  m in im um  energy configuration may 
differ significantly from  any o th e r  configuration  tha t they may take on. However, in the 
cu rren t  p roblem  we deal with a rigid s truc tu re ,  namely, the solid matrix o f  a pore  space, 
and, therefore , very small changes, if any, m ight occur in the s tructure  o f  the pore  space if 
the system is driven toward its m in im um  energy  configuration; in fact, the  system is already 
at o r  very close to  its m in im um  energy  state.
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In principle, the po re  space can be genera ted  by at least two different m ethods.  If th e  
po re  polyhedra are  selected at random , then, assuming that the  size o f  the s imulation cell is 
large enough, the size distribution will always be Gaussian, regardless o f  the porosity  of th e  
po re  space or  even the size o f  the initial graphite  ceil. In practice, however, the m em b ra n e s  
tha t  are  used do not possess a Gaussian  pore  size distribution (PSD ) [134-136]. Hence, in  
the second m ethod , o n e  designates the pore  polyhedra in such a way tha t the  resulting P S D  
would mimic, as much as possible, tha t o f  a real m em brane , which is typically skewed, by  
first sorting and  listing the po lyhedra in the cell according to  the ir  sizes, from  the  smallest 
to  the largest (o r  vice versa). T he  size of  each polyhedron is taken  to be the radius o f  a  
sphere  tha t has the  sam e volum e as the polyhedron. T he polyhedra are  then designated a s  
the pores  according to their sizes, starting from the smallest (or the largest) ones in the list.

T h e  PSDs and their  averages tha t are  genera ted  with a bias toward the smallest (o r  la rg es t) 
po res  are, o f  course, d ep en d en t  upon the porosity and  resem ble the experim enta l PSDs 
[134-136]. In addition, the average pore  size can be fixed at any desired value by varying th e  
n u m b er  of  the Poisson points inside the initial graphite  cell. Clearly, the larger the num ber o f  
the Poisson points, the smaller will be the average pore  size. N ote  that, unlike the trad itional 
po re  networks that are used in the simulation o f  flow and transport in m icroporous m edia 
[46], the pore  space genera ted  by the models described here is a molecular pore  network, 
hence allowing the interaction o f  the fluids’ molecules with all the a tom s in it to be taken  
into account.

O n e  may also genera te  such m olecular  pore  networks by a random  packing of  spheres [2
4, 364-366] or  by lattice models in which selected sites of  the lattice may be adsorption sites 
[367-372]. Off-lattice models o f  nano p o ro u s  materials, for example, for aerogels [364-366], 
have also been developed.

In practice, carbonization  o f  the polymeric p recursor o f  C M SM s may not be d one  at such 
high tem pera tu res  tha t the solid matrix o f  the final nanoporous  m ateria l will have a structure  
similar to graphite ; ra th e r  the pyrolysis o f  the polymeric precursors at lower tem p era tu res  
will result in a matrix tha t is m ade  of mainly o f  am o rp h o u s  carbon. For this reason, ano the r  
m odel has been developed  [203, 363] that genera tes  am orphous  carbon that, when com bined  
with a suitable m ethod  o f  genera ting  the pores, will result in a m olecular pore  network with 
a solid matrix tha t  consists mainly o f  am orphous  carbon. In this m ethod , one begins with 
a crystalline d iam ond  structure  (four-coord inated  carbon  a tom s), based on a face-centered- 
cubic lattice, which consists o f  a large n um ber  of  carbon atom. T he  B renner  po ten tia l  [200], 
described earlier, is used to represen t the interaction poten tia ls  be tw een  the atoms and 
describe the bonding  properties, although one  may also use an ab initio m eth o d  [258] or  
a tight-binding form ulation  [373] to g enera te  am o rp h o u s  carbon. T he  am o rp h o u s  carbon 
is then  genera ted  by melting the crystalline m ateria l using M D  simulations in an (N V T) 
ensem ble  at very high tem pera tu res  (e.g., 6000 K) and then  quenching  it back to room 
tem p era tu re  with an app rop ria te  cooling rate. Then , the m aterial is equilibrated  (its energy 
is m inimized) at room  tem pera tu re .  To speed up the com puta tions, o n e  may use a massively 
parallel com puta tiona l strategy [281], based on the force-decom position  a lgorithm  described 
above. O ne  can, o f  course, use the sam e type o f  approach  for genera ting  a m olecular  model 
o f  silicon carbide nanoporous  m em b ran e  [190], as a tomistic  m odels of  SiC have now been 
developed  [374, 375].

T he  resulting am orphous  carbon (or SiC) can then  be com bined  with an algorithm for 
crea ting  the nanopores  in o rder  to g enera te  a 3D  m olecular  pore  network. This can  be done 
by at least two different m ethods. (1) In the first m ethod , one may use the Voronoi algorithm 
described above in o rd e r  to genera te  a nanoporous  space. T ha t  is, instead o f  s tarting with 
a s imulation cell of  graphitic material, one can begin with a cell of  am o rp h o u s  carbon. The 
rest of the a lgorithm  is similar to w hat we described above. (2) In the second m ethod, one  
rem oves the carbon  a tom s during the melting process, which, physically, is what happens. 
T h e  breaking of the bonds  and the removal o f  the carbon  a tom s are based on the energies 
tha t are  n eeded  for breaking the a tom ic bonds, in this way, a nanoporous  space with a solid 
am o rp h o u s  carbon  matrix is genera ted . T he distinct advantage o f  this m ethod  is that it takes 
into account the chemistry  and energetics of  the materia!.
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6. EQUILIBRIUM AND NONEQUILIBRIUM PHENOMENA IN 
NANOPOROUS MATERIALS

Now that we have learned  how to g enera te  an atomistic  model o f  a n an oporous  material, we 
can begin considering various p h e n o m e n a  that take place in such materials, e i ther  through 
the ir  matrix o r  in their pore  space. A lthough the set of  such p h en o m en a  is ra the r  large (some 
o f  which were already m en tioned  above), we consider here a few im portan t p h en o m en a  
that occur  in the pores  of  a n an oporous  material, two o f  which, adsorp tion  o f  a single 
gas or  a mixture o f  gases (an equilibrium  p h en o m en o n )  and  flow and transport of  fluids 
in the pore space under  the influence o f  an external po tentia l grad ien t (a nonequilibrium 
p h en o m en o n ) ,  have been  s tudied  extensively using m olecular modeling. In what follows, we 
describe  atomistic modeling o f  both  types o f  phenom ena .

6 .1 . E q u ilib riu m  P h en o m en a

O n e  o f  the most im portan t equilibrium p h en o m en a  that can occur in the po re  space of  
a nanoporous  m aterial is adsorp tion  o f  gases. T here  are  several com puta tiona l techniques 
for m olecular  modeling o f  adsorp tion  p h en o m en a  in the pore  space of  such materials. O ne  
can naturally use the equilibrium M D  m ethod  (described earlier) for simulating adsorp tion  
[362]. Such simulations are typically d one  in the microcanonical ensemble, that is, one  in 
which the total n um ber  of  particles, N ,  the total volume o f  the system, V , and its energy, 
E , are  held fixed [which is why it is usually referred  to as the N V E  ensemble].

Because the adsorption iso therm s are  typically presen ted  in te rm s o f  the n u m b er  o f  the 
moles adsorbed  versus the pressure, the chemical potentials  o f  the com ponen ts  (in a m ul
ticom ponen t mixture o f  gases) are  also com puted , as direct calculation o f  the pressure  (or 
the partial p ressures) is very difficult ( the  pressure  is, however, re la ted  to the chemical 
poten tia ls  through well-known therm odynam ic  relations). The  chemical potentia ls  are  u su
ally com pu ted  through the test particle m ethod , originally devised by W idom  [376, 377]; see 
also D eitrick  e t  al. [378] for m ore recen t developm ents. If the particle density in the system 
is high, then the  algorithm due  to Shing and Gubbins [379, 380] can be used. These  m ethods 
are based on W idom ’s original observation tha t the chemical poten tia l  of  a fluid is re la ted  
to the ease with which a test particle can be inserted in the system.

A t the beginning o f  the  m olecular  simulations, one  divides the sim ulation cell into a large 
n um ber  o f  small subcells, and  a test particle is assigned to  each subcell. T h e  interaction 
energies (and their first two o r  th ree  derivatives) betw een the test particles and the p o re s ’ 
solid walls, associated with each subcell, a re  then com pu ted  and recorded. T h e  test particles 
with in teraction  energies less than a certa in  value are then considered as “active,” while 
the rest are considered  as “ id le” as they m ake essentially no contribu tion  to the chemical 
potential,

Pfi, = \n(pXi) -  In ( e x p l - ^ E ^ r ) ] )  (200)

Here, /3 =  ( k BT ) ~ \  p is the  total density, x i is the  mole fraction of  com ponen t i (in a 
m ult icom ponen t mixture of  gases), E pi is the  po ten tia l  energy o f  a test particle o f  type /, p t 
is the configurational chemical potentia l  o f  com p o n en t  /, and  (•) d en o tes  an average over 
time and  active test particles.

6.1.1. Grand-Canonical Monte Carlo Method
In a g rand-canonical ensem ble, bo th  the energy and density are  allowed to  fluctuate, hence 
m aking a grand-canonical M onte  C arlo  (G C M C ) m ethod  a suitable technique for com puting  
equilibrium properties  o f  single- and  m ulticom ponen t mixtures. In particular, it has been 
used extensively for com puting  the adsorp tion  isotherm s o f  gases and  their  mixtures in m o d 
els o f  various types o f  n an oporous  m ateria ls  [356-360, 381-396]. T h e  m eth o d  was first used 
in studies o f  bulk fluids [397, 398], and was then extended  to adsorbed  systems [399, 400].

T he  G C M C  m ethod  is based on using a M arkov chain for genera ting  a series o f  m olecular  
configurations. In the G C  ensem ble, the probability p(s)  o f  any given s ta te  .v o f  a system is 
given by,

p(s )  =  C exp[ - P ( U  -  N p )  -  In N \ -  3 N  In A +  N  In V]  (201)
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where U is the total in te rm olecu la r  potential energy of the system, A is the de Broglie 
wavelength, and C is a norm aliza tion  constant. The  rest of the nota tion  is as before. In most

chain. In the ir  m ethod , at each step o f  the simulations, the cu rren t  m olecular  configuration 
is modified in o rder  to g e n e ra te  the subsequent M arkov chain. T he  modification is done 
by one o f  three ways, each o f  which is called a move: ( 1) inserting a new m olecule into 
the  system at a random  position; (2) removing an existing molecule from the system; o r  (3) 
displacing one of the  existing molecule by a random  vector. T he  th ird  move is rarely used. 
Each move is accepted o r  re jec ted  according to a probability. T h e  probability  o f  inserting a 
partic le  of com ponen t is given by

where Z, =  expO S^O /A 3 is the absolute activity at tem pera tu re  T , AE  the energy change 
resulting from inserting (or removing) a particle, and V, and N, the volume and n u m b er  of 
a tom s of com ponen t i. respectively. The probability o f  deleting a particle is given by

All the quantities o f  in terest  are com pu ted  by averaging their microscopic coun te rpa r ts  over 
a large num ber  o f  m olecular  configurations of the system.

T he  therm odynam ic  potentia l  suitable for the G C  ensemble is the  grand  free energy F, 
given by

w here  H  is the H elm holtz  free  energy (H  ~  U -  7 3 ) ,  and (N )  is the average n u m b e r  of 
molecules. In case of  a mixture, ( N) / i  is replaced by For a pore  of any shape,
one has

w here  S  is the entropy, Pt) is the bulk phase pressure, a  is the solid-fluid interfacial ten
sion, and A  is the p o re ’s surface area. For example, for a slit p o re ,  frequently  used in the 
s im ulation  of  adsorption, one  has,

where A  should be in te rp re ted  as the surface area  o f  one of  the walls, h is the p o re ’s width 
(which can vary'), and /  is called the solvation force given by /  =  Ph — P{), with Ph being the 
pressure  exerted  on the po re  walls by the adsorbate. T he  Gibbs adso rp tion  isotherm  is then 
given by,

O ne  may also com pu te  the desorption isotherm. This is done in th ree  steps.

(i) A supercritical (and . there fo re ,  reversible) adsorption iso therm  is com puted .
(ii) An integration along a path of decreasing tem pera tu re  at constan t p. is carr ied  ou:, 

using the expression,

simulations, the m ethod  due to  N orm an  and Filinov [397] is used for genera ting  the M arkov

(202)

(203)

Finally, a d isplacem ent move is accepted with the probability,

/?|d) =  min {ex p (- /3 A E ),  1} (204)

f  =  H -  {N ) / jl (205)

d f  =  - S c I T  -  P(]d V  -  {N)di i  + crdA (206)

dF  =  ~~SdT -  P. d V  -  ( N)d f i  + 2<rdA -  A f d h (207)

(200

(20')

(in) T h e  d es o rp t i on  i so t h e r m  is in t eg ra ted  us ing Eq.  (2l)K).
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O n e  may also refine this m ethod  to study capillary condensation. An integration m ethod  is 
used in the refined m e th o d  for precisely locating the therm odynam ic  condensation  pressure 
in the  pore  [392]. T he  free energy F  is in tegrated  along the adsorp tion  isotherm  using 
Eq. (208), w here  the  lower limit o f  the integration is taken to be an ideal gas state for which 
the grand  po ten tia l  can  be co m pu ted  directly from the external potential [401].

A  m ethod  som ew hat re la ted  to the G C M C  technique is the sem igrand MC m ethod  [402] 
which consists o f  m o lecu la r  simulations at constant ( N , T,  p.] - / x : ) for a binary mixture, and 
includes moves tha t a t tem p t  to  convert  molecules o f  type 1 into type 2, and vice versa. But, 
the m e th o d  offers little advantage over the  G C M C  m ethod. In addition, the Gibbs ensemble 
M C  m ethod  [403, 404] can also be used for studying various equilibrium p h en o m en a  in a 
pore. A lthough  this m e th o d  allows com puta tion  o f  the chemical potentia ls  at no extra cost, 
it has the draw back  tha t  the pore  shape must be simple with smooth walls.

As m en tioned  earlier,  nanoporous  m em branes are used extensively in the chemical and 
petrochem ical industries for separa ting  mixtures tha t involve «-alkanes. We already described 
the configura tional-b iased  M onte  Carlo  (C B M C ) m e th o d  for efficient generation  of  m olec
ular  m odels o f  /j-alkanes. Because adsorption is an im portant m echanism of separation  of 
fluid mixtures in a n a n o p o ro u s  m em brane , one also needs an efficient m ethod  for simulating 
this p h en o m en o n ,  an im portan t  aspect o f  which is inserting the complex molecular s tructure  
o f  n -a lkanes into the  system. To do this, one com bines the C B M C  m ethod  described earlier 
with a G C M C  m e th o d ,  which is refe rred  to as the C B G C M C  technique [405]. This is a 
m ethod  for  com pu ting  th e  sorption therm odynam ics of linear-chain molecules when the sor- 
ba tes  are  r e p re se n te d  with a un ited-a tom  (UA) force field [406]. In this model, the CHL and 
C H 3 g roups a re  conside red  as single interaction centers with their  own effective potentials. 
T h e  a tom s and  the  U A  centers  are connec ted  by harm onic  potentials. The in tram olecular  
interac tions consist o f  the contributions by bond-bending  forces represen ted  by [407],

=  (210)

w here  i) is the angle  be tw een  the a tom ic bonds, and  torsional forces for which the potential 
is given by [408],

U M )  = Y .c ,c o  s'(</>) (21. 1)
i= i

where 4> is the  d ihedra l angle. N um erical values of  the constants  k tt and c, are listed by the 
original references.

T h e  C B G C M C  m e th o d  consists o f  two steps. First, it genera tes  the chain configurations, 
on e  atom  at a time, by the  C B M C  m e th o d  described earlier. Second, as the chain molecule 
is genera ted , the  R osenb lu th  weight W  [152] is accum ulated  and used in the acceptance
rule of  the G C M C  m e th o d  for insertion of  the molecules into the system. T he  probability
o f  adding  a single chain to a system of N : chains is given by [409]

p  — mm
A W + 1)

(2 12 )

w here  /jl, is the  chem ical potentia l  o f  chain i, V  is the volum e of the system, and  A, is 
the therm al de Broglie wavelength of  co m ponen t i. E qua tion  (212) is completely similar 
to  Eq. (202), the  probability  o f  inserting a m olecule into a system in a s tandard  G C M C  
com pu ta tions  with the  m ain  d ifference being the inclusion of  the Rosenbluth weight W . For 
a deletion  move, the  R osenb lu th  weight is evaluated  by pretending to grow the alkane chain 
into its c u rren t  position. To accomplish this, the quantities, w ^ o )  =  exp[-/3w f(o)], u.>,(o) =  

exp[—/3iY/xt(b ',)], and  W(o)  =  J-]^ ,  w,(o) are  com puted , using k -  1 trial o rientations, 
toge the r  with the actual c u rren t  position o f  the atom /, which form the set {b'A} [see Eqs. (66) 
and (67)], w here  o indicates the old sta te  of the molecules. T he  probability of  de letion  o f  a 
chain from  the system is then given by [409]

p ~  =  n n n
A',A; 1 

exp(/3iLj)V W( o )
(2 1 3 )
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which, aside from the R osenb lu th  weight, is similar to  Eq. (203) for the s tandard  G C M C  
com putations.

Finally, there  are systems in which in som e parts  o f  the phase d iagram  q u an tu m  effects 
may be im portan t.  A n exam ple  is p rovided by liquid hydrogen (within o r  w ithout a pore), 
as this fluid exhibits s trongly q uan tum  behav io r tha t  canno t be analyzed by a first- or 
second-order  pe r tu rb a t io n  t rea tm en t.  Using F ey n m an ’s observation [410] tha t the re  is an 
isomorphism betw een  a q u an tu m  system and a classical one consisting o f  polym er rings, or 
“ necklaces,” o f  particles, o n e  may develop a path integral G C M C  m e th o d  [411-417]. In this 
m ethod , the probabilities for the d isplacem ent, insertion, and de le tion  of  particles are  very 
similar to those described above for the classical G C M C  m ethod .

6.1.2. Density Functional Theory
In the density functional theory  (D FT ), not to be confused with the D F T  tha t  was described 
earlie r  for quan tum -m echan ica l  com puta tions ,  the equilibrium  density p(r )  o f  the fluid is 
ob ta ined  by minimizing a f ree-energy functional [418]. Thus, if a po re  is in equilibrium  with 
a bulk phase, we write

F[ p( r ) } = H \ p ( r )] -  j  p (r)\p i -  U, ( r ) \ d r  (214)

where  Uc is an ex ternal po ten tia l  field due  to the po re  m ateria l,  and  H  is the H elm hohz 
free energy o f  the fluid in the absence o f  Ue. For fluids that can be described  by the U  and 
similar potentials, H ( r )  is given by a first-order pe r tu rb a t io n  a ro u n d  the hard -sphere  fluid. 
In that case, the  attractive par t  o f  the f luid-fluid poten tia l  in terac tions is approx im ated  by a 
mean-field theory:

f I [(>(>')] = H h[p(r)\  +  ^  j j  p(r)p(r ' )U.M(\r -  r ' \ ) dr ' dr  (215)

w here  H h is the hard -sphere  contribu tion , and U.dU is the  attractive port ion  of  the fluid-fluid 
interaction potentia l,  which is usually taken  to be w hat Weeks et al. [419] suggested for the 
LJ potential. T hen , H h is written  as the sum o f  an ideal and  an excess par t  (with the ideal 
part  being trivial). Several m e thods  have been  suggested for deriving an expression for the 
excess part. N o tab le  am o n g  them  are,

(i) Weighted density approximation , due  to  T arazona  and  cow orkers  [420, 421], in which 
the exccss hard -sphere  free  energy is given by

H ? r * [ p ( r ) }  =  f  p ( r ) i r ^ [ p ( r ) ] d r  (21o)

where p(r)  is a w eighted average over the original density profile o f  the  fluid, ard 
I j excess js t^ e excess free  energy pe r  m olecule of  the bulk ha rd -sphere  fluid, which 
can be de te rm in ed  once  an eq u a t io n  o f  sta te  is specified for the fluid. T h e  weighting 
functions are  se lected  such that the  direct corre la t ion  functions o f  the bulk fluid a*e 
reproduced  accurately  and are them selves functions o f  the weighted density.

(ii) Local density approximation . accord ing  to which

/ / r S'[P( '-)]  = j '  p ( r ) h ^ [ p ( r ) \ d r  ( 2 P)

Because this approxim ation  can n o t  take into account the effect o f  even short-ran»e 
correla tions in the fluid, it is not accura te  for fluids inside n a n e p e re s .

(iii) W eighted density  approx im ation  due  to  Kierlik and  Rosinberg  [422, 423], which is 
similar to tha t  o f  Tarazona and  coworkers, but it is s impler. M oreover ,  this version 
of the w eighted density approx im ation  is m o re  accura te  for nan o p o re s  than th a t  )f 
Tarazona and coworkers.
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6 . 2 .  F l o w  a n d  T r a n s p o r t

As m entioned  earlier, equ ilib rium  M D  (E M D )  sim ulations are applicable to systems that, 
at least in principle, are  am enab le  to t re a tm e n t  by statistical mechanics. A lthough, as ou r  
discussions so far should  have m ad e  it clear, many assum ptions must be made and several 
approxim ations must be used, th e ir  main pu rpose  is to  m ake the com puta t ions  tractable. 
H o w e\e r ,  if we are to c o m p u te  the  effective flow and transport p roperties  of  fluids in 
nanoporous  materials, such as the perm eabili ty , diffusivity, shear viscosity, and therm al con
ductivity, then E M D  is not an effective tool. F or  exam ple, as is well-known, by calculating 
the ve'.ocity correla tion  functions for every distinct pair  o f  species in the system, one can 
ob ta in  information abou t the m icroscopic m otion  o f  the molecules. However, as the velocity 
co rre la tion  function decays as the size of the system increases, use of  E M D  is not feasible 
for estimating the transport  p roper t ie s  o f  a mixture o f  molecules in a system which is under 
the influence of  an ex ternal po ten tia l  g rad ien t— a situation  which is encoun te red  in a very 
large num ber of  practical p roblem s. O n e  can use the velocity au tocorre lation  function, but 
this quantity can only be used for pred ic ting  the tracer o r  self-diffusivity D s o f  a species (i.e., 
w hen  the system is very d ilu te) via the G reen -K u b o  equation:

w h e re  v,- is the velocity of  particle i. T he  self-diffusivity is, however, completely different from 
the transport diffusivity, because  trace r  diffusion ignores the  effect o f  the collective motion of 
o th e r  molecules, especially in systems with a m o d e ra te  or high density. As such, E M D  is not 
suitable for investigation of  a t ran sp o r t  process in a system on which an external potential 
(pressure , voltage, chem ical poten tia l ,  concen tra t ion , etc.) g rad ien t has been  imposed.

N onequilibrium M D  (N E M D ) sim ulation  rep resen ts  a practical a lternative to E M D  for 
those systems for which the velocity co rre la t ion  function is difficult, o r  meaningless, to m ea
sure. It is particularly ideal for the  practical s ituation  in which an external driving force is 
applied  to the system. Several such m odeling  efforts have been  reported . N otab le  am ong 
them  are the grand-canonical m olccu la r  dynam ics (G C M D ) m ethod  [424-426] in which MC’ 
and  M D  simulations are com bined  (see below), and a dual control-volum e G C M D  tech
nique (D C V -G C M D ) [323, 327, 328, 361, 405, 427-443], We describe here  the D C V -G C M D  
m ethod  that has becom e an effective tool fo r  studying systems tha t  arc under  the influence 
of  an external potentia l g rad ien t.

To describe this m e thod ,  we consider a concre te  example, namely, t ransport o f  binary 
gas mixture in a carbon  n an o p o re  o r  nan o tu b e ,  a problem  of considerable  im portance in 
separa t ion  and purification processes. T he  sam e m eth o d  is applicable to  transport o f  a one- 
c o m p o n en t  fluid in the pore  tha t  is u n d e r  the influence o f  an external potentia l gradient. 
For simplicity, we consider  a slit pore , a schem atic  rep resen ta t ion  of  which is shown in Fig. 9 
in which the origin o f  the coo rd in a te s  is at the cen te r .  T he  external driving force is e i ther  
a chemical potential (or, equivalently , p ressure)  o r  a concen tra tion  grad ien t applied in the 
.v-direction. T he  system is div ided into th ree  regions. T h e  h- and f-regions at the two ends 
represen t  two control volum es (C V s) exposed to  the  bulk fluid at high and low chemical 
potentia l,  pressure, o r  concen tra t ion ,  respectively, and  the  middle region, rep resen ts  the pore 
in which transport occurs. T h e  p o r e ’s length is nL  with n being an integer. Periodic boundary  
conditions  are  em ployed in the  y-direction. T he  two ca rbon  walls are located at the top and 
bo ttom  of the x y  planes. We consider t ran sp o r t  o f  a binary gas mixture in a slit pore.

The D C V -G C M D  m eth o d  com bines in tegra tion  of  the  equations of  motion with G C M C  
insertions and deletions of  the gas m olecules  in the two CVs. It is essential to m aintain the 
densities  of  each gas c o m p o n e n t  in the two CV s at som e  fixed values, which are in equilib
rium with two bulk phases, each  at a fixed gas pressure  and concentra tion . The densities, 
or  the correspond ing  chem ical po ten tia ls  o f  each co m p o n en t  in the  CVs, are m ain ta ined  by 
carrying ou t a sufficient n u m b e r  o f  G C M C  insertions and  deletions of the  particles.

W hen  a particle is inserted  in a CV, it is assigned a therm al velocity selected from 
the Maxwell-Boltzmann d istribution, Eq. (29), at the given T. An im portan t p a ram e te r  of

(218)
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F ig u re  9. T h e  s lii-p o re  system  used in the  s im u la tio n  o f  tra n sp o rt and  a d so rp tio n  in a n a n o p o re . T h e  left an d  right 
ch am b ers show  the two con tro l v o lum es at high and  low p ressu res , and  the  m iddle p a rt is the  p o re  system.

N E M D  simulations is the  ratio -ii o f  the n um ber  of  G C M C  insertions and dele tions in each 
CV  to the num ber of  M D  integration steps betw een successive G C M C  steps. This ratio must 
be selected appropriate ly  in o rd e r  to maintain the correct density an d  chem ical potentials 
in the CVs and also reasonable  transport  ra tes at the boundaries  betw een  the  CVs and  the 
transport region. Its typical value varies anywhere from 50:1 to  400:1. D uring  the MD calcu
lations particles crossing the ou te r  boundaries  of the CV s must be rem oved ( the  fraction of 
such particles is, however, veiy small). In addition, o n e  should allow for a nonzero  streaming 
velocity (the ratio o f  the flux to the concentra tion  o f  each c o m p o n en t)  in the en tire  transport 
region of each com ponen t,  consistent with the presence o f  bulk pressure/chem ical p o te n 
tial gradients along the flow direction. Otherwise, a zero  stream ing  velocity in the transport 
region will lead to  severely underes t im ated  fluxes. Because the two CV s are  assumed to 
be well mixed and in equilibrium  with the two bulk phases that are  in direct contact with 
them , there  should be no overall nonzero  s tream ing velocity in these  regions. However, to 
reduce the numerical instability caused by the discontinuity of  the s tream ing  velocities at

x*

Figure 10. D ensity  p ro files for an  e q u im o la r  m ix tu re o f  C 0 2 and  C H 4 inside the  s lit-p o re  o f  Fig. 9. The profiles 
rep re sen t av erag ed  values over th e  cross se c tio n  o f  the  system  in the  d irec tio n  o f th e  m acro sco p ic  tran sp o rt. T ie  
u p stream  an d  d o w n stream  p re ssu re s  a re . respec tively , 120 a tm  and  20 a tm . T h e  resu lts  w ere  o b ta in e d  a tie r  3,500.0(0 
tim e steps, using th e  D C V -G C M D  sim u la tio n s (cou rtesy  o f  M a h a a /  F iro u z i).
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the  bou n d ar ies  between the C V s and the transport region, a small s tream ing  velocity can 
be ad d ed  to the therm al velocity of all the newly inserted m olecules within each C V  that 
a re  located  within a d istance 0 .5(7 , from the boundaries  (the effect of  this addition on the 
overall p ropert ie s  o f  the  system has been  shown [444, 445]) to be negligible, w here  <r, is 
the  LJ size pa ram e te r  (o r  the effective m olecular  size) o f  the lightest of  the two gases. T he  
s tream ing  velocity of each com ponen t in the transport  region is ob ta ined  by linearly in te r
po la ting  betw een its two values in the two CVs. A fte r  a few thousands of  integration  steps, 
this p ro ced u re  genera tes  a po ten tia l  grad ien t a long the pore, an example of  which is shown 
in Fig. 10. To study the transport  o f  a mixture in a potentia l  g radient, the tem pera tu re  o f  
the  system must be held constan t  in o rd e r  to eliminate any contribu tion  of  the tem p era tu re  
g rad ien t  to the transport; hence special care must be taken to achieve this. All the  quantities  
o f  in terest  are calculated from such simulations. Its predictions for some p roperties  of  in te r
e s t  a re  in good quantita tive ag reem en t with experim ental da ta  [362, 443]. Massively parallel 
a lgorithm s have also been  developed  [436, 437] for the D C V -G C M D  m ethod. O th e r  N E M D  
m e th o d s  have been described by R apaport  [54].

7 .  C O N C L U S I O N

A  large set o f  com puta tiona l techniques has been developed tha t can not only model the 
m orpho logy  o f  nanoporous  m ateria ls  at the m olecular  scale but also be used for studying 
various p h en o m en a  in such materials. As techniques for studying m ateria ls  at the atomic 
scale, m olecular  dynamics and M on te  Carlo  simulation, toge ther  with energy minimization 
techniques, have been  used for several decades. However, deve lopm ent of  vector  c o m p u t
e rs an d  parallel machines, and hence vectorized and parallelized com puta tiona l algorithms, 
to g e th e r  with the deve lopm ent o f  accurate  in teratom ic potentials, have m ade these tech
n iques powerful tools for studying m ateria ls  at a tomic scales using millions of  a tom s and 
molecules.

A b  initio qu an tu m  mechanical com puta t ions  based on the density functional theory in the 
local density approxim ation, to g e th e r  with plane-wave pseudopo ten tia l  form ulation, offers 
an  efficient and  rigorous m e th o d  for com puting  materials properties. T he  quan tum  M D  
sim ula tion  m ethod  of C ar  and Parrinello [50] did not changc the essentials o f  such co m 
pu ta tions ,  but offered an e n o rm o u s  increase in the efficiency o f  the m ethod , hence m aking 
m uch larger pieces of  m ateria ls  accessible to such com putations.

T hese  com puta tiona l stra tegies have enabled  us to investigate and accurately predict var
ious p roper t ie s  of  nanoporous  materials. We believe that when these m ethods are jo ined 
with the multiscale app roach  [3, 94-98], the  possibilities for accurate  and efficient optimal 
design o f  n an o p o ro u s  m ateria ls  with specific properties  may be limitless.
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1 .  I N T R O D U C T I O N

H eterogeneously  catalyzed reactions take place at the interface betw een a solid phase, often  
a metal or  an oxide (the catalyst), and a gas o r  liquid phase. In o rde r  to maximize the contact 
be tw een  the solid phase  and the reac tan t m olecules in the gas or  liquid phase, the catalyst is 
com m only  d ispersed as nanom eter-s ized  particles on a conducting o r  nonconducting  support.  
In fact, h e te ro g en eo u s  catalysis may well be the field with oldest existing applications of  
nanopartic les.
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O u r unders tand ing  of he terogeneously  catalyzed reactions has, in the past few decades, 
profited enorm ously  from deve lopm ents  in com putational chemistry. A pplications of  d e n 
sity functional theo ry -based  quantum -chem ical calculations and kinetic m odeling based on 
M onte C arlo  approaches  are  now carried out ra ther  routinely, often by groups  that typically 
focus on experim ental m ethods. This illustrates the level of  acceptance o f  com puta tional 
m ethods by the catalysis com m unity  at large. O f  course, most com puta tional studies tend to 
focus on unders tand ing  surface science experim ents involving single-crystal substrates, ra the r  
than m ore  industrially realistic catalysts. To the extent that the activity o f  catalytic n an o p a r 
ticles may be in te rp re ted  as stem m ing from the activity of  the different single-crystal facets 
and the ir  interaction, the  insight ob ta ined  from such single-crystal studies may have direct 
consequences for real catalytic systems.

In this chapter, we will give a brief review of the modeling of a particu lar  type of  ca t
alytic reactions, namely electrocatalytic  reactions. This choice is entirely based  on ou r  own 
expertise. Nevertheless, the m ethods  described herein  are entirely transferab le  to m o d e l
ing catalytic reactions at the solid-gas interface. Electrocatalytic reactions are of  im por
tance in many applications, notably fuel cells and batteries, but also for he terogeneously  
catalyzed reactions taking place at the solid-liquid interface. We focus primarily on the 
sta tis tical-m echanical aspects o f  modeling reactions at the  e lec trode-e lec tro ly te  interface, as 
the quantum -chem ical aspects of  (electro)catalytic  reactions have recently been  discussed in 
detail elsewhere [1-4]. O u r  discussion of  the density functional theory (D F T )  is restricted 
to explaining how such D F T  calculations may be employed to provide the  energetic input 
pa ram eters  for the sta tis tical-m echanical M onte Carlo  (M C) simulations, including bo th  
equilibrium and kinetic M C  models. Additional background can be found in [5].

In Section 2, som e necessary theoretical background is discussed. Next, Section 3 treats  
the main ideas of  M onte  Carlo  simulation methods. In Section 4, we discuss two examples 
of  M onte Carlo  simulations in electrochemistry, brom ide adsorption on silver and gold e lec
trodes and carbon m onoxide oxidation on p la t inum -ru then ium  surfaces. W hereas  the first 
two examples illustrate the im portance  of  phase transitions, lateral in teraction  energies and 
the appropria teness  or  inappropria teness  of  the lattice-gas approxim ation, the  second ex am 
ple provides a case in which the im portance  of  surface diffusion in unders tand ing  catalytic 
reactivity is clearly dem onstra ted .

2 .  T H E O R E T I C A L  B A C K G R O U N D

In this section, we discuss theoretical m aterial necessary for unders tand ing  the m odeling 
of  catalytic surface reactions. This m ateria l covers concepts and m ethods  used th roughou t 
a tomic scale physical chemistry and surface science, including a discussion o f  reaction rates, 
steady states, therm al equilibrium, and  basic com puta tional and simulation techniques such 
as M onte Carlo  simulations and density functional theory calculations. Because many o f  the 
examples given later in this work involve statistical simulation m ethods like M onte  Carlo, 
much of this section is devoted to a basic discussion o f  the foundations o f  statistical physics 
and statistical s im ulation m ethods. Additional material can be found in [5] and references 
therein.

U nfortunate ly , an in-depth discussion o f  all theoretical background m ateria l  is not possi
ble within the scope of  the curren t work, and much consideration has b een  given as to the 
best approach  for the p resen ta t ion  of  the material. W henever possible, we have a t tem p ted  
to present the material in a way and with a vocabulary com m on to both chem ists  and physi
cists. Inevitably, some confusion may arise, as some term s may have very specific meanings 
in one field but may have dual or  less precise meanings in the o th e r  field. For instance, 
physicists often  use the word “equilib rium ” to  indicate therm al ( therm odynam ic)  equilibrium 
defined by the Boltzmann distribution, but chemists som etim es use the w ord  to indicate a 
quasi-equilibrium reaction within an overall series of  reactions, which are  not in th e rm ody
namic equ ilib rium .1 Additionally, in chemistry the word “b o n d ” has the precise m eaning  of

' “ Q uasi-equ ilib i iu m ” im plies tha t th e  co n c e m ra tio n s  in the  asso c ia ted  reac tio n s a rc  w ell ap p ro x im a ted  by th e ir  
th e rm a l eq u ilib riu m  values.
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a chemical o r  ionic bond, but physicists som etim es use the word to indicate both a chem i
cal bond  and an interacting pair of  atoms, where such interactions may even be repulsive. 
T h e re fo re ,  we have chosen to present the material in a way that a t tem p ts  to  avoid any co n 
fusion of terminology, giving preference, w henever possible, to the m ore  precise use o f  the 
var ious  terms.

2 . 1 .  R e a c t i o n  R a t e s

L et us consider a simple chemical reaction in which two reactants, A  and  B, react to give 
p ro d u c t  C,

A -b B => C  (1)

E ach  side o f  the equation can then be thought of  as representing the same set o f  a tom s 
o r  molecules in two different states, unreacted  on the left-hand side and reacted  on the 
righ t-hand  side. We also refer to the unreac ted  state as the initial s ta te , o r  state I, and to 
the  reac ted  state as the final state, o r  s tate F. In general, the back reaction is also possible,

A +  B <= C (2)

and  for simplicity, the initial or  unreacted  state still refers to A  -f B, and the final or  reacted  
s ta te  still refers to C.

C onside r  a volume o f  space, V, into which we place N { reacting pairs A  -I- B and N v p ro d 
ucts C. We can consider this volume to represent N  =  /V, +  N v two-state systems. T he  reac
tion  and  back reaction can then be viewed as possible transitions be tw een  these two states, 
I —> F and F —> I, respectively. T he  forward reaction rate, /? ,_ F, is then defined as the p ro b 
ability pe r  unit time that two reactan ts  in the volume will react to form  C. We define the 
back reaction rate, 7?F_ h in a similar way as the probability per  unit time that a single p ro d 
uct C  in the volume will dissociate into A +  B. In general, these reaction rates will depend  
on  a n u m b er  o f  factors such as the density N / V ,  the  energy of  each state, the interactions 
be tw een  the species, and the tem pera tu re ;  however, for now, we simply assume that these 
effects  are  e i the r  negligible or  have been  taken  into account in an average way.

O ften , the average or  m acroscopic reaction rates can be de te rm in ed  from the m icro
scopic probabilistic reaction rates, such as with the mean-field models, but as this article is 
c o n ce rn ed  primarily with microscopic modeling o f  such systems, we will not discuss m acro 
scopic m odels in any significant detail. Suffice it to say, macroscopic m odels o ften  work well 
for well-mixed systems, like in solution o r  gas chemistry, b u t  the  in troduction  o f  catalysts 
and  catalytic surfaces usually adds sufficient complication that such macroscopic  models are 
often  e i th e r  unreliable  or  provide little insight into the m echanisms o f  the  reaction behavior. 
Mean-field  m e thods  are, however, a useful tool to investigate general behaviors o f  surfaces 
un d e r  certain circumstances, and this category of  macroscopic or  analytic m ethods  will be 
discussed in b r ie f  in Section 3.

2 . 2 .  T h e r m a l  E q u i l i b r i u m  a n d  S t a t i s t i c a l  E n s e m b l e s

C o n s id e r  the simple reaction in Eqs. (1) and  (2), and consider also a volume, V,  into which 
we place e i ther  a single pair o f  reac tan ts  o r  a single product. In addition to the reaction state 
(I or  F), each atom  or molecule has a position within the volume, an o r ien ta tion , and a veloc
ity. W hen  taken  as a whole, these pa ram ete rs  are called the degrees of  f reedom  of the system, 
and  the  space of  all possible values for the degrees of  f reedom  is called the configuration 
space o r  sta te  space. An ensem ble is then a collection of  noninteracting  volumes taken from 
the configuration  space.

F igure  1 shows a schematic rep resen ta t ion  of  a typical ensem ble  w here  the volume of the 
system is held fixed. This is o ften  referred  to as a fixed-volume ensem ble . T h e re  are  many 
d iffe ren t possible ensembles, but the most com m on are the micro-canonical ensem ble, where 
the volum e, to ta l energy, and n um ber  o f  particles are held fixed; the canonical ensemble, 
w here  the volume, tem p era tu re ,  and n um ber  of  particles a re  held fixed; and the grand- 
canonical ensemble, where the volume, tem pera tu re ,  and  chemical potentia l  are  held fixed.
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Figure 1. S ch em atic  d iag ram  o f  a  fixed-vo lum e e n sem b le . T h e  p o sitio n s , o r ie n ta tio n s , an d  re a c tio n  s ta te  a re  varied .

Strictly speaking, it is incorrect to speak  o f  te m p e ra tu re  if the  total energy is held fixed. 
Instead , o n e  should speak o f  th e  energy  pe r  partic le  o r  pe r  degree  o f  freedom . Likewise, 
o n e  canno t speak o f  pressure  if the  vo lum e is held fixed o r  speak  of chemical poten tia ls  if 
the  n u m b er  o f  particles is held fixed. H ere ,  we will be  in te res ted  only in the canonical and 
g rand-canonical ensem bles  w here  te m p e ra tu re  is defined  and thus a true  therm al equilibrium 
exists.

Suppose  tha t we have an  experim enta l  system equ iva len t to tha t described in Eq. (1), 
Eq. (2), and  Fig. 1. W hat would be the  probability  o f  finding the experim enta l system in a 
particu lar  configuration? In a canonical ensem ble ,  the  probability  o f  observing a particular 
configuration for the  degrees  o f  f reedom  follows the well-known Boltzm ann distribution,

( > -  £, / A- u T

»,  =  —  (3)

w here  i indicates a part icu la r  po in t  in configuration  space  o r  a part icu la r  set o f  values for the 
degrees  o f  freedom , E t is the total energy  o f  the s ta te  /, /vB is the  well-known B oltzm ann’s 
constan t,  and T  is the  te m p e ra tu re  in deg rees  Kelvin. T he  value o f  k HT  is o ften  called the 
the rm al energy, and  at room  te m p e ra tu re ,  k BT  ~  25 meV.

T he  norm alization  constan t in Eq . (3), 2 ,  is usually re fe r red  to as the  canonical partition  
function and is given by

7  =  V  < ( 4 )

w here  indicates a sum o r  integral over all possible configurations / in the ensem ble.
M ost experimentally  observable  quan ti t ies  are  averages over the  possible sta tes o f  the sys

tem. Such averages are  often  re fe r red  to as the rm al averages o r  ensem ble  averages. Typical 
average quantities  are  the average energy, average n u m b e r  o f  reactions products, and  so 
forth. In principle, the  average total energy  can be ca lcu la ted  by
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w here  {*-••) indicates a therm al o r  ensem ble  average and  indicates the same sum m ation  
o r  in tegra tion  used  to d e te rm in e  X

For systems with in terac tions be tw een  the d ifferen t a tom s o r  molecules, it is not possible, 
in general,  to calculate  analytically the ensem ble  averages. In such cases, co m p u te r  s im ula
tions m us t  be p e r fo rm e d  to sam ple  the  configuration  space. This will be discussed in g rea te r  
detail in Section 3. T h e re  is, however, o n e  useful class o f  analytic approxim ations known 
as m ean-fie ld  m ode ls  th a t  can be calculated  analytically. Mean-field m ethods will also be 
discussed in b r ie f  in Section 3.

2 . 3 .  S t e a d y  S t a t e s ,  T h e r m a l  E q u i l i b r i u m ,  a n d  D e t a i l e d  B a l a n c e

F rom  Eq. (3), we know the probability  to observe a par t icu la r  configuration of  the system, 
b u t  w hat  is the  probability  tha t  the configuration  o f  the system will change, and how does 
this re la te  to  the  probabilis tic  reac tion  ra tes  ( / ? i_ F an d  /?F_ , ) ?  The  key to answering this 
ques t ion  lies in a basic un d e rs tan d in g  o f  the statistical principle o f  detailed  balance.

Im agine tha t we have a very simple system tha t  has only two states. T he en tire  configura
tion space  is then  co m p o sed  o f  only these two states. For simplicity, let us call these states 
the initial s ta te , I, and  the final s ta te , F, an d  they might indicate an un reac ted  and reacted  
system, o r  they might indicate  som e o th e r  simple d ifference betw een  the  two states, like an 
up  and  down o r ien ta t ion .

T he  canonical part i t ion  function is

:Z =  e~lix/k*T +  e~ Ev/k*r (6)

and  if the  system is in equilib rium , the  probability  o f  observing the system in one  o f  the two 
s ta te  s ta tes  is simply given by P\ =  exp ( —£ j/ £ B7’) / ,:E and  PF =  exp (—E f / k BT) / H.  E xper
imentally, these  probabili t ies  would  be re levant only by repea ted  m easu rem en t  o f  e i ther  
in d ep en d en t  and  identical systems, such as in an ensem ble  o f  experim ental systems, o r  by 
re p e a te d  m e a su re m e n t  o f  the sam e system b u t  at d ifferent times.

Suppose  tha t we have only a single copy o f  th e  experim en ta l  system with which to work, 
o r  equivalently , suppose  th a t  we have a large n u m b e r  o f  copies of  the system, but all o f  the 
copies  are  p re p a re d  in such a way tha t  they are  all in the sam e configuration, say state I. 
If  w;e p e rfo rm  re p e a te d  m easu rem en ts  o f  the system over a short  period  o f  time, we will 
m ost likely get the  sam e  result, nam ely tha t the system is in sta te  I. T he  natural and naive 
conclusion would be tha t the  system is always in s ta te  I, but if w e m easure  over a long enough 
p e r io d  o f  time, we should  observe bo th  s ta tes  with probabilities  given by the Boltzmann 
distribution.

Such  short- t im e  deviations from  the  B oltzm ann  d is tr ibu tion  are refe rred  to  as ou t-of
equil ib r ium  behavior. I f  the  system is to  eventually  reach the rm al equilibrium, tha t is if the 
probability  d is tr ibu tion  o f  the  various s ta tes  is to  reach  to Boltzm ann distribution as ( oo, 
then  the probabilis t ic  t ransit ion  ra tes  m ust  satisfy de ta iled  balance, which is som etim es also 
re fe r red  to  as m icroscopic  reversibility,

(7)

U n d e r  the trans i t ion  ra tes  / ? |_ F a n ^ ^ f—h a s teady s ta te  will always be reached. This steady 
s ta te  will have the  p roper ty

F' -  R I XI
Jv  '  (8)

which follows directly from  Eq. (7), b u t  this s teady sta te  will be equivalen t to  therm al equilib
rium  only if P { an d  P¥ satisfy th e  B oltzm ann  distribution. It follows from  Eqs. (3) and (8) that 
for the rm al equ il ib r ium  to be reached , th e  transit ion  ra tes  m ust satisfy the special relation

e- E \ W  ,
(9 )e -Ei:/ktir R
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T here  are  an infinite num ber  o f  transition rates  th a t  will satisfy this equation; however, 
som e rates are m ore convenient o r  realistic than  others . Som e co m m o n  transition rates are 
the M etropolis  ra te  [6] and  the G lau b e r  rate [7], bo th  o f  which are c o m m o n  for equilibrium 
M onte  Carlo  simulations. Barrier  hopping  ra tes  a re  com m only  used for  dynamic simulations, 
which we discuss in detail in the  next subsection.

2 , 4 .  T r a n s i t i o n  S t a t e  T h e o r y  a n d  E n e r g y  S u r f a c e s

Any transition rates tha t  satisfy Eq. (9) will lead to a steady  state tha t  is identical to thermal 
equilibrium, but not all such rates necessarily rep re sen t  physically realistic transition -ates. 
Typically, the energy (or  free energy) landscape  of  a system has many local minima. These 
minim a rep resen t easily identifiable states tha t  are  relatively long lived and are stable or 
metastable.

Figure 2 shows a schematic represen ta t ion  o f  the energy landscape for a two-state system. 
For most problem s of interest, the energy landscape is actually a very complex m ultid im en
sional space, but this greatly simplified schem atic  does  show the most interesting features 
that are also found in m ore  realistic energy landscapes. O u t o f  the  con tinuum  of possible 
states, rep resen ted  by the abstract reaction co o rd in a te  axis, th ree  m ore  general states are 
labeled. The two minima, which represen t the two most easily observable  stable states, are 
labeled I and F. Between these two states is a third state, T. which has a higher energy and 
represents  an unstable in te rm edia te  transit ion  state, co rrespond ing  to  a saddle po in t o r  local 
maximum in the free energy between states I and F. W hereas  the  two minima represent 
stable or  m etastable  states, the transition s ta te  is much sh o r te r  lived and  is very difficult to 
see in any m easurem ent.  However, because any transition  betw een sta tes I and F must pass 
through state T, the effect o f  T  can be seen in the transition rates be tw een  I and F.

In its simplest form , transition sta te  theory  suggests tha t the transition ra te  between [ and 
F is given by [5]

(10)

where v is the a t tem pt frequency that d e te rm in es  the  overall timescale for  the transition and 
is typically of  the o rd e r  a phonon  frequency. T he  reverse transition , similarly, is given by

tf,..,* =  ve ,;/;T' (11)

and these transitions easily satisfy Eq. (9), as bo th  the a t te m p t  frequency and the energy of 
the transition state cancel in the  division.

This approxim ation for the  transition  ra tes  becom es m ore  accura te  as the energy cf the 
transition state becom es higher [8], but the exact value of  the transit ion  sta te  energy depends 
very much on the specific na tu re  of the p rob lem  and on the specific details of the type of 
transition in question. O ne  com m only used approx im ation  for the transition  state energy is

T

\  I
/

Abstract Coordinate

F igure  2. Schematic representation o f a two-state system. The states i and F  represent easily observable styes and 
T  represents a transition suite in term ediate between the two.
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re fe rred  to as the symmetric Butler-Volmer approxim ation  and involves the energies o f  both 
the initial an d  final states as well as an energy barr ie r  p a ra m e te r  [5],

( £ , + £ , . )

=  (12) 

w here  A is the  ba rr ie r  for the transition process in question. Typically, there  will be a differ
ent b a r r ie r  fo r  each type o f  diffusion process and  different barriers  for all o f  the different 
chem ical reactions. This will becom e m ore  a p p a re n t  in Section 4 when we discuss models of 
specific systems.

As o n e  final note, we point out tha t  th e rm a l  equilibrium betw een  the states 1 and F is 
d e te rm in e d  entirely by the energ ies  of  those two states and  not by the energy o f  sta te  T. The 
b a rr ie r  b e tw een  states I and F  serves only to d e te rm ine  the timescale o f  transitions between 
these two states. Thus, in an experim ent rep resen ted  by a canonical or  grand-canonical 
ensem ble ,  changing  the b arr ie r  o f  a process o r  reaction, such as by in troducing a catalyst, 
will n o t  a l te r  the  equilibrium  betw een  the two end states, I an d  F. O f  course, in industrial 
processes, the  system is rarely allowed to reach therm al equilibrium, as the desired reaction 
p roduc ts  are  usually carried  away by som e irreversible process.

2 . 5 .  Ab Initio  Q u a n t u m  C a l c u l a t i o n s  a n d  T o t a l  E n e r g i e s

M uch o f  the  formalism o f  the previous subsections has d ep en d ed  on the knowledge o f  the 
energ ies  o f  the  various states; however, the re  is no simple analytic form ula  for finding such 
energies. F o r  many problems, simplified form ulas  are often  used to describe the interactions 
betw een  the  various a tom s and  molecules. Such form ulas may reflect electrostatic  in terac
tions, like l / r 2 potentials  for simple ions or  l /;*3 in teractions for simple dipoles, or  the 
form ulas  m ay represen t  a com bina tion  o f  interactions such as a short-range  repulsion caused 
by o ver lapp ing  orbita ls  com bined  with a longer range interaction.

In genera l ,  the  exact functional fo rm  o f  the  energies can be very difficult to describe, 
but in r ecen t  years, q uan tum  total energy calculations have em erged  as a reliable way to 
calculate  the energy of a com bination  of  a tom s o r  molecules from basic quan tum -m echan ical 
principles. F rom  the user perspective, all that should be input into the calculation are  the 
positions o f  the  a tom ic nuclei, the  a tom ic n um ber  of  the nuclei, and the total n u m b er  of 
e lectrons. F rom  this inform ation , the total energy of the configuration can be calculated, 
within ce r ta in  approxim ations, and the various properties  o f  the  energy landscape can be 
explored  by varying the positions o f  the nuclei.

Such q u a n tu m  m ethods, especially those  based  on density functional theory, can typically 
t rea t  up  to  a few hu n d red  a tom s and com e in a variety o f  forms, ranging widely in speed and 
accuracy. In the  b roadest sense, ab initio q u an tu m  m ethods  a t tem p t  to solve the many-body 
S chrod inger  wave equation  for the wave functions of  the e lec trons with a given configuration 
of a to m ic  nuc lear  positions, b u t  such a com ple te  solution is extremely difficult and, for most 
p roblem s, is well beyond the scope o f  cu rren t  co m p u te r  technology. However, for D F T  
calculations, no  direct a t tem p t  is m ade to solve the m any-electron Schrodinger equation , but 
instead, th e  m any-electron problem  is rep laced  with a simpler prob lem  in which only the 
e lec tron  density  is used. For DFT, the K ohn-Sham  equa tion  [9], similar to the Schrodinger 
equa tion , is solved for the local density o f  electrons.

Solving the  K ohn-Sham  equa tions  is physically equivalent to solving the many-electron 
S ch rod inger  equa tion ,  p rovided tha t the e lectron exchange corre la tion  functional is 
known [9]. U nfortunate ly ,  this exchange corre la tion  functional is no t known, in general, 
but two approx im ations  are  com m only  used, the  local density approxim ation  (LD A ), which 
assumes tha t  th e  corre la tion  energy is a function o f  the  local e lec tron  density, and the 
genera l ized  g rad ien t  approxim ation  (G G A ),  which assumes tha t  the  corre la t ion  energy is a 
function o f  the  local electron density and its gradient. Both approxim ations are  commonly 
used in D F T  calculations, and the choice of  which to use depends  very much on the specific 
p roblem  be ing  studied.

T h e  re a d e r  should  also be aw are o f  several o th e r  com m on  approxim ations and  fo rm ula 
tions o f  D F T  calculations. Usually, to speed  up  the calculation, only the valence electrons
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are considered. In this case, the ordinary  electric potentia l from the positive nuclear core  is 
replaced by an approxim ate  pseudo-poten tia l  to improve the speed  o f  the calculations. A lso , 
the re  are two main form s o f  D F T  calculations, periodic calculations and c luster calculations. 
C luster  calculations assume that the a tom s are isolated in space, and periodic  calculations 
assume that the a tom s are rep ea ted  in a supercrystal in all d irections.

A  m ore com plete  discussion o f  D F T  can be found in [9]. We assum e tha t the in te res ted  
read e r  can consult these o r  o th e r  sources when a ttem p ting  to  perfo rm  actual D F T  ca lcu
lations, as there  is much im portan t  in form ation that is specific to the  particu lar  needs an d  
necessities of the user but is beyond the scope of  the cu rren t  work. Useful applications o f  
D F T  techniques will becom e m ore  clear in the following sections.

3 .  S I M U L A T I O N  M E T H O D S

T h ere  are essentially three b road  categories o f  simulation an d  calculation techniques. Each  
m ethod  has its own particu lar  benefits and drawbacks, and  the m eth o d s  are  often  com bined  
to give a more com plete  picture  o f  the system of interest. M olecu la r  dynamics simulations 
a t tem pt to solve the classical equa tions  o f  motion and typically involve thousands or  tens  
of  thousands of  a tom s and molecules and  can simulate timescales o f  the  o rd e r  nanosec
onds. Density functional theory calculations a t tem pt to  solve the qu an tu m  mechanical s ta te  
equa tions  in a simplified form  and  can provide useful in form ation  abou t the in teratom ic 
in teraction  poten tia ls  and energy landscapes. Density functional theory  simulations typically 
include abou t 100 a tom s or less, and when com bined with m olecu la r  dynamics, density func
tional theory simulations can typically simulate timescales o f  the o rd e r  picoseconds, but 
simulations of  this length usually require  the use o f  a parallel supercom pu te r .

M onte  Carlo simulations m ake up the third category o f  s im ulation  m ethods. This m e th o d  
is ra th e r  abstract and uses statistical principles to calculate ensem ble  averages o r  to calculate 
the approach  to equilibrium. M uch o f  Section 2 was d irec ted  tow ard  an unders tand ing  of 
this technique, and M onte  Carlo simulations can be extrem ely  efficient, often  simulating 
tens of  thousands o f  a tom s over s imulation timescales o f  seconds an d  beyond with the use 
o f  only a single PC.

O f  course, all th ree  of  these simulation m ethods arc  extremely useful, and no single tech 
nique should be considered  to the exclusion of the o thers; however, because M onte  Carlo  
m ethods  are  so powerful and  provide such useful insights into the  coopera tive  m echanism s 
o f  catalytic surface reactions, we focus o u r  discussion in this section  on  equilibrium and 
dynamic M onte  Carlo  simulations. T he  read er  should, nevertheless, keep  in m ind tha t d e n 
sity functional theory is often used to de te rm ine  the p a ra m e te rs  necessary for a M onte  Carlo  
m odel, and ab initio m olecular  dynamics calculations are  often  used to de te rm in e  vibrational 
spectra , which are invaluable in identifying the chemical species p resen t  in many catalytic 
reaction experiments.

3 . 1 .  S a m p l i n g  t h e  B o l t z m a n n  D i s t r i b u t i o n

Suppose  that we have a very simple system with only a single con tinuous  degree  o f  freedom, 
say the x  position o f  a single atom in the potentia l energy landscape  o f  Fig. 2. From Eq. (3), 
we can analytically calculate a probability function that tells us the probability  of  finding the 
a tom  at position x  (see Fig. 3).: T he  calculation of  ensem ble  averages is now simple and 
straightforward, but is this necessarily the case for more realistic systems?

Let us consider  a genera l form for the total energy of a generic  grand-canonical m odel of 
a catalytic surface, which is also called the H amiltonian,

If =  £ pi„ +  £ kin -  £  M, N i ( 1 -~)
I

w here E pi)t is the total potentia l  energy o f  the system, £ kin is the total kinetic energy of 
the system, /a, is the chemical poten tia l  of species /, M, is the  n u m b er  o f  species / in ti e

*’ N o te  th a t strictly  sp eak in g , fo r  c o n tin u o u s variab les, we sh o u ld  sp e ak  o f  p ro b ab ility  d en sities , a n d  we s h o u d  
sp e ak  o f  o rd in ary  p ro b ab ilitie s  only  fo r d isc re te  variab les. H ow ever, for sim plicity , we re fe r  to  b o th  as probab ilities.
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F ig u re  3. T h e  B o ltzm an n  d istr ib u tio n  fo r  th e  p o te n tia l energy  landscap e  o f  Fig. 2.

system volum e, and  deno tes  a sum m ation  over all o f  the possible species in the model. 
T h e  inclusion o f  the chemical po tentia l te rm s in Eq. (13) is a co m m o n  way o f  trea ting  a 
g rand-canon ica l ensem ble  (variable n um ber  o f  a tom s o r  molecules). Strictly speaking, the  
ch em ica l  poten tia l  te rm s  do  no t rep resen t  real energies but ra th e r  rep resen t free energies. 
H ow ever ,  w hen  the chem ical po ten tia l  te rm s are  included in the total energy and the num ber  
o f  partic les  is t rea ted  as just  a n o th e r  degree of  freedom  of the problem , the Boltzm ann 
d is tr ibu tion  for a g rand-canonical ensem ble has the sam e simple form  as tha t in Eq. (3).

A s o n e  might imagine, the  n u m b e r  o f  degrees  o f  freedom  in Eq. (13) is generally quite  
large, a n d  even for very small an d  simple systems, the state space quickly becom es too  large 
and com plex  to  ca lculate  ensem ble  averages by direct in tegration  o f  the B oltzm ann distri
bution. We m ust th e re fo re  calculate ensem ble averages, not by in tegrating  the B oltzm ann 
d is tr ibu tion  over the  en t i re  sta te  space, bu t by calculating the B oltzm ann weight for only a 
select n u m b e r  o f  configurations.

O n e  might, at first, consider  a random  sampling of the configuration space, but generally, 
m ost  configura tions will have very large energies and thus will not con tr ibu te  greatly to an 
e n sem b le  average, as s ta tes  with large energies have a lower probability. For this reason, 
M onte  Carlo  m e th o d s  norm ally  m ake  use o f  im portance  sampling [10], which weights the 
sam pling  p rocedure  to  im prove efficiency. T he  im portance  sam pling p rocedure  begins with 
the  system in som e configuration , I, and  a series of  random  changes are  m ade  to genera te  
a se r ie s  o f  sam ple  configura tions taken  from  the Boltzm ann distribution. These  samples 
can th e n  be used to  calculate  ensem ble  averages. T he  im portance  sam pling algorithm is as 
follows:

1. R an d o m ly  choose  o n e  of  the  degrees  of  f reedom  o f  the system.
2. M a k e  a small ra n d o m  change to the chosen degree  of  freedom , resulting in a new 

configuration , F.
3. C a lcu la te  the  probability  to  accept F  as the next configuration in the sam ple sequence,

4. G e n e ra te  a ra n d o m  num ber ,  /*, uniformly distributed  on the interval (0, 1).
5. I f  r <  F, then  F  is the  next configuration in the  sam ple  sequence , if not, then the 

configura tion  F  is rejected , and 1 is the  next configuration in the sam ple  sequence.
6. G o  to 1.

T h e  im por tance  sam pling  p rocedure  results in a long sequence  o f  configurations, and as 
long as satisfies E q . (9), th e  sam ples will rep resen t  the B oltzm ann distribution as the 
length o f  the sam ple  sequence  tends  to  infinity. The  m ost com m on  form  for the  im portance  
sam pling  transition ra te  is the M etropolis  form, /? j_ F =  min {1, e x p [ - ( £ p  -  E x) / k ^ T] }  [6]. 
W hen  th is  form  is used, the  im portance  sampling p rocedure  is o ften  called the M etropolis  
m e th o d .

E n se m b le  averages a re  calculated  by simply averaging the quantity  o f  interest over the 
sam ple  sequence, such as (E)  =  F J n ,  w here  i indexes the  sam ple  configurations in 
the sequence . As /? —► oo, the average obta ined  from the sam ple sequence  approaches  the 
value o f  the true ensem ble  average, but practically, the sam ple sequence  usually converges
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to therm al equilibrium  within a few thousand  samples, and the beginning of the sequence  is 
normally d iscarded  to improve the convergence o f  the average.

In conventional im portance  sampling, which is also called equilibrium  M on te  Carlo , like 
the M etropo lis  m e th o d ,  the o rd e r  o f  the sample sequence  has no  resem blance  to time; 
however, w hen  the  ra n d o m  changes betw een configurations co rrespond  to physically realistic 
transit ions be tw een  sta tes, the o rd e r  o f  the sample sequence  may co rrespond  to a real time. 
W h en  this occurs, the  im portance  sampling process is re fe rred  to as dynam ic o r  kinetic 
M o n te  C arlo  (D M C )  [5]. For dynamic M onte Carlo  sim ulations to be valid, transition state 
theory  m ust  hold, as discussed in Section 2.4, and this is sum m arized  by two requ irem en ts  
necessary for dynam ic M onte  Carlo  to be valid.

1. T h e  energy o r  free-energy  landscape of  the system m ust be well described  by a collec
tion  o f  well-defined local minima, which implies tha t the  local m inim a are separa ted  
by relatively high transition  states.

2. T h e  ba rr ie r  h opp ing  transition  ra tes  must satisfy Eq. (9).

F or  catalytic surfaces, bo th  o f  these criteria are usually met, and  the collection o f  local 
m in im a is norm ally described  by the lattice-gas approxim ation.

3 . 2 .  T h e  C o r r u g a t i o n  P o t e n t i a l  a n d  t h e  L a t t i c e - G a s  A p p r o x i m a t i o n

M ost ad so rb a te s  have prefe ren tia l  binding sites on catalytic surfaces. Exactly which site is 
p re fe r red  dep en d s  very m uch on the type of  adsorbate  and on the  type o f  surface. For 
instance, Br a tom s preferen tia lly  adsorb at the fourfold hollow site on the Ag(100) sur
face [11] bu t adsorb  at the  bridge site on the Au(100) surface [12]. P re fe ren tia l  adsorption 
is clearly seen in the co rruga tion  potential, which is the  binding energy as a function of  the 
(x , y)  position on  the  surface.

F igure 4 shows a typical corruga tion  potential. O n e  can clearly see tha t the  energy land
scape has m any local m in im a corresponding, in the case o f  this exam ple, to  the fourfold 
hollow sites. O n e  can also see that the  transition states separa t ing  the local m in im a corre
spond  to  the bridge sites. In the case of  Br adsorp tion  on Ag(100), the corrugation  potential 
at the  bridge site is approx im ate ly  100 m eV higher than at the hollow site, according to D F T  
calculations. T h e re fo re ,  at room  tem pera tu re ,  the transition  s ta te  energy is abou t four  times 
larger than  the the rm al energy. This is sufficiently high tha t an adso rba te  will rem ain  near 
the fourfold  hollow position nearly all o f  the time, suggesting th a t  a lattice-gas approxim ation 
for the ad layer is app rop ria te .

A  lattice-gas approx im ation  assumes tha t the adsorba tes  are  located  at discrete positions 
on a lattice o f  ad so rp tion  sites. Thus, the  surface of  Fig. 4 w'ould be rep re sen ted  by a 
square  grid o r  lattice, with each cell in the grid represen ting  o n e  hollow site. A  grid cell

y

F ig u re  4. A typical c o r ru g a tio n  p o te n tia l fo r a  su rface  wi th a sq u a re  a r ra n g e m e n t o f  su rface  a to m s. B r adsorbed 
on A g(100). T h e  g ray sca le  in d ic a te s  the  b ind ing  energy , w here  ligh ter sh a d es  in d ica te  less favo rab le  b ind in g . T ie  
c irc les  in d ica te  th e  lo ca tio n  o f  th e  ca ta ly tic  su rface  a tom s. R e p rin te d  w ith  p e rm iss io n  from  [«S], S. J . M itche ll e t al., 
raraday Disc. 121. (20M2). C> 2002. Royal Society  o f  C hem istry .
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is usually  re fe rred  to as a lattice site, and a lattice site may he e i ther  em pty  o r  occupied. 
By this approxim ation , a complex state space of continuous degrees  o f  f reedom  is reduced 
to a s im ple  discrete  space, w here transitions are manifested simply as a change in the site 
occu p a t io n  variables. For adsorp tion  and desorp tion  transitions, lattice occupa tion  variables 
change  from  unoccupied  to occupied, and vice versa. For reactive transitions, the occupation  
var iab les  change from denoting  o n e  species to  deno ting  another, and  for diffusion transitions, 
an o ccup ied  site variable is exchanged with a neighboring unoccupied  variable.

In add it ion  to simplifying the particle positions, lattice-gas m odels  norm ally  neglect the 
kinetic energy. T he  reason for this is twofold. First, in the absence  o f  ve locity-dependent 
forces, which is usually the case, velocities are distributed according to  the G aussian  dis
tr ibu tion , and  therefo re ,  the velocity distributions do not need to be calculated. Second, 
for dynam ic  M onte  Carlo  simulations, the  barr ie r  must be high co m p a re d  to the therm al 
energy, and thus, over the timescales necessary to hop the barrier,  th e  velocity of  the p a r 
ticle shou ld  have changed  many times, due  to interactions with the su rro u n d in g  a tom s and 
m olecules. This process o f  changes in the velocity is som etim es re fe rred  to  as therm aliza tion  
and  rep re sen ts  essentially the sam e  noise ph en o m en o n  underlying Brow nian  m otion.

3 . 3 .  T h e  M e a n - F i e l d  A p p r o x i m a t i o n

In add it ion  to the com puta tiona l  approaches  discussed thus far, m ean-field  analytic m e thods  
r e p re se n t  an im por tan t  and often useful class o f  m ethods, and a l though  m ean-he ld  m odels 
are  n o t  capable  o f  correctly rep roduc ing  phase transitions in the  adlayer, for well-mixed 
system s, they are  o f ten  quite  effective in describing the general b ehav io r  o f  the adlayer.

C o n s id e r  the s im ple H am ilton ian  for a nearest-ne ighbor in teracting  m odel on  a 2D  square  
lattice

«' = -  E  $ cic) -  A E  o (J4)
(ij) /= I

w here  c, and Cj rep resen t  the occupation  variables for the adsorp tion  sites i and  j ,  respec
tively, a n d  may have values equal to 0 (em pty) o r  1 (occupied), </> rep resen ts  the in teraction  
energy  for the nea res t-ne ighbor  pair / , / ,  jl represen ts  the e lec trochem ical poten tia l ,  the 
sums Y l t \  runs over N  s ‘tes on ^ ie surface, and £ (,/} runs over all nea re s t-n e ig h b o r  pairs 
on the  surface.

T h e  p a r t i t ion  function for such a system is

E  cxp
£<;/) d>c,-(I '  J

k , J
(15)

which, in general,  will be quite  difficult, if not impossible, to solve analytically. In such cases, 
a c o m p le te  and  accu ra te  solution will require  a com puta tional ap p ro ach  such as M on te  Carlo  
s im ula tion . H ow ever, if we simply wish to  find a ra the r  general behav io r  for the adlayer, we 
may em ploy  the simple mean-field approxim ation to genera te  an analytic solution, w here  we 
e s t im a te  the in teractions, not with the actual site occupation variables, b u t  with the average 
site occupa tion .  In this case, each site is said to interact with the m ean  field g e n e ra te d  by 
all the  o th e r  sites on the surface.

T h e  coverage  is defined as 0  =  c(/ N , and we consider a simple expansion  o f  the first
in te rac tion  term  as

ciCj =  (c, -  0  + 0 ) ( c j  -  0  + 0 )

=  {(cf. - 0 ) +  0 } { ( c , - « )  +  « }

-  0 -  4- 0 ( c ,  -  0 )  +  0 ( c -  -  0 )  +  ( q  -  0 ) ( Cj  -  0 ) ( 1 6 )
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U n d e r  the mean-field approxim ation, we neglect the  spatial f luctuations within the sys
tem , and  thus we neglect the last term  in this equation . This leads us to  the m can-ie ld  
H am ilton ian

M̂F = -  E  <M-©: + ©c; + ®Cj }  -  A E  c<
{ij) i= 1

N

= n N (d 24> — 2 0 0  Cj — (x ^  c,
<//) /-i

/v /v
=  n N S 2(j) ~  2n<f>® c, — j x Y l c i

i i=[

N
=  n c j ) N & 2 — ( 2 / 1 ^ 0  - f  A )  ^  c i

i

N
= 2(/>N0 2 -  (4 ^ 6  +  /i) E  c’i O 7)

i

w here  /? =  2 is the n u m b e r  of  “b o n d s” pe r  adsorba te  on a 2D  square  lattice with nearest- 
ne ighbor interactions, as considered here.

F rom  this H am ilton ian , we may conclude that the  parti t ion  function for a single site is

% =  exp
2002
T j

\ (4</>(*) + A ) , ,

and as each site is t re a ted  identically in a mean-field model, the  average site occupation, 
(c,) =  ( 0 )  =  0 .  Thus, we have the mean-field model for this system,

In 0 - ‘ -  1 +  (19)

which is a specific exam ple  of  the Frumkin isotherm.
In the next section, we will see m ore  specific exam ples o f  mean-field theories. In partic

ular, we will see dynam ic mean-field theories applied to  unders tand  specific electrocitalytic 
systems.

4 .  E X A M P L E S

In this section, we p resen t  a variety of  examples that are typical studies o f  electrocatalytic 
surface reactions. N o te  tha t not all o f  the exam ples involve actual chemical reactiois. T he  
nonreactive examples have been included to illustrate som e simple concepts o f  catalytic 
surface modeling w ithout the need  to discuss the com plications o f  reactions. T he  o n c e p ts  
illustrated in these exam ples include phase transitions, lattice-gas models, the  imp>rtance 
o f  the corrugation potentia l,  the  use of  D F T  m ethods  to extract reasonable  values for the 
m odel pa ram eters ,  and  the im portance  o f  surface diffusion and the practical application of  
equilibrium  and dynam ic M onte Carlo simulation m ethods.

4 . 1 .  B r / A g ( 1 0 0 )

T h e  e lec trosorp tion  o f  simple halide anions o n to  single-crystal surfaces provides ai excel
lent quantita tive exam ple of how to construct reasonab le  surface models and hov to use 
simulation m ethods  to provide insight and make predic tions of  surface behavior. Irom ide  
adsorp tion  on a ( 100) single-crystal surface of  silver is one  o f  the best s tudied  examples 
in e lectrochemistry and  has been studied experimentally  by both  classical e lec tro aem ica l  
m eth o d s  [11, 13-15] and  by in situ techniques such as surface x-ray scattering  (SXS) 11, 14] 
and  x-ray absorp tion  fine s tructure  (XAFS) [15] m ethods. T here  have also been  a wJe vari
ety o f  theoretical studies ranging from simple equilibrium  and dynamic lattice-g.s m o d 
els [ i 6— 19] to m ore advanced off*lattice m ethods  [8].
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Cyclic voltam m etry (C V ) experim ents  for this system show what is often called a butterfly 
curve with a b road  pre-wave in the negative-potential region and  a sharp  peak at m ore positive 
po ten t ia ls  [11, 13-15]. SXS experim ents [11] have shown that the sharp  peak corresponds 
to  a second  o rd e r  o r  con tinuous phase transition in the Br adlayer betw een a d isordered  
ad layer at low Br coverages to  a c{2 x 2) o rde red  phase  at h igher coverages. The  pre-wave 
s tru c tu re  is also associated with phase transitions [19]; however, these phase transitions are 
n o t  observable  at room  tem pera tu re ,  and  the pre-wave can only be unders tood  as the shadow 
o f  a phase-trans it ion  that would exist in the system, if the system could be cooled well below 
the freezing  point of  w ater  [19].

4.1.1. Equilibrium Lattice-Gas Model
M uch success has been m ade by modeling the b rom ide adlayer as a simply lattice-gas model. 
F igure 4 shows the corrugation po tentia l for Br/Ag(100) as ob ta ined  from D F T  calculations. 
As discussed in Section 3.2, the am plitude  o f  this corrugation  potentia l is sufficiently high to 
allow fo r  a lattice-gas trea tm en t  o f  the adlayer. For a m ore e labora te  off-lattice t rea tm en t 
o f  the adlayer, see [8].

T h e  lattice-gas model consists o f  an L  x L  square  array o f  Br adsorp tion  sites, each 
site co rrespond ing  to the fourfold hollow sites on the Ag(lOO) surface. T he  configurational 
energy  o f  the Br adlayer is given by the grand-canonical lattice-gas H am iltonian  o r  energy 
functional,  [19]

w =  -  E  <Vic; -  A E  ci (2°)
i - j  /=!

H ere ,  i and j  den o te  adsorption sites, c, is the occupation at site /, which is e ither  0 (empty) 
o r  1 (occupied), Yli< j *s a sum over pairs o f  sites, being careful to avoid double  counting, 
4>jj is the  lateral interaction energy o f  the pair  ( / , / ) ,  and  /x is the e lectrochem ical potential. 
T he  sign conventions are that </> • <  0 deno tes  a repulsive interaction, and jx > 0 favors 
adsorp tion . Both </>,, and jl are  m easured  in units of  m eV /pair  and mcV/partic le , respectively. 
For simplicity, both  are  written as meV. To reduce finite-size effects, it is com m on to use 
periodic  o r  w rap-around  boundary  conditions, which was also done here.

In the weak-solution approxim ation, £l is related to the e lec trode  potentia l  by [5]

A =  Ao +  k nT  In 1^-1 -  e y E  (21)
lc ol

where is an arbitrary reference level, k B is B oltzm ann 's  constan t,  T  is the absolute  te m 
p e ra tu re ,  e is the  e lem entary  charge unit, [C] is the concen tra tion  of  B r“ in solution, [C„] is 
an arb itrary  refe rence  concentra tion , y is the e lectrosorp tion  valency, and E  is the e lec trode  
po ten tia l  in mV. Note that this form for the relationship betw een the e lec trode  potentia l 
and  the electrochem ical potentia l assum es that the e lec trosorp tion  valency does not depend  
explicitly o r  implicitly on e i ther  coverage or  potentia l [20].

It was shown in [21] that a short-range nearest-ne ighbor excluded volum e interaction 
and  a longer range d ipo lc -d ipo le  repulsion are sufficient to rep roduce  the shape of the 
experim enta l C V  and  coverage curves. Thus, within a simplified d ipo lar  interaction model, 
the long-range part  o f  the interaction energy is 4>(r) =  23/2</>nnnr ' 3 for r > n/2, where r 
is the separa tion  o f  an interacting Br pair, m easured  in units o f  the Ag(100) lattice spac
ing (a =  2.889 A [11]), and $ nnn (which is negative) is the lateral d ipo le -d ipo lc  repulsion 
be tw een  next-nearest neighbors. For r < \ f l  (neares t  neighbor distances), the interactions 
are  infinitely repulsive, indicating a large overlap energy due to the large size of  the Br 
adsorba tes  com pared  to the Ag(100) lattice spacing. To simplify the calculations, the in te r
actions are  trunca ted  for r > 5. This interaction scheme is slightly different from that found 
in [21]; however, no noticeable differences have been seen betw een the results o f  the scheme 
in [21] and the s im pler interactions given here, which are taken from [17].

In general,  the values for the model pa ram ete rs  can be found by fitting the results o f  the 
m odel in equilibrium to known experim ental results, such as by fitting the coverage isotherm
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or  the  C V  curve. F or  m ore complex models, such fitting procedures  can becom e quite 
complex [22], and in such cases, D F T  results can som etim es be used to find approxim ate  
values for the pa ram ete rs .  For Br/A g(l00), the p a ra m e te r  values can be found ra ther  simply 
by a n o n l in ea r  fit [18] o f  the equilibrium M on te  Carlo  results to experim ental results for the 
coverage. T h e  resu lting  values are  $ nnn =  - 2 6  ±  2 m eV  and y =  - 0 .7 3  ±  0.03 [17, 19].

T h e  sho rt- range  exclusion gives rise to two different possible c ( 2 x 2) configurations, one  
c o r respond ing  to  the  black squares  on a chessboard  being occupied with Br w hereas the 
white squares  are  em pty, and  the o th e r  configuration is the  reverse, with the white squares 
being filled with Br w hereas  the black squares are empty. Each  color on the chessboard is 
then  re fe r red  to as a  sublattice, with say the white-co lored  squares  being labeled as sub la t
tice A ,  an d  the  black squares  being labeled as sublattice  B. F or  a fully o rdered  c ( 2 x  2) 
phase, e i th e r  all o f  the  white squares will be occupied o r  all of  the black sites will be occu
pied. T h e  ex ten t o f  the  ordering  can be quantified by the so-called o rde r  param eter,  which in 
this case is som etim es  called the  staggered coverage and can be expressed as 0 S =  |0 4 -  ©fi|, 
w here  (»)A and (H)/? rep re sen t  the coverages of  the two sublattices and each run between 0 
and 1.

In the d iso rd e red  phase , the coverage on the two sublattices should, on average, be equal. 
T hus, in the  d iso rd e red  phase, the  staggered coverage will be close to zero, but in the c ( 2 x 2) 
o rd e red  phase , the  symmetry betw een  the two sublattices is spontaneously broken, and the 
s taggered  coverage  takes  on values close to one. T h e  staggered coverage can be m easu red  
experim enta lly  by observing th e  intensity in the ha lf-o rder diffraction peaks that co rrespond  
to the c(2 x 2) phase  in SXS experim ents  [11].

4.1.2. Equilibrium Monte Carlo Method and Results
In equilib rium , the  M o n te  Carlo  p rocedure  is greatly simplified over that of dynamic M onte 
C arlo  m ethods , as the m ethod  need  only satisfy detailed  balance, and there is no need  for 
the M o n te  C arlo  p ro ced u re  to  mimic a physical dynamic. A lthough  dynamic M onte  Carlo  
p ro ced u re s  can, in principle, also be used to  find equilibrium results, it is usually far m ore  
effective to use a m e th o d  specifically designed for equilibrium, as such m ethods usually reach 
equilib rium  in less com pu ta t iona l  time.

F o r  Br/Ag(100), the  simplest equilibrium M onte  C arlo  p rocedure  is as follows:

1. C a lcu la te  the  energy of the system using Eq. (20). Call this E v
2. Pick a site a t  random . Call this site i .

3. If  C; =  1, change  to  c, =  0, o r  if c, =  0, change to ct =  1.
4. C a lcu la te  the energy  of the  system using Eq. (20). Call this £ F.
5. C a lcu la te  the  transition ra te  using the M etropolis  ra te  [6], R  =  m in { l ,  e x p [ - ( E F -  £ , ) /

k BT]}-
6. G e n e ra te  a ra n d o m  num ber,  r e  (0, 1).
7. If  r > R,  then  rese t c, back to  it’s value at s tep  1.
8. G o  to  1.

T h e  M o n te  C arlo  sam ple series is then the series o f  system configurations after step 7, 
and a f te r  the  initial re laxation to equilibrium, average values, such as the average coverage, 
can  be ca lcu la ted  by simply averaging the values o f  that quantity, say the coverage, from 
each o f  the configura tions in the sequence.

T h e  coverage and  s taggered coverage results for Br/Ag(100) are  shown in Fig. 5. T he  phase 
transit ion  is easily observed in both the system configurations and  in the o rd e r  param eter ,  
the s taggered  coverage. These results also fit extremely well to experim ental values (19], thus 
justifying the m odel.

4.1.3. Dynamic Monte Carlo Model and Results
Dynam ic s im ula t ions  have the sam e H am ilton ian  as the  equilibrium simulations, but the  
transit ions be tw een  configurations are som ew hat different. For Br/Ag(100), we must consider 
the dynam ic p rocesses  o f  adsorp tion /desorp tion  (rep re sen ted  in the equilibrium procedure  
as a change in the occupa tion  variable o f  a single site) as well as the processes o f  lateral
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Figure  5. E q u ilib riu m  coverage  an d  s tag g ered  coverage  fo r a sim ple la ttice -g as m o d el fo r B r/A g(100), al ro o m  
te m p e ra tu re  w ilh  L  =  32. T h e  inse ts show  typical ad lay er co n fig u ra tio n s fo r tw o d if fe re n t va lu es o f  th e  o v e rp o te n tia l, 
/I =  1()() m eV  (d iso rd e re d )  and  f i  =  300 m eV  (o rd e re d ) . T h e  d iffe ren tly  sh a d e d  c irc les  in d ica te  a d s o rb e d  b ro m in e  
o n  e ach  o f  the tw o d iffe ren t sub la ttices. See [ 19]. R e p rin te d  w ith perm iss io n  from  (19], S. J . M itche ll e t al.. Surf. 
Sci. 471, 125 (2001). ©  2001. E lsevier.

diffusion within the adlayer. The  timescale for each of these processes  is se t  by the height o f  
a barrier , with a different barrier  being used for adso rp tion /desorp tion  and la teral diffusion 
processes, and a pre fac to r  [see Eq. (10)]. T im e is m easured  in M onte  C arlo  steps pe r  site 
(M C SS), and  the exact re la tionship betw een MCSS and tim e in m ore  physical units, such 
as seconds, is not generally known but can som etim es be es t im ated , given the  ap p ro p r ia te  
experim enta l  da ta  [19].

T h e  dynam ic simulation proceeds with a simple algorithm, in which a new configura tion  
is random ly  chosen  from  a w eighted list o f  possible microscopic moves. First, a lattice site is 
chosen  at random . T h e  configuration can only be changed  th rough  adso rp tion , d eso rp tion ,  o r  
la teral diffusion processes that include the chosen site. If the  site is empty, only adsorp tion  
may be a t tem pted . If the site is occupied, then  e ither  desorp tion  o r  la teral diffusion may 
be a t tem p ted ,  and if any o f  the neares t-ne ighbor  sites are  occupied  in the  final s ta te , the 
transition  ra te  will be zero. A  list is then  kept o f  all the possible moves, and  the  final s ta te  is 
chosen from this list, weighted by the ra tes calculated using Eqs. (10) and  (12). To m ain ta in  
deta iled  balance, the m ovem ent list must also include the null move, w here  the probability  
to  rem ain  in the  initial s ta te  is R ( I \ I )  =  I — F u r th e r  de ta ils  on  the s im ulation
algorithm  and its im plem enta t ion  are  given in [5, 18, 19].

T h e  free-energy barriers associated with the different s im ulation  moves are  Ann for 
neares t-ne ighbor  diffusion, Annn for next-nearest neighbor diffusion, and  Aa for ad so rp 
tion /desorp tion . T h e  rough estim ates  used here, Ann =  100 m e V  and  Annn =  200 meV, are  
based  on D F T  calculations in vacuum  [23, 24]. Estim ates  o f  Aa d e p e n d  on  the  reo rgan iza 
tion of  water  when the adsorbate  en ters  o r  leaves the adlayer, and the necessary calculations 
requ ired  for an accura te  D F T  estim ation of  this ba rr ie r  would be extrem ely  difficult and  
time consuming; however, from  calculations o f  the potentia l o f  m ean  force for halide ions in 
w a te r  nea r  a Cu(100) surface [25], we can conclude that reasonab le  values fo r  the ad so rp 
t ion /desorp tion  b a rr ie r  are betw een  200 and 500 meV. T h e re fo re  a choice o f  Aa =  300 meV, 
as used in [18, 19], is not unreasonable ,  but a m ore  accura te  es tim ation  of  the  ad so rp 
t ion /desorp tion  ba rr ie r  is not possible at this t im e .3

This dynamic M on te  Carlo a lgorithm  can be used to s im ulate  a wide range  o f  dynamic 
surface responses, such as simulating the results o f  a poten tia l  s tep ex per im en t [19] o r  the 
results o f  a C V  experim ent [18]. Because a full discussion o f  the dynam ic  B r/A g(100) sim 
ulation studies is beyond the scope o f  the cu rren t  work, we will leave the re a d e r  with the

' F o r a d iscussion  o f  how a m ore ac c u ra te  v a lue  fo r  th is p a ra m e te r  m ight be fo u n d  fro m  a se rie s  o f  s im u la tio n s  
and  a se ries  o f  ex p e rim en ts , see [ l 1)].
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results of  only two simple examples: a simulated potentia l step experim ent to study the 
phase-ordering  behavior  and a sim ulated CV scan to study the hysteresis-like response of 
the system.

For the simple po tentia l s tep simulation, the electrochemical potentia l is s tepped  from 
the d isordered  phase, at a point where the coverage is near zero, to  a point d e e p  inside of  
the o rde red  phase (fx =  600 m eV ), where the adlayer is fully o rd e red  into a c ( 2 x 2) phase. 
T he  results o f  such a potentia l s tep simulation are discussed in detail in [19]. F igure 6 shows 
two typical system configurations following such a po tentia l step. O n e  can easily see that the 
length scale of the dom ains increases with time, and this follows the well-known dynamical 
growth law known as m odel A, or  phase separa tion  with nonconserved  o rde r  p a ra m e te r  [19].

For the sim ulated C V  scans, the electrochem ical potentia l is changed  continuously as a 
function of  time with a sawtooth function, and the change in coverage, which is p roportiona l 
to  the CV current response, is observed. Figure 7 shows the results o f  such a simulations, 
which are discussed in more detail in [18]. Such simulations require  a large a m o u n t  of 
com puta tiona l time and are difficult to im plem ent in a parallel com puta tiona l form at, but 
the com parison of such simulations with experimental results could provide useful insights 
into the microscopic timescales of  the different atomic scale dynamic processes, such as 
diffusion and adsorption/desorption.

4 . 2 .  B r / A u ( 1 0 0 )

A lthough chemically, one would expect that the behavior of  B r/A u(l00 )  should  be similar to 
that o f  Br/A g(l00), the coverage isotherm  and o rde red  phases are  actually quite  different. 
T he  primary reason for this difference is that the corrugation poten tia l  for Br/Au( 100) differs 
in both am plitude and  symmetry from that of  Br/Ag(l()0) [26]. This in turn, leads to two 
different o rde red  phases, one com m ensura te  phase with coverage one-half  and  a second 
incom m ensura te  phase with coverage g rea te r  than one-half  [ 12].

T he  fact that this system displays an incom m ensura te  o rd e red  phase suggests the states 
are  not well-localized, implying that a lattice-gas t rea tm en t o f  the adlayer will not be valid. 
Thus, equilibrium M onte  Carlo  simulations must employ an off-lattice sim ula tion  m eth o d  [8] 
and  not a lattice-gas approxim ation. F u rthe rm ore ,  the lack of  well-localized sta tes m eans 
tha t a dynamic M onte  Carlo  trea tm ent is not possible, and any dynamic sim ulations must 
use less efficient m olecular  dynamics-like m ethods [8].

To construct an off-lattice model for the surface, we not only need  to know the lateral 
in teractions betw een adsorbates, as was also n eeded  for a  lattice-gas trea tm en t o f  the adlayer, 
bu t the  off-lattice m eth o d  also requires  a knowledge o f  the corrugation  potentia l.  In the 
following subsections, we will explain how to use the results o f  D F T  calculations to obta in

(a) t =  1000  M C S S  lb )  t =  5 0 0 0  M C S S

F ig u re  6. Typical system  co n fig u ra tio n s follow ing a s im u la ted  p o te n tia l s te p  ex p e rim en t from  a p o te n tia l w here 
(-) i) to  p. =  600 meV, d e e p  inside o f  th e  c (2 x 2) o rd e re d  phase . T he tw o d if fe re n t sh a d es  o f gray ind ica te  
r (2 x 2) phases on  each  o f  the  tw o d iffe ren t sub la ttices, a n d  the w hite a reas ind ica te  the em pty  d o m ain  b o u n d a rie s  
b e tw een  the  tw o d e g e n e ra ie  c(2  x 2) phases. T he ch a rac te ris tic  leng th  scale o f  the  d o m ain s grow s as / ' • as ex p ec ted  
fo r m o d els  o f  phase se p a ra tio n  w ith no  neon se rved  o rd e r  p a ra m e te r . All resu lts  a re  given fo r ro o m  te m p e ra tu re . 
See [ I 1)]. R e p rin ted  with p erm iss ion  from  [)*)]. S. J. M itche ll e t al.. Surf. Sri. 471, 125 ( 2001). • 201U, Hlsevicr.
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p/m eV

F ig u re  7. S im u la te d  C'V ex p e rim en ts  using  dynam ic M o n te  C a rlo  sim u la tions . T h e  slope  o f  th e  saw too th  linear 
scan  o r  th e  C V  sc an  ra te  is given by p in u n its  o f  m eV /M C SS. T he resu lts  fo r p  =  0  a re  tak en  from  equ ilib rium  
M o n te  C a rlo  re su lts  and  a re  inc luded  as a  re fe ren ce . A ll resu lts a rc  given fo r ro o m  te m p e ra tu re . T h e  vertica l axis 
re p re se n ts  th e  re sp o n se  c u rre n t. T h e  re su lts  fo r the  d iffe ren t scan  ra te s  have b e e n  sca led  in th e  vertical d irec tio n  
to  a id  co m p ariso n , as  in d ica ted  o n  the  vertica l axis. R e p rin ted  w ith perm iss io n  fro m  [18], S. J. M itchell et al., in 
“ C o m p u te r  S im u la tio n  S tu d ies in C o n d e n se d -M a tte r  Physics X H T  (D . P L an d au , S. P. Lew is, an d  H .-B . S ch iittle r, 
E ds.) . S p rin g e r, B e rlin , 2001. ©  2001, Sp ringer.

accura te  values of  the pa ram ete rs  necessary to construct an off-lattice model for Br/Au(100). 
It should  be no ted  that the use o f  D F T  to estim ate  m odel p a ram e te rs  is still som ew hat new 
and  unproven  fo r  e lectrochem ical systems; however, for Br/Au(100), D F T  m ethods  do seem 
to give qu ite  accura te , although imperfect results [26]. D F T  calculations may be m ore or 
may be less accura te  for o th e r  systems. For surface reactions taking place at the interface in 
vacuum , D F T  m e th o d s  seem to have reached  sem iquantita tive accuracy and predictive power.

4 . 2 . 7 .  DFT Calculations
As was discussed in [27], one  should be very careful when using D F T  calculations to predict 
binding sites, and  thus corrugation  potentials, for halides on noble m etal surfaces. The  cal
cula tions can  be  quite  sensitive to  the symmetry of  the calculations, and  the cluster m ethods 
should, in general,  be avoided for these purposes. Instead, it is m o re  reliable to use the D F T  
supercell o r  slab m ethods, using a plane-wave basis set for the e lectronic  wave functions, as 
they seem  to rep ro d u ce  m ore  accurately the delocalization effects of  the e lec trons in the 
vicinity o f  a metallic  surface.

F igure  8 shows a typical D F T  supercell used to study Br/Au(100) [26]. This figure shows a 
so-called slab configuration, in which the supercell conta ins  several metallic layers separa ted  
by a vacuum  region in the 2 direction.

T h e  accuracy of the calculations depends  on a n um ber  of  factors tha t  can be separa ted  into 
two genera l  categories, the method-specific  p a ram e te rs  and the geom etr ic  param eters .  T he 
method-specific  p a ram e te rs  include basis set param eters ,  such as the  cutoff energy, /c-point 
sampling, and o th e r  e lectronic p a ram e te rs  such as the type of  pseudopo ten tia ls  used and 
the type o f  approx im ation  used for the exchange corre la tion  energy  (L D A  or  G G A ). The 
geom etr ic  p a ram e te rs  include the overall size of  the D F T  cell, the  n u m b e r  o f  slab layers, the 
size o f  the vacuum  region gap. and  the type o f  geom etric  relaxations perfo rm ed . To obtain 
accura te  and  reasonab le  results, each D F T  calculation must consider  the accuracy as it 
d ep en d s  on both  classes of  param eters ,  and there  is no universally accep ted  set of  param eters  
for all problems.

F o r  the results discussed here, which are taken from [26], D F T  results were calculated 
using the periodic  slab geom etry  with a periodic plane-wave basis set with the Vienna
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F ig u re8 . A typical D F T  su p e rce ll co n fig u ra tio n  fo r  th e  s tu d y  o f  B r/A u (1 0 0 ). T h e  lig h te r sh a d ed  sp h e re s  ind ica te  
th e  A u su b s tra te  a to m s, a n d  th e  d a rk e r  sh a d ed  sp h e re  re p re se n ts  an  a d so rb e d  B r a tom . T h e  co n te n ts  o f  th e  box 
a re  th en  re p e a te d  infinitely in the  .v. y , an d  r  d irec tio n s . R e p rin te d  w ith  p e rm iss io n  from  |2 6 |,  S. J. M itchell and  
M. T. M. K oper, U n p u b lish ed .

ab Initio S imulation Package (VASP) [28-30]. T h e  g enera lized  grad ien t-correc ted  exchange - 
correla tion  functional (G G A )  [31] was used with the V anderbilt  ultrasoft pseudopo ten tia ls  
[32] and a cutoff energy o f  400 eV. Each slab con ta in ed  th ree  m eta l layers separa ted  by six 
vacuum  layers, each vacuum  layer being the equ iva len t th ickness o f  a metal layer. A ddit ion
ally, two different-sized supercells were used to exam ine  possible coverage dependence, a 
2 (2.97) x 2(2.97) x 12.6 A  cell (d en o ted  as 2 x 2), con ta in ing  4 surface Au atoms, and a 
3(2.97) x 3(2.97) x 12.6 A  cell (deno ted  as 3 x 3), co n ta in ing  9 surface Au atoms. The  k -point 
mesh was genera ted  autom atically  using the M onkhors t  m eth o d  with a 7 x 7 x 1 grid for the 
2 x 2  cells and a 5 x 5 x 1 grid for the 3 x 3  cells. Initial convergence  tests suggested that 
these pa ram ete rs  are sufficient for the accuracy desired , as justified by Fig. 12.

4 . 2 . 2 .  Corrugation Potential
T he  corrugation po ten tia l  was calculated by placing a single Br a tom  at a specific (x , y ) 
location above the 3 x 3 A u(100) surface, an d  the z position  o f  the adso rba te  was varied until 
the  total energy of the system was minimized. T his  process  was repea ted  for a n um ber  o f  
different lateral positions, until an u nders tand ing  o f  the  co rruga tion  potentia l  was reached.

O f  course, such calculations only tell us in fo rm ation  a b o u t  specific locations on the surface, 
and  any simulation needs  the corrugation  po ten tia l ,  U ( x , y ) ,  to be defined for all (x,  y)  
positions on the surface. Thus , we m ust construc t an analytic approxim ation  to the results 
found  from D F T  calculations [26],

w here A, =  274 m eV  and  A2 =  234 meV. This approx im ation  reproduces  the D P T  results in 
the region n ea r  the p re fe r red  bridge b inding  sites.

Figure 9 shows a p lot o f  Eq. (22). T h e  bridge site can  clearly be seen as the  most e n e r 
getically favorable site fo r  adsorption. This is also confirm ed  by both  experim ents  [12] and 
previous D F T  studies [27]. C luster  calculations pred ic t fourfo ld  b inding for B r/A u(l00)  [33], 
which is not correct.

4.2.3. Lateral Interactions
In addition to the co rruga tion  potentia l,  the  construc tion  o f  an off-lattice m odel also requires  
knowledge o f  the lateral in teractions be tw een  adsorba tes .  In principle, the interactions can 
be found  by analyzing the total energy for d iffe ren t configura tions of  the adlaver; however, 
this is not always the most accura te  m e thod , as the D F T  to tal energy results can dep en d
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F ig u re  9. T h e  c o rru g a tio n  p o te n tia l fo r  B r/A u (1 0 0 ) a s  d eriv ed  from  D F T  re su lts  and  th e  ap p ro x im atio n  o f  Eq. (22). 
T h e  g raysca le  in d ica tes  th e  valu e  o f  th e  c o r ru g a tio n  p o te n tia l, an d  th e  w h ite  lines ind ica te  c o n to u r  lines with values 
as lab e led . O n e  can  d e a r ly  sec th a t th e  b rid g e  sites a re  th e  m o st p re fe rre d  lo ca tio n s fo r b ind ing , as know n from  
e x p e r im e n ts  [12] an d  p rev ious D F T  c a lc u la tio n s  [27], R e p rin te d  w ith  p erm iss io n  from  [26], S. J. M itchell and  
M . T  M. K o p er, U n p u b lish e d .

r a th e r  strongly and anom alously  on  the  local sym m etries o f  the adlayer [26], Instead, when 
the  in teractions a re  believed to be d o m in a te d  by electrostatics, as was the case with the 
d ipo la r  in terac tions of Br/Ag(100) and is also the case with Br/Au(1.00), an analysis o f  the 
e lec tron  density can be p e r fo rm e d .'4

U nfortunate ly ,  a simple plot o f  the  full e lec tron  density  is difficult to in terpret; however, 
w hen the “back g ro u n d ” charge  is rem oved ,  the  d ipo lar  cha rac te r  of the  surface to adsorbate  
bo n d  is clearly seen. We the re fo re  define the charge transfe r  function, so-called because it 
clearly shows where charge has been  t ran s fe rred  as a result of the fo rm ation  of  the surface 
bond , as follows [26]:

A / ~*\ { p ( * ) w B r - A u ( H X I )  —  ] C i  P i C ^ B r  — P ( * ) a u (IU0) }Ap(x) = ---------------------------- ------------------------------

i P c ( * ) / V B r - A u ( I 0 0 )  ~  E  P c i ( * ) n r  — Pc(-*).Aii(  100) }-  _ (23)

w here  p(jc)/vBr-Au(i<x>) 's the  full charge  density  o f  the adlayer and substrate  system with N  Br 
in the ccll, p , ( i ) Br is the charge density  of  a single Br a tom  at the same position as that in 
the B r-A u  b onded  system, i indexes the N  ad so rbed  Br, p ( x ) Au[m) is the charge density 
o f  the Au(100) slab with all a tom s  at the  sam e posit ions as in the B r-A u  bonded  system, and 
the  subscripts “e ” den o te  e lec tron-only  densities, having the sign convention tha t positive 
indicates g rea te r  e lec tron  density. N o te  th a t  the  charge  transfe r  function is calculated using 
only charge densities for the  sam e size cells.

Figure 10 shows the charge  t ransfe r  function for D F T  cells represen ting  different cover
ages. T h e  fact tha t each curve overlaps the  o th e r  indicates tha t  there  is no noticeable direct 
d ep en d en ce  o f  the d ipole m o m en t  on the coverage  itself. A simple integration of  the charge 
transfer  function yields a dipole m o m e n t  of  .s - 0.3 e A  [26], regardless o f  coverage, provided

4 In ad d itio n  to o b ta in in g  th e  to ta l energy  o f an  a to m ic  co n fig u ra tio n , D F T  ca lcu la tio n s also  p ro d u ce  the  local 
e le c tro n  density , since th is is o n e  o f  th e  v ital q u a n ti t ie s  o f  th e  D F T  m e th o d .
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F ig u re  10. T h e  ch arg e  tra n sfe r  fu n c tio n  to r  v ario u s  co v e rag es  o f  B r/A u(100) fo r b rid g e-s ite  b ind ing . N o n o ticeab le  
d iffe ren ces  can  be seen . T h e  vertical lines ind ica te  th e  to p  Au(K)O) slab  su rface  a t 4.2 A a n d  the  Br ad lay er at 
6.4 A. R e p rin te d  w ith perm iss io n  from  [26], S. J. M itche ll an d  M. T. M. K oper, U np u b lish ed .

that all adsorbates  rem ain  at the  bridge site. N ote  tha t a de te rm ina tion  o f  the dipole m om en t 
by exam ination of  the total D F T  energy for the d ifferen t coverage configurations is not 
effective, as the energy changes are  very small.

In addition  to the long-range in terac tions, the re  is a short-range excluded volum e in ter
action that is not e lectrostatic  but steric in character .  T h ere fo re ,  the total D F T  energy must 
be used to obta in  the in terac tions at this length scale. Because the repulsive interactions 
at short  range should be very large, a d e te rm in a t io n  o f  the short-range repulsion from the 
D F T  coverage dependence  should be possible by exam ining the total energy for adlayer 
configurations with bridge-site binding for 0  =  2, 1, 1/2, 1/4 , 2 /9 ,  and  1/9. Each  adlayer 
configuration had a square  geom etry  o f  ad so rb ed  Br [26].

T he lateral interaction energy can be d e te rm in e d  from  the D F T  to tal energy calcula
tions as [26]

=  E int -  £ slah -  N E Br -  N M  (24)

w here  E lol is the D F T  total energy of the  B r-A u  b o n d ed  system, £ slab is the  D F T  energy o f  
the Au(100) slab, N  is the n u m b er  o f  Br within the cell, £ Br is the  D F T  energy of a  single 
Br a tom  in the cell, and 33 is the  binding energy of  Br to the Au(100) surface. Figure 11

aBr [ A ]

F ig u re  11. T he la te ra l in te rac tio n s  from  D F T  to ta l en e rg y  ca lcu la tio n s . T h e  p lo t re p re se n ts  the  re fo rm u la tio n  o f  
resu lts  fo r ca lcu la tio n s w ith H =  2 . 1 .  1 /2 . 1/4, 2 /9 . a n d  1/9. R e p rin te d  w ith  p e rm iss io n  from  [26], S. .). M itchell 
and  M. T. M. K oper. U npu b lish ed .
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F ig u re  12. T h e  re su lts  o f an  o ff-la tticc  m o d e l fo r B r/A u (1 0 0 ) u sing  th e  p a ra m e te rs  as d e te rm in e d  by DFT. T he 
e x p e r im e n ta l C V  c u rre n t is ta k e n  from  [12] an d  is re p ro d u c e d  w ith  p e rm iss io n  o f  th e  au th o r . S im ula tion  d a ta  tak en  
from  [26]. R e p rin te d  with p e rm iss io n  fro m  [26], S. J. M itche ll a n d  M . T. M. K oper, U n p u b lish e d .

sum m arizes  the results for the to ta l in te rac t ion  energy  p e r  particle, rep resen ted  in a way that 
indicates a short-range  repulsive \ / r u po ten tia l ,  w here  aB: is the separa tion  betw een nearest 
Br in the adlayer.

F rom  both  the charge density analysis and  the D F T  interaction energy analysis, we can 
conclude  tha t  Br within the  ad layer in terac t in two ways. O n  short length scales, there  is the 
expected  1 / r 6 repulsive in teraction , caused  by an excluded volume interaction. On longer 
length  scales, the re  is a l / r 3 d ipo la r  in terac tion , caused  by the e lectrostatic  interactions 
betw een  the po lar  B r-A u  bonds.

4.2.4. Off-Lattice Monte Carlo Results
O nce  the corrugation  po ten tia l  and  la teral in terac tions are known, an off-lattice M onte  
C arlo  s imulation can be perfo rm ed .  Such a sim ula tion  is far more com plex than the simple 
lattice-gas m e thod , and  as such, we re fe r  the  in te res ted  to [8] for a discussion on off-lattice 
M on te  C arlo  simulation. T h e  results  o f  such a s im ula tion  can be found in Fig. 12 along with 
the experim enta l da ta  from [ 12].

F rom  left to right in the experim enta l  da ta ,  the  first p eak  rep resen ts  a transition from the 
reconstruc ted  Au surface to  the 1 x 1 Au surface at h igher potentials. T he  second peak in 
the experim enta l  curve rep resen ts  a d iso rd e r /o rd e r  transition  of  the  Br adlayer to a c o m 
m ensu ra te  o rd e re d  phase, and the  th ird  an d  final p e a k  in the experim enta l da ta  indicates 
a transition betw een the co m m en su ra te  o rd e re d  ad layer phase to a uniaxially incom m ensu
rate  o rd e re d  phase  [12]. T h e  sim ula tions show similar results with several m ajor differences. 
First, the s im ulation  m odel is not in tended  to rep ro d u ce  any changes in the substra te  itself, 
and thus th e  lifting o f  the reconstruc tion  is not re p ro d u ced  by the simulation. Second, the 
s im ulation  shows two different inco m m en su ra te  phases, and the reason  for this is not cu r
rently unders tood .  T h e  second in co m m en su ra te  o rd e re d  phase may indicate som e small 
inaccuracies in the m odel param eters , ' '  o r  it may indicate  that the s im ulation  size was too 
small, L  =  32.

4 . 3 .  C O  O x i d a t i o n  o n  P t - R u  A l l o y s

O n e issue tha t  is particularly  well su ited  to  a dynam ic M on te  Carlo (D M C )  simulation study 
is the influence o f  C O  surface diffusion on the e lectrochem ical oxidation kinetics of  a C O  
layer tha t  is adsorbed  on the catalytic surface. This has been  a subject o f  considerable  interest

5 O ff-la ttice  m o d e ls  a re  ex trem e ly  sensitive to  v a lu es  o f  th e  p a ra m e te rs , an d  even  ra th e r  sm all ch an g es in o ne
p a ra m e te r , such  as th e  s tre n g th  o f  th e  sh o r t- ra n g e  re p u ls io n , can  c au se  ra th e r  large c h a n g e s  in the  p red ic tio n s o f  
th e  m odel.
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in many recent experim en ta l studies of  C O  oxidation, and it is o f  obvious im portance for 
understanding  C O  oxidation on bimetallic catalysts (as will be illustrated below). Bimetallic 
catalysts are  the catalysts o f  choice for C O  tolerant anodes  in low -tem pera ture  fuel cells.

C O  oxidation on a Pt e lec trodc  is generally assum ed to take place by a Langm uir- 
H inshelwood m echan ism  betw een  adsorbed C O  and  an oxygen-containing species tha t  is 
form ed from  water, usually assumed to be adsorbed  O H . T he  O H  is fo rm ed  on a free site, 
den o ted  by the dissociative adsorption o f  water, and  then reacts with a C O  adsorbed  
on a neighboring site leaving behind  two free sites:

This m echanism , when considered  in the mean-field approxim ation , can explain quite a few 
experim ental observations. It reproduces, for instance, the  shape o f  the ch ronoam perom etr ic  
transient in a str ipp ing  experim ent [34, 35], the negative reaction o rd e r  in the C O  bulk 
concen tra tion  in a con tinuous  oxidation experim ent [35], and  the hysteresis and S-shaped 
form  o f  the polarization  curve for continuous C O  oxidation experim ents  [36].

Dynam ic M on te  Carlo  simulations have been  carried  out to assess the influence of  a finite 
C O  surface mobility on the stripping voltam m etry  and the ch ro n o am p ero m etr ic  oxidation 
transient [37]. T he  surface was modeled as a square  lattice o f  surface sites. The  site is e i ther  
em pty o r  occupied by O H  o r  C O . The  surface hydroxyl is fo rm ed by the reaction in Eq. (26), 
and as we are  considering  a C O  stripping experim ent, C O  is p re -adso rbed  up to a certa in  
maximum coverage. Typically, 99% percent of  the surface is initially covered with C O  to 
m odel a sa tu ra ted  C O  adlayer.

T he  reaction in Eq. (26) can take place with a certa in  p o ten tia l-dependen t reaction p ro b 
ability when C O  and  O H  are  adsorbed on ne ighboring sites. T h e  overall reaction rate, and 
hence electric curren t,  will depend  on the degree  o f  mixing, which is primarily influenced by 
the C O  diffusion rate , as O H  formation can take place reversibly on any part o f  the surface. 
C O  diffusion is m ode led  as a C O  exchange betw een  two neighboring  sites, w here  o n e  site 
is occupied by a C O  and  the o th e r  site is empty. T h e  rate  o f  this p rocess is D  s ',  which 
corresponds to a surface diffusion coefficient o f  approxim ately D  x 10- , 5cm 2s_ l .

F igure 13 com pares  the  stripping voltam m etry  fo r  various initial coverages of  C O  and 
various C O  diffusion ra tes  D  with the mean-field predictions. T h e  ra te  constants  were chosen 
such that, qualitatively, the  voltam m etry on pla tinum  is mimicked. It was observed tha t the 
M onte  Carlo  vo ltam m ogram  approaches the mean-field pred ic tion  for high diffusion ra te  
D  and low initial coverages o f  CO. A  high diffusion coefficient implies a thorough  mixing 
of C O  and O H , w hen the C O  coverage is low, providing a sufficient n um ber  of  em pty  
sites a ro u n d  individual C O  adsorbates  w here  O H  can adsorb. T he  diffusion o f  O H  is less 
im portan t  as it can  be fo rm ed  reversibly at any site on the surface. It is also seen in Fig. 13 
tha t the  shape  o f  the  vo ltam m ogram  changes as D  increases. At low D, the  stripping p e a k  is 
b road  and of relatively low current. In this case, the  system can be m ode led  adequate ly  by a 
nucleation-and-grow th description, in which O H  adsorbs in the holes (“nucleation cen te rs ’’) 
of the  C O  adlayer, and  the reaction with C O  takes place at the p e r im e te r  of these growing 
holes. At high D ,  the stripping gets much sh a rp e r  and the mean-field description works well.

It is of  in terest to note  tha t in the simulations, the po ten tia l  dependence  o f  the overall 
reaction, as eva luated  from  a Tafel plot, is not very sensitive to the diffusion rate D. T he 
Tafel slope (in stripping experim ents usually evaluated  by plotting  the poten tia l  o f  the  c u r 
rent peak versus the  logarithm o f  the scan ra te)  depends  primarily on  the ra te -de term in ing  
reaction and much less on the type of nucleation-and-grow th m ode, as has been  suggested 
in ch ro n o am p ero m etr ic  experim ents  of  C O  oxidation [38].

T hese  simulations have b een  extended to C O  stripping from random ly mixed P t - R u  alloy 
electrodes [39]. T h e  prim ary goal o f  these simulations was to investigate what factors should  
be incorpora ted  into the m odel in o rd e r  that they reproduce , qualitatively, the s tripping 
experim ents  o f  G as te ige r  et al. [40]. These au tho rs  p rep a red  well-characterized P t -R u  alloys 
in vacuum before  the ir  transfe r  to the e lectrochem ical cell. T he  surface consisted o f  a r a n 
dom  mixture of  Pt an d  Ru sites, on to  which a sa tu ra ted  m onolayer o f  C O  was adsorbed .

H .O  +  * ~  O H ads +  H + +  e 

C O ads +  O H llds —► C O : +  H+ e +  2*

(25)

(26)
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E /V o lt

F ig u re  13. C O  s tr ip p in g  v o ltam m etry  a t th ree  initial co v erag es o f  C O , as in d ica ted  in th e  figure. S w eep ra le  is 
50 m V /s, T h e  th ick  so lid  line in d ica tes the  m ean-field  resu lts , the  th in  d ash e d  line in d ica tes  I) =  100, an d  ihe  th in  
so lid  line in d ica te s D  = 0, o r  no  d iffusion . R e p rin ted  w ith  perm iss io n  from  [37], M. T. M. K opert e t al., 7. Chem. 
Phys. 109, 6051 (1998). €> 1998, A m erican  Institu te  o f  Physics.

The monolayer was oxidized in a CO-free electrolyte by stripping voltammetry, and the cat
alytic activity o f the Pt-Ru alloy was studied as a function o f the fraction of Ru sites on the 
surface, x Ru. The lower the potential needed to oxidize the CO layer, the higher the catalytic 
activity o f the surface.

The important reactions taken into account in the model reflect the generally accepted 
bifunctionai model, in which the OH with which CO is supposed to react is preferentially 
formed on the Ru surface sites:

H20  +  * Ru «-> O H Ru +  H^ -f- e (27)

CORll +  O H Ru C 0 2 +  H + +  2 * Ru + * "  (28)

COPl +  O H Ru <-> CO, +  H + +  * Pl +  * Ru +  e~ (29)

In our DM C simulations, we prepared a randomly mixed Pt-Ru lattice, which was in i
tially filled with CO up to 99%, with no preference for either site. The CO adlayer was
oxidized on a series o f Pt-Ru surfaces with varying Ru content. The resulting stripping
voltammetry for high diffusion rates D  is shown in Fig. 14, and the dependence of the peak 
potential, at which the oxidation current reaches a maximum, as a function o f Ru fraction 
and diffusion rate in Fig. 15. (The motivation for the choice for the exact numerical values 
o f the other rate constants can be found in the original paper.) It is clearly observed from 
Fig. 15 that a relatively fast diffusion rate is necessary for the surface to show a significant 
catalytic enhancement. For fast diffusion, the optimum catalytic activity is observed for a 
surface with about 50% Ru, in agreement with experiment. This optimum can be understood
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F ig u re  14. C O  s tr ip p in g  v o ltam m etry  from  dynam ic M on te  C a rlo  sim u la tio n s , fo r pu re  Pl(.vK„ =  (I), v a rio u s Pi-Ru 
alloy su rfaces , and  p u re  R u. D eta ils o f  (he k inetic  ra le  co n s tan ts  can  be found  in th e  o rig ina l p u b lica tio n . C O  
su rface  d iffusion  is very fast, h o p p in g  ra te  D  from  site  to site o f  1000 s '.  R e p rin te d  w ith p erm iss io n  from  39], 
M. T. M . K o p cr et al., J. Phys. Chem. B 10.1. 5522 (1999). © 1999, A m erican  C h em ica l Society.

as being the result of a maximization of the number o f Pt-Ru neighbors. More importaitly, 
the DM C simulations for fast diffusion show that only a small fraction o f Ru is needed to 
observe a major negative shift (~200 mV) in peak potential. This fact is in excellent ag-ee- 
ment with the stripping experiments o f Gasteiger et al. [40], Moreover, the shape of the 
stripping voltammetry shown in Fig. 14, from relatively broad at low .rRu, narrower at irter- 
mediate xRu, and broader again at the highest xR„, agrees very well with the experimeital 
results. These results clearly suggest the importance o f CO surface mobility in explaiiing 
the electrocatalytic activity o f well-mixed Pt-Ru alloys.
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Figure IS. C O  str ip p in g  peak  p o te n tia l. E  from  dynam ic M o n te  C a rlo  s im u la tio n s as a fun c tio n  o f  Ru friction 
o n  th e  P t-R u  su rface  fo r th re e  d iffe re n t su rface  d iffusion  ra te s  I) =  0. I. an d  HKH) s ' and  fo r a m ean -fie ld  n adel. 
R e p rin te d  w ith  p erm iss io n  from  [ 3 9 ] ,  M. T. M. K opcr et al.../. Phys. Chem. I! 103. 5522 ( 19 9 9 ) ,  *: 1999 .  A rm riean 
C h em ica l Society.
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More recently, we have extended these simulations by taking into account the varying 
CO binding energies on the Pt-Ru surface [41], as evaluated from the DFT-GGA calcula
tions [42]. These studies were motivated by the experimental studies of CO stripping from 
Ru-island covered P t(l 11) electrodes by the groups of Baltruschat [43] and Wieckowski [44]. 
These authors consistently observe two stripping peaks in the voltammetry: one at low poten
tials supposedly related to the oxidation of CO from Ru islands and neighboring Pt sites, 
and one at higher potentials related to CO oxidation from P t(l 11) sites. Two stripping peaks 
were indeed predicted on Pt-Ru surfaces with an island structure with the DMC model
described in the previous paragraph, but only for very low diffusion rates or very large dis
tances between islands. Because CO is known to be very mobile on Pt( 111), and the average 
island distance in the experiments is such that effects o f slow diffusion are not expected, 
an apparent paradox arises. The paradox can be resolved by realizing that on Pt sites that 
coordinate to Ru surface atoms, DFT calculations show that the CO binding energy is much 
weaker than on pure Pt [42]. Farther away from the Ru island, on pure P t( ll 1), the binding 
is ~0.4-0.5 eV stronger. This causes an unfavorable binding energy difference against which 
CO on the bulk Pt surface has to diffuse to be oxidized at the Ru islands. This effect may 
lead to an apparently slow CO diffusion rate and may explain many of the experimental 
trends observed on Ru-modified P t ( l l l )  electrodes.
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1. INTRODUCTION
The radiation-induced modification o f materials is an intricate multiscale process and crosses 
various disciplines such as physics, chemistry, and biology. The interaction of radiation with 
materials starts with excitations, ionizations, spin-spin interactions, and knockout collisions 
at sub-nanometer scale and extremely short timescales (of the order 10~b s or shorters see 
Figs. 1 and 2). The energy deposited by the incident radiation within the target is further 
dissipated over larger distances. The transfer of the deposited energy to vibrational modes 
(thermal effects) starts after 10"14 s. I f  the energy deposited locally by the incident radi
ation is sufficiently large, collective defects such as spurs, blobs, and tracks are generated
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F ig u re  1. A qualitative picture o f  the time-kngth scale o f  the ;adiaiion effects in materials
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Figure 2. T h e  in te rac tio n  o f  an  in c id en t ch arg ed  partic le  w ith  a  tw o -d im e n sio n a l crystal.

by the incident radiation. Defect diffusion eventually accompanied by chemical reactions 
contributes to the spreading of the energy deposited by the incident particle within the tar
get. Discontinuous collective defects named spurs are produced within the target subjected 
to electron beams, if the energy deposited by the incident electron is ranging between 10 eV 
and 102 eV [1-3J. In isotropic targets, the distribution o f the deposited energy in sections 
o f spurs perpendicular on the incident particle trajectory show cylindrical symmetry [1-5]. 
Further increase of the deposited energy in the range 100 eV to about 500 eV results in 
the formation of another type of collective delects (blobs) [1], At higher deposited energies 
(in the range 500 eV to 5000 cV), a continuous collection of defects named latent track 
(short latent track) [1-3] is produced within the target along the incident particle trajec
tory. The diameter of latent tracks is ranging between 1 and 10: nm [1,2|, Eventually, these 
nanometer-sized structures coalesce into micrometer-sized modifications o f the target [1-9], 
These collective defects produce significant changes of the physical and chemical proper
ties o f the target. Under certain conditions [1-8], the target may be vaporized (partially or 
completely) by the impinging radiation. Element transmutation may be induced by nuclear 
collisions [1-4]. This process will not be considered.

Chemical reactions may compete with ionization processes. In polymeric targets subjected 
to ionizing radiation, scissions, and cross-linking reactions produce low molecular compounds 
(gases such as H 2, CO, CO: ), which arc released from the target [1-10]. The ionization 
process o f polymers results eventually in the generation o f free radicals due lo chain ioniza
tion o r to the scission of macromolecular chains [2—7], Depending on the average distance 
between free radicals and on the effectivness of the diffusion process these free radicals 
w ill eventually recombine through cross-linking reactions. During the irradiation of poly
mers both scissions and cross-linking reactions are competing [1-8]. I f  radicals are not able 
to recombine, scissions reactions will be dominant resulting in the decrease o f the average 
molecular mass [1-10]. As the radical states are carried by polymeric fragments, cross-linking 
reactions have a low probability at low temperatures. At higher temperatures (usually above 
the glass transition temperature, T 0 ) the radical moiety o f the macromolecular sweeps over a 
sphere with a radius o f the order of the statistic (Kuhn) segment. This enhances dramatically 
the probability of cross-linking reactions.

In most cases, at the end of the irradiation, the target is left in an excited state [1-10]. 
A  slow decay of its physical and chemical properties to some equilibrium values has been 
reported [1-10]. The timescale of these relaxation processes (see Fig. 1) is ranging from 
10-6 s up to 109 s (in some irradiated polymers) [1-6]. In certain cases, the equilibrium 
(stable or long-time) state o f the irradiated material differs from the initial one [1-9J. This 
feature has been exploited to obtain new materials with enhanced properties.
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Some materials such as polymers, biopolymers, and biological systems are extremely sensi
tive to irradiation [ I—10]. In order to protect the polymeric chain and to increase its lifetime 
low molecular compounds such as antioxidants, UV stabilizers, and fillers are dispersed 
within commercially available polymers [4-9]. In such polymers, the degradation processes 
are retarded as long as the stabilizers and/or the antioxidants are not exhausted. A  detailed 
knowledge of degradation processes in pristine and stabilized polymers and of the procedures 
necessary for the accurate estimation of their lifetime is required to asses the functionality 
of polymeric materials in different environments. The radiation environment triggers and/or 
amplifies degradation processes in polymers. A  classical example is Teflon (polytetrafluo- 
roethylene, or PTFE), which exhibits an outstanding thermal stability in air [4-10]. Teflon 
is sensitive to incoming radiation, which ionizes the macromolecular chain and produces 
free radicals [4-10]. I f  the irradiation o f Teflon is carried out in air or oxygen atmosphere, 
the radiation-induced radicals initiate an autoaccelerated oxidation o f the macromolecular 
chain that results in a catastrophic destruction [4-10]. In this case, the radiation triggers the 
oxidative degradation process. Frequently, polymeric materials are subjected to several com
peting degradation processes induced by radiation, temperature, mechanical stresses, and 
oxygen. In thick samples of Teflon irradiated in air, at room temperature with gamma rays, 
an inhomogeneous degradation process has been reported [4-10]. This has been proved by 
electron spin resonance (ESR). The external shell of the irradiated cylindrical sample is 
responsible for a slightly asymmetric ESR spectrum, due to peroxy radicals, while the core 
of the sample presents a weak peroxy-like signal superimposed over a resonance spectrum 
with an incompletely resolved hyperfine splitting assigned to the primary radical [10]. The 
computer simulation o f the resonance spectrum is consistent with the appearance of *CF2- 
radicals, indicating the high lability to radiation of the C —C bond in fluorinated polymers 
see Fig. 3 [10].

The oxygen affects significantly the behavior of polymeric materials subjected to irradi
ation. Oxygen itself is capable o f reacting with the polymeric chain producing labile com
pounds as hydroperoxides (ROOH) and with primary radicals (*R ), shifting the equilibrium 
between cross-linking and scission reactions towards scission reactions [4-10]. The competi
tion between oxidative degradation and radiation-induced degradation of polymers presents 
frequent deviations from a simple addition of effects [4-8]. Nonlinear effects arc induced by 
the inhomogeneous degradation of bulk polymers subjected to both irradiation and oxygen 
attack, at low temperatures [6-8]. This effect is due to the low mobility of the macromolecu
lar chains, which hinders the oxygen diffusion. In such cases, the diffusion process—which is 
the slowest step— controls the overall degradation process. Raising the polymer temperature

F igure  3. T h e  in h o m o g en eo u s  d e g ra d a tio n  o f  T eflon , as rev ea led  by e le c tro n  spin  reso n an c e . It is o b se rv ed  th a t 
th e  reso n an ce  sp e c tru m  o f  th e  co re  o f  th e  sam ple  show s an inco m p le te ly  reso lved  hvpcrfine s tru c tu re  due  lo  th e  
in te rac tio n  o f  the  u n co u p led  e lec tro n ic  sp in  w ith th e  n u c le a r  spin o f  fluorine.
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above T 0, the segmental motions are activated, resulting in an increase of the oxygen d iffu
sion constant with several orders o f magnitude. This converts the inhomogeneous oxidation 
of the sample into an homogeneous oxidation. The behavior o f polymers subjected to radi
ation is complex. Under the effect of the incident ionizing radiation, the average molecular 
weight o f the pristine polymer is changed [4-8]. This triggers a change of most physical 
properties (glass transition temperature, melting temperature, mechanical properties, elec
trical conductivity, and thermal conductivity) [11-14]. This “ new polymer” obtained after an 
infinitesimal irradiation of the target has a different behavior to ionizing radiation. Accord
ingly, the subsequent irradiation will induce slightly different chemical and physical modifi
cation. To conclude, it is possible to imagine the polymer subjected to ionizing radiation as 
a small and extremely simple living cell (see Fig. 4.); the physical and chemical properties 
of the polymer are continuously modified by the incoming radiation and as a feedback to 
this stimulus the extend of radiation-induced damage within the polymer is continuously 
adjusted.

Radiation-induced modifications of materials are mixing several ideal (pure) types o f irra
diation. There are four theoretical limits for a material subjected to irradiation, namely:

1. The electronic lim it, which describes a pure electronic irradiation.
2. The nuclear limit, which describes the modifications induced by direct interactions 

(collisions) with the nuclei of the target.
3. The spin-spin lim it controlled by the interactions between the spins of incoming parti

cles and the spin o f the target.
4. The electromagnetic lim it that describes the behavior of the target subjected to elec

tromagnetic radiation (as long as ionizing processes are assumed negligible).

In certain cases, the irradiation o f the target produces a significant increase of the sample 
temperature that may enhance the radiation-induced degradation of the target. For charged 
impinging particles, the radiation-induced modifications of the target are controlled by the 
electronic and nuclear limits. At high incoming velocities, the interaction between incident 
charged particles and target is dominated by the electronic lim it, while at low kinetic energies 
(near the end of the projected trajectory within the target) the nuclear lim it may represent 
an important contribution (even the largest one for heavy incident particles). The rapid 
development of spintronics requires a careful investigation of the consequences of spin-spin 
interaction, mainly due to the neutron background at the earth level.

F ig u re  4. T h e  co n tin u o u s m od ifica tions in d u ced  by th e  inc iden t rad ia tio n  in p o ly m ers suggests an  analogy w ith  a 
living cell.
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The recent discovery of nanomaterials and nanocomposites pushed further the studies 
o f radiation-induced modifications o f materials. Although the interaction between the inci
dent radiation and the atoms of the nanomaterials are rather well understood and known, 
new aspects triggered from the nanometer-sized confinement are expected. Among them, 
the most important one is the general expectation that nanomaterials are more sensitive to 
radiation than bulk materials [15]. This is explained by the effect of the nanometer size con
finement on the electronic properties o f the nanomaterial. The simplest effect o f electrons 
confinement is the shift of their energy levels as the size o f the confinement is reduced at 
nanometer scale [16-18].

The goal o f this review is to define the rudiments required to understand the interaction 
of the radiation with the matter and to analyze the state of arts in the theoretical and 
experimental study o f the interaction between nanomaterials and radiation.

1.1. The In teraction  of Radiation with 
C o n d e n se d  Matter: Introductory Rem arks

In the general case, the term radiation includes both accelerated particles and electromag
netic radiation. Some accelerated particles such as electrons, protons, and ions are charged. 
In most cases, the electrons of incoming ions are striped (partially or completely). Certain 
incident particles possess a spin (such as neutrons, protons, and electrons), whereas others 
have no spins. For simplicity, the term charged particle w ill specify a completely ionized 
(all electrons removed) atom with no nuclear spin. The interaction o f the radiation with 
condensed targets results in modifications o f the physical and chemical properties o f the tar
get. Hereafter the term target will identify a condensed material. The modifications induced 
by the incident radiation are a direct consequence of the energy deposited by the incident 
radiation within the target. As it is shown in Figs. 1. and 2, the deposition of the energy 
within the target starts with the excitation and ionization of target’s atoms or molecules. 
The modification of the physical and chemical properties of the target results from two main 
contributions:

1. Primary radiation effects, that is, the physical and chemical modifications produced 
within the target by the energy deposited solely by the impinging radiation.

2. Secondary effects, which include physical and chemical modifications resulting from 
the energy deposited within the target by the radiation (either particles or electromag
netic radiation), resulted from the interaction o f the incident radiation with the target. 
This self-irradiation o f the target due to highly energetic incident radiation may have 
a significant contribution to the overall radiation-induced degradation. An important 
result o f secondary effects consists in the delocalization o f the energy deposited by the 
incoming radiation within the target (reduced the energy density). The most known 
contribution is represented by secondary electrons (or 8 electrons) [1-3].

The impinging radiation may produce within targets two main types of defects:

1. Localized defects, that is, defects confined at sub-nanometer scale such as vacancies, 
interstitials, color centers, or free radicals [1-10].

2. Cooperative (or extended) defects such as cascades or latent tracks [1-3]. In certain 
cases, such defects are observed and nanometer and micron scales.

The incident particle interacts with the target through three main modes, direct collisions, 
electromagnetic interactions, and spin interactions. The fast deceleration of the impinging 
particles within the target may be responsible for an additional Bremsstrahlung contribution.

1.2. O ne-D im ensional Two-Particle Collision
The interaction between an incoming particle and the target may be modeled as a collision 
between the incident particle and the atoms o f the target. During the collision between two 
particles, both the momentum and angular momentum are conserved [19-20]. The angular 
momentum conservation is important solely if at least one of the particles involved in the 
collision has a finite size. The analysis o f the collision process will be done assuming that the
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interacting particles may he assimilated with dimensionless points (no angular momentum 
conservation is required for such collisions). The energy of the ensemble o f interacting 
particles is conserved (before and after collision) solely in elastic collisions. The simplest 
collision process is the one-dimensional collision of two particles. For simplicity, this process 
w ill be shortly analyzed supposing that the two particles are two points to which the masses 
M x and M 2 have been attached. The one-dimensional character o f the collision forces all 
collisions to be head-on collisions.

1.2.1. The Elastic One-Dimensional Collision
The direct scattering of an incident particle with the atoms (nuclei) o f a target may be easily 
understood within the classical mechanics framework. The elastic collision of two particles 
characterized by the masses M 2, and the speeds V }, V2 relative to a coordinates system 
imposes the conservation o f both momentum and kinetic energy (see Fig. 5).

A/, K,,N +  M 2V \h =  Mj K,o u t  +  M 2J/,o u t

M ,(F IIN)2 M 2( ^ N)2 M l (K lOUT)2 M 2( V ? v t )2 ( l )
2 +  2 “  2 +  2

where the superscripts IN and OUT denote incoming and out coming velocities, respectively. 
For simplicity, it is assumed that the second particle is at rest before the collision with the 
incoming particle I. The energy AE (™] transferred from the impinging particle during the 
elastic collision is

AE<RI> =  2 M \ M 2 / i / 1 N \ 2  (2)
K (M , +  M 2)2 1 ( '

The fraction of free energy transferred from incoming particle in an elastic one-dimensional 
collision is

A £ iEI) 4/V/, M i

where /x. is the reduced mass of the two-particles system.
From Eq. (3) it is observed that AE (K / E l% depends only on the mass o f the interacting 

particles and not on the speed of the incoming particles. This conclusion is fair at relatively 
low velocity. The classical description o f the collision between two particles is oversimplified. 
A  real collision develops in a three dimensional space and the finite non-zero size of the 
interacting particles requires additionally the angular momentum conservation (before and 
after the collision).

IDEAL ELASTIC 
COLLISION

Before collision

After collision

f O FT  7 ? " T

F ig u re  5. T h e  ideal  o n e -d im e n s io n a l  elas tic collision o f  two par ticles.



724 R a d ia t io n - In d u c ed  Modifications in N anom ateria ls

The relativistic analysis of such a collision results in a more complex expression of the 
energy transfer that contains the dependence o f the fraction o f the transferred energy on 
the speed of the incoming particle [21].

A ̂ .(El)REL _  _________ 2(1 — ( V / C Y ) M 2V~____________

*  ~~ 1 +  (MJM2y + 2{MJM2)J{\ -  ( V/cf)

where V  is the velocity o f the incoming particle 1 while the second particle is assumed fixed.

1.2.2. The Plastic One-Dimensional Collision
In inelastic collisions, only the momentum of the particles involved in the collision is con
served. The extreme case of an inelastic collision is represented by the plastic collision. A fter 
such a collision, the two particles coalesce into a single particle (see Fig. 6.) and =
F ° ur =  F o u t. A  part of the kinetic energy o f the incoming particle is converted into heat.

~ . . . • * • ( pi) •The energy transferred from the impinging particle A/, during a plastic collision, AEK is

= +  (5) 

The fraction o f the incoming particle energy that is transferred either as kinetic energy of 
the second particle or to various heating processes during a plastic collision is

AElp  2M2(M2 + 2Mt) A _ J  M2 
I n*  ' 7 = 4 / i r +  21 ) (6)£J,N (M , -h M 2)2 \ M x +  M 2

As expected, in the plastic collision a larger amount o f energy is transferred from the 
incoming particle than in an elastic collision [compare Eqs. (3) and (6)]. The fraction of 
kinetic energy transferred from the incident particle depends solely on the mass of the two 
interacting particles and not on the speed of the incoming particle. This simple classical 
description depicts qualitatively what is happening during the interaction of a particle with a 
target. In the real case, the actual interaction between the incoming particle and the target 
is well described by theoretical models based on quantum mechanics [17, 18, 22-24].

1.3. Two-Dimensional Two-Particle Collision
In order to derive the classical expression of the cross-scattering, the two-dimensional col
lision between two particles will be analyzed. For simplicity, only head-on collisions will 
be considered. The collision process may be described within different frames (reference 
systems). The most important are the laboratory and the center o f mass frames.

IDEAL PLASTIC  
COLLISION

Before collision 

Ml V/M, v LN —

— y  OI T _ -̂OT T
After  collision

M. 'V°"T

Figure  6. 'I he ideal one-dimensional plastic collision of two particles.
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1.3.1. The Laboratory Frame
The collision between two particles of masses A/, and M 2 is shown in Fig. 7. In the laboratory 
frame, the particle 1 is directed toward the second particle, which is assumed fixed. After 
collision, the incoming particle w ill be scattered at an angle ip2 relative to its initial direction, 
while the particle will be ejected at an angle </?, relative to the initial direction of the 
incomir.g particle. In the laboratory frame K,IN and K2IN are the velocities of the particles
1 and 2 before collision and K,C)lJT and V2 m  are the velocities o f the two particles after
collision. In the laboratory frame Kn[N =  0 (see Fig. 7).

1.3.2. The Center of Mass Frame
The position of the center o f mass RCM, for an ensemble o f two particles o f masses M x and
M 2 described by the position vectors R { and R 2 is defined by [19-21, 25]:

5 _ M \ R \ - \ - M 2R 2
R c m  -  m [ +  m 2  ( 7 )

The internal and external forces acting on each particle, F-Nr and F f xl ( j =  1,2) are con
nected vith the time evolution o f the position vectors o f the two particles according to the 
second aw of dynamics

d 2R, d 2R 2 _  F,EXT +  F /n t F2ext +  F2in t
~dt2 d T  “  ATx ~M~2 ( '

where d ' R J d t 2 and d 2R 2/ d t 2 define the acceleration o f the first and sccond particle, respec
tively. Tie (internal) forces that arc acting on the first particle come for the second particle

b e f o r e  collision A f t e r  collision 

rtm -T

M 1 V / V M 2 
c — i #

M

r o u r

i \k o k \ i o k \ i k  \ m i

F ig u re  7. ^hc tw o-d im en sio n a l co llision  o f  tw o  p a rtic les . T h e  u p p e r  p an e l d escrib es th e  collision  in th e  labo ra to ry  
fra m e , andche b o tto m  p anel d ep ic ts  th e  co llision  in th e  c e n te r  o f  m ass fram e.
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(F\ul =  - F l™T=  F ), and /?, — /?2 =  r  Assuming the absence of external forces is obtained,

t L  =  L  +  L = l i a  m
dt-  A/j M 2

where a is the acceleration in the center o f mass system and \x is the reduced mass [see 
Eq. (9)]. In the center o f mass frame, the velocities U ] and U2 o f the two particles are
defined by the first derivative o f the position vectors R({ and R 2. From Fig. 7. (or from the
relationship r =  R \  -  R$ and the center of mass definition) is obtained:

R \  =  — r  
' M,

%  =  — —  F
- M i

(10)

The velocities of the two particles relative to the center o f mass are obtained by the deriva
tion of Eq. (10) with respect to the time

-  d R \  M y

' dt  My CM
„  ( 11)

U - - J L y
U l ~  d t  ~  m / cm

In the center o f mass frame, the initial velocities o f the incoming particles are (J\N and £/JN, 
and the final velocities (after collision) of the out coming particles are U ° VT and l/? UT. The 
center of mass frame has a d rift motion relative to the laboratory system with a velocity 
equal to VCM. The relation between the velocity o f each particle in the laboratory and center 
of mass frame is:

/ / O U T  _  w O V T  , y

U ' ~ V' +  CM (12)
( j o i n  =  pou-i +  y CM

where F,oin and F2our are the velocities o f the two particles in the laboratory frame. The 
relationship between the two reference frames is shown in Fig. 7. In the center o f mass 
frame due to the momentum conservation law, the particle o f mass fx is moving freely with 
the same speed before and after collision. Actually, the velocities for the two-particle system 
are given by Eq. (12). Projecting the speed of the particle 1 after collision on two orthogonal 
axes is obtained (see Fig. 7)

I/,OUT sin (jf>, =  U ? m  sinfl
(13)

K,OUT cos(/>, =  U ° m  cos 0 +  VCm

Owing to the law of momentum conservation, the momentum of the two particle systems 
before collision M XV™ should be the same as the momentum of the two particles after
collision (assuming that the two particles are moving as a single body o f mass /x, with the
speed VCM)

" 4)
The center of mass frame allows the reduction of a collision between two particles to the 
evolution of a single particle projected over a potential V(r). The mass of this equivalent 
particle is equal to the reduced mass. The physics in the center of mass frame is simpler as 
the momentum conservation implies a free motion o f the equivalent particle.

1.3.3. The Classical Expression of the Cross Section
Let us assume two hard spherical particles of masses M ] and M 2 and of radius t\ and ;s. 
I f  the particle M-, is directed toward M {, in order to have a collision between the two particles 
it is necessary that the perpendicular distance b between these particles to be smaller than



the sum of the radii of the two particles (see Fig. 8). The parameter b that describes the 
collision is named impact parameter. Each pair incident particle-target particle will generate 
a circular area S(

Sc -  i r ( r l +  r2): (15)

The collision probability for an incident particle that is directed toward a target o f area S  is 
equal with the ratio between Sc  and S. In the hard sphere approximation, the parameter (/*, +  
r2) is named collision parameter (see the top panel in Fig. 8). It is important to mention that 
neither the parameter b nor the radii r, and r2 represent the actual size o f colliding particles.
In the interaction between two particles o f the same charge, even if  point-like particles are
considered, the electrostatic interaction will prevent the contact of the two particles. In this 
case, the parameter b is the smallest distance between the two particles.

The impact parameter may be used to define the angular momentum of the incoming 
particle, L 1NC:

|L inc| =  L 'nc =  m V f Nb (16)

Within the classical mechanics approximation, L 1NC may be expressed as [19-21]
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L ,nc =  b y / l M ^ E  (17)

where E  is the kinetic energy of the incoming particle. The angular momentum is conserved 
during the collision, that is,

L ,nc =  L ol,t (18)

To conclude, the cross section is a hit area; any particle that hits the cross section is subjected 
to a collision while if  the incident particle is not hitting this area no collision occurs. In 
the general case, there are several incoming particles, N r , directed toward the target. The
probability o f a scattering event is defined as the ratio between the number of particles that
hit the cross section (arc scattered by the target), d N r , and the total number o f incoming 
particles. This probability is equal to the ratio between the area of the cross section and the 
total area of the incoming beam. I f  the target consists of n atoms per unit volume and has 
a thickness a\ the total cross section for collision will be obtained by multiplying the cross 
section defined for a single target atom with the total number o f scattering centers (atoms).
Hence, the scattering probability Ps may be expressed as [19-21, 25]

^ d N P (nS dx)(T ,
Ps =  -  — =  ------- —— =  n a  dx  (19)

Np S

where S is the area o f the target. The total number o f scattered particles, /Vsc, is

/Vsc. =  N ^  l -  e~n<rx) (20)

Figure 8. A n  o versim p lified  d efin itio n  o f  th e  im p ac t p a ra m e te r  ( to p  p an e l) . T h e  re la tio n sh ip  b e tw een  th e  im pact 
p a ra m e te r  o f  the  inc iden t p a rtic le  and  its d e flec tio n  an g le  is sho w n  in the  b o tto m  pan e l.
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I f  the target consists of k different atoms of isotopes n {, n2, . . .  nk, each of them character
ized by the cross sections (7,, os, . . .  cr*, the total cross section of the target, a r will be [21, 
25]

e ;l,(7 =

e;l, n,
(21)

The cross section is an area that expresses how many incident particles are colliding with 
the atoms o f the target. Usually it is a rather small number o f the order 10“ 2:1 to 10- 3 0 nr
The cross section in atomic and nuclear physics is frequently expressed in barns (1 barn =  
10-28 m2).

In three dimensions, the number N  o f particles that are scattered in a solid angle d£l =  
sin 0 d6  dip around the direction defined by the angles 0 and <£, per unit time is [19-25]:

d N  = Ja(9 ,  <p)dil (22)

where 6 is the angle between the direction of the scattered particle and the incidence direc
tion (scattering angle) and J  is the flux o f impinging particles (intensity o f the incoming 
particles, that is, the number of particles that are crossing a surface normal to the incident 
beam directions, o f unit area, in a second). In conclusion,

(23)

The total cross section crr is obtained by integrating the cross section over all angles 
(6 and ip)

N I'OTAL — j  J  ^ ( ^  <p)dd =  J ( 7t (24)

The total cross section defines the total number o f particles scattered per time unit. There 
is a strong relationship between the cross section and the impact parameter because the 
fraction of incoming particles scattered within a solid angle d i l  defined between 0 and 6 +  dO 
has to be equal to the number o f particles with the impact parameter ranging between b 
and b +  db  (see the bottom panel of Fig. 8).

For nonpolarized beams and targets, this is expressed by the relationship

d N  = JdA = 2irJb\db\ =  2ttJ -
sin 6

db(0)
dO

dl  1 (25)

I f  the target contains K scattering (atomic or nuclear centers) the expression (25) becomes

dN  =  JKdA  =  27iKJb\db\ =  I ttKJ
sin 6

db(0)
dd

di l (26)

For simplicity it is assumed that K =  1. This leads to the following alternative expression 
for the cross section [19-21, 25]

(7(0) =
b db

sin 8 To
(27)

The differential cross section d a ( i \ ) / d i l  defines the total number o f incoming particles that 
scattered per unit solid angle i i .  The relationship between the (total) cross section and the 
differential cross section is [25]

(7 j  deb I dcr(0,<f>)
~dn

sin 9 d0 (28)

When the target and the incident beam are not polarized, the differential section is inde
pendent o f ip (all directions are equivalent)
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The parameter b hides the details o f the potential. This will he discussed in the next section 
for a Coulomb scattering. The differential cross section as defined within this paragraph is 
the differential* angular cross section. It is also possible to define a differential energy cross 
section, which reflects the probability of collisions that transfers energies ranging between E  
and E  +  dE.

1.3.4. The Rutherford Model
One of the simplest collision processes in classical mechanics is represented by the interac
tion between an incoming particle of mass A/, and velocity with a heavy particle. Such 
a process has been analyzed by Rutherford, in connection with a simple model o f atom. In 
this case, the target is represented by a fixed particle of charge Z xe while Z e  is the charge 
o f the incoming particle. At large distances from the collision center, the collision is charac
terized by the impact parameter b . The two particles (incident particle and nucleus) interact 
through electrostatic (Coulomb) forces

r = (30)47T£()/'“

where e0 is the vacuum permittivity and r is the distance between the target and the incident 
particle. Before and after the collision, at far distances from the collision center ( r  —> ±oo), 
the force exerted on the incoming particles becomes almost zero and the particle moves 
(freely) with a constant velocity. Assuming that the collision is clastic and that the nucleus 
is fixed before and after collision, the energy conservation law requires

M (  V w ) 2 M ( V OUT) 2 x
f  2 " (3l)

The angular momentum conservation before and after collision imposes

M V " * b w  =  M V ° ' JTb OUT (32)

where b ^  is the impact parameter associated to the trajectory of the incoming particle and 
b OVT  is the impact parameter o f the particle after collision. It is observed that such an elastic 
collision implies K IN =  J/ou1 and b lN =  bOVT =  b. According to Newton’s law, the time
evolution o f the impinging particle is described by [19-21]

^ 4  _ M
477-£0r-

d 2f \  /  d(f)
(33)

The first term in the bracket represents the change in the speed of the trajectory along
the radius (radial linear acceleration), while the second one is responsible for the curvature
of the trajectory representing the centripetal force acting on the particle. By making the 
substitution w  =  r " 1, the equation that describes the time evolution o f the impinging particle 
becomes

d 2w  Z Z le2M V 2 n
- p r  +  w +  - 7 7 ----- 7T - =  0 (34)d(p- 107T E { ) b -

To estimate the constants included in the solution of this equation it is necessary to analyze 
the initial conditions. For Coulomb scattering the collision angle </> before collision is almost 
zero. This results in the following relation [19, 20]

1 1 . , Z Z , e 2M V 2 , v
-  =  -s m  4 > + —t7----- (cos < £ - l )  (35)
r  b  I 67T e { ) b ~

The scattering angle 6 is defined by [19].

0 = 7 t -  <p (36)
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The expressions of the impact parameter b for a Coulomb scattering and for a classical 
collision are

b =

” cot(0/2) for U <x
I b v e r A M V 2/ ! )  v r

(37
K  k

-----— cot(0/2) for U oc -
fiV,CM r

The cross section for the interaction between an incoming particle of energy E — M V 2/2. 
charge Z, and the target ionic moieties characterized by the electric charge Z 2 is

d a ( 6 )  (  Z ,Z e 2 V  1 (38]
dCl  \  S t t e {1M V : /  sinJ(0/2)

This defines mathematically the Rutherford formula for Coulomb-like potentials. I f  the 
nucleus is not fixed and its mass (M : ) is not very large in comparison with the mass of the 
impinging particle the expression becomes f 19, 20]

=  (  Z ‘ Z e ~ \ (  
\  87teK)M \ V - )  \d i l  J V Mi  /  sin4(6»/2)

(39)

The Coulomb cross section depends on the charge and mass o f the incident particle and 
of the target. It decreases as the speed of the incoming particle is increased. The Coulomb 
cross section depends on the reduced mass o f the incoming particle-target atom system.

1.3.5. Rudiments of Quantum Collision Theory
In quantum mechanics, the evolution o f a free particle is described by its wave function. For 
a given Hamiltonian, there are some characteristics wave functions and energy levels. In the 
simple case of a plane wave function, =  C {e'Kr, where C, is a constant, K  is the wave 
vector and r the distance), the normalization condition imposes [ 16—18, 23-25]

P ( r j ) =  f  r ^ d r  =  \C;\ <  l (40)
•!y,

Such a wave function has an unit density, and Cf represents the probability to find the 
particle confined within a volume Vc . The time evolution o f the probability to find a quantum 
particle within this volume is [16]

d P ( r ,  I) 
Jt

By using the Green theorem, we obtain

r; r  ( r , f) '

<41)

V2—1 =  I I1' ' ' v,?' ~ (A«//')r//], dA  (42)
f i t  1 m  > , tdt

where A  is the bounding area of the integration volume V ( and N  identifies the direction 
of components between brackets (normal outward to the surface element A).  In conclusion, 
if  no particles are generated or destroyed within V\ , then the flow o f particles through this 
volume is described by

+ Y S ( r , t )  =  0 (43)
dr

with
i n r h '

(44)S’( r . /) — — -[(//'ViA ■- Re «/!"—  (di'Vifj)
2m im '
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S ( r , t )  defines the probability current density, that is, the probability that a particle will 
crosses the area A in one second. For a plane wave [t// =  C, exp(/7cr)], the expression o f the 
probability current density is [16-18, 22-25]

S ( r , t ) =  — \C
2m m

(45)

From the quantum mechanical point o f view, the collision process is described within the 
center o f mass frame, by the scattering o f a particle characterized by the mass and velocity 
V CM on a potential U{r) .  The corresponding quantum mechanical problem is defined in a 
first approximation by the time independent Schrodinger equation:

h: d2ilfK(r)
2 / jl dr-

+  U(r)i[fK(r)  =  Ei]/K(r) (46)

The incoming particle has the energy E,  the momentum p  — m V  ~  hk. Its evolution is 
described by the wave function iji.

1.3.5.1. The One-Dimensional Collision The one-dimensional collision of a particle with 
a potential barrier U ( x )  is a simple quantum mechanical problem capable of showing the 
most important elements of the collision process. The incoming particle moves freely (no 
acceleration) along the O X  axis and interacts with the potential barrier placcd in the origin 
o f the reference frame (see Fig. 9.). The Schrodinger equation associated to this problem is 
a simplified version o f the Eq. (46)

hr c>1ipK (a - )
+  U ( x ) i!>k ( x )  =  E i } / k ( x )

2 /I dx2

For the potential shown in Fig. 9. the expression (45) becomes

=  EtpK(x)  for x <  0

— ( E  — U )ipK(x) for 0 < x < a

— EtpK(x)  for x >  a

(47)

h 2 <> 2 < K  0 0

2  f i d x 2

h 2 d 2 i p K ( x )

2 / 1 d x 2

h 2 d 2 i / j K ( x )

2  i i d x 2

(48)

where U is the height of the potential barrier and a the width of the potential barrier. The 
general expression o f the wave function o f the incident particle, assuming that the potential 
barrier U is higher than the kinetic energy of the incoming particle, E.  is

i p K ( x )  =  A c
ikx Be - i k x (49)

Figure 9. T h e  o n e -d im en sio n a l collision o f  tw o p a rfie le s  in (he c e n te r  o f  m ass fram e , w ithin the  nonre la tiv is tic , 
tim e -in d e p e n d e n t q u a n tu m  m echan ica l ap p ro x im a tio n .
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where k is the momentum of the particle, A e ,kx describes the wave assigned to the out 
coming particle (that is moving in the positive x direction) and Be~,kx the wave that defines 
the reflected particle (that is moving in the negative x  direction. By introducing the solution 
into the Schrodinger equation, we obtain

t2
2^ ( ' V ' M  +  B xe - ^ x)k \  =  E ( A xeik'x 4- B xe~ik'x) for x < 0  

12
—  ( A 2e ihl  +  B2e~lklX) k \  =  (£  -  V ) { A 2e'k-x +  B2e ,k>') for 0 < x  <  a (50) 

12
—  (A^e'kyX +  B^e~lkyX)k\  =  E(A^e'kxX +  B^e~ik*x) for x >  a
2 fi ' '

where indices 1, 2, and 3 define the three domains shown in Fig. 9. The values o f the 
momentum k  in the three regions are

J 2 liE 
ky =  for jc < 0

J W U - E ) f o r ( J < x 5 f l  (5 i)
“ h

/ v/2 m £  , ^kx =  —  ----  tor x >  a
h

To estimate the values o f the coefficients A h A 2> A 3i B l9 B2, and B}, it is necessary to impose 
the continuity condition for the wave function i/r and its derivative dip /dx  in the points of 
coordinates x =  0 and x =  a.

A \ e ik'x +  B ,e~ik\x =  A 2e ik*x -f B2e~iklX for x =  0

i k xA xeik'x -- i k ]B ie~ik]X =  i k 2A 2eiklX — i k 2B2e~'lk-x for x  =  0

A 2e,k~x +  B2e~iklX =  A yeikyX 4- Bye~,k*x for x =  a

ik 2A 2e ,klX — ik 2B2e~iklX =  ik^A^e,kyX — i k 3lB3e~lk?x for x  — a

This equation may be further simplified by observing that in the third region, characterized 
by x  > a there is no reflected wave. This implies f l3 =  0

A  j -H B , =  Ay 4- B2 

k  j A  j — /Cj5| — k 2 A  2 k-) By

A 2eik2* +  B2e~ik-a =  A 3e ik>“ 

k 2A 2eikl° -  k 2B2e~ik?a =  k yA yeik>u

For x  < 0, the probability current density, 7,IN, for the incident wave is

(54)

For the reflected wave, the probability current density, J(*, is

(53)

The net probability current density in the domain 1, Jp is
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For a* > 0, the probability current density, J3, for the emerging wave is

J 3 =  ^ ( A , A ; )  (57)

The scattering o f the incident particle is described by the transmission o f the current prob
ability density through the potential barrier, T  [16-18, 22—24]:

JJ l

JlN J 1 +  V : [sinh(aj2f jL(U -  E ) / h ) ] / 4 E ( U  -  E)
7 ' = ( ^ )  = ~  .............. ,, ^ .......... ... (58)

It is observed that the transmission coefficient o f the barrier contains only the probability 
current densities in the asymptotic regions. For E > U,  the expression of the transmission 
coefficient through the barrier is [ 16—18, 22-24]

T  =  -------------------- - - 1 ,------------------------ (59)
1 +  K : [sin(«v/2 /Lt(£' -  U ) / h ) ] / 4 E ( E  -  U)

1.3.5.2. The Three-Dimensional Collision The one-dimensional discussion of the scat
tering process revealed that the incoming and outcoming particles may be represented by 
wave functions, or in the general case as a packet o f wave functions. Hence, the wave packet 
assigned to the incident particle is scattered by the atoms of the target and is further trans
mitted as a wave packet with different characteristics. The wave packets are represented by 
wave functions of the form (constant) x (expikr). The quantum problem of a three dimen
sional collision is described by the Schrodinger equation [22-24]

h 2  d 2 i l j K ( r )  _  ^  -
“ 9------ ^ ~ - L +  V(r)4>K(r) =  EilJK(r)  (60)2/ i  dr-

In order to solve the time independent Schrodinger equation at large distance from the colli
sion center it is necessary to have an asymptotic wave function that represents a transmitted 
(not scattered) wave function (of the form exp ikr) and an additional term that represents 
the incoming particle moving radially outward after the collision, o f the form r  'expikr. As 
this last term reflects the collision process it will be a function of the angles 6 and ip (see 
Fig. 10). The plane wave component o f the solution describes a particle moving in the posi
tive direction with the wave vector K. The second term includes a radial contribution, which 
will ensure that the radial flux is falling o ff as the inverse square o f the distance from the 
collision point. The energy E  is the energy in the center o f mass system. As in the case of 
classical collisions, E  is the energy o f a Active particle of mass equal to the reduced mass /x 
traveling with a velocity equal to the transport (relative velocity) o f the center o f mass frame 
relative to the laboratory frame, F(;m. This reflects the fact that the quantum mechanics 
problem of the collision between two particles is analyzed as a single particle evolution in a 
potential U .

F ig u re  10. T h e  th re e -d im e n s io n a l co llision  o f  two p a rtic le s  in the  c e n te r  o f  m ass fram e , w ith in  the  nonre la tiv is tic , 
t im e -in d e p e n d e n t q u a n tu m  m ech an ica l ap p ro x im a tio n .



734 R ad ia t io n - In d u ced  Modifications in N anom ateria ls

To conclude, the asymptotic form of the out coming wave function after a three
dimensional collision is

pikr

ip ( r )  =  A ( e  +  f ( 8 ,  ip) —  =  i p ( r )u„, scattered +  iA (r)scatlered
r ~

The flux of incoming particles, An, and the flux o f scattered particles are

c =  f l A ’c ~'Kr I ^ A e lkr 
dr

Ae ,Kr[ ~ A * e ~ ,Kr 
dr m

(61)

(62)

2 fii 

hk 
f ir2

, — iKr
ip)

d e
- ~ A * f * ( 0 ,  ip) —  
dr r

iKr \ e~iKr /  d elKr
- A V ( d , < p ) -------l - A f ( 9 , < p )  —

r \  dr r

\ M < p)\2\a \2 (63)

The number of particles scattered through an area dS  subtended by the solid angle cld per 
unit time is [16-18]

d.N =  Jx clS =  JScr2 dVL (64)

This leads to a quantum mechanical definition o f the cross section (assuming that \A\ =  1)

(65)(r(0.<p) =  7-^777 =  \f(0*<P)\2 J d W

The quantity / (0 ,  (J)) is named scattering amplitude and plays a central role in the analysis 
of the collision process. The calculation o f the scattering amplitude is a central goal of 
the quantum theory o f collisions. Excepting some very simple cases, there is not an exact 
solution of the Schrodinger equation associated to the collision process. Hence, approximate 
techniques are required for the solution of the Schrodinger equation. Two techniques are 
frequently used to estimate the scattering amplitude, namely the partial wave analysis and 
the perturbation technique proposed by Bohr.

1.3.5.2.  The  Par t ia l  W a v e  A n a l y s i s  The quantum mechanical problem associated to a 
particle in a three-dimensional field characterized by the potential energy U(r),  in spherical 
coordinates, may be written as follows:

h i
2/i r2sm9 d 6 \  d6 ) r2s\n29 d<p2

(66)
The radial and angular components of this equation are easily separated by writing the wave 
function o f the system as a product o f two wave functions one that contains only the radial 
dependence and the other that contains only the angular components:

»//(/% 0, ip) = R ( r ) Y (0, <p) 

After the separation of the two wave functions is obtained:

(67)

1 d_ /  2 d R  \ 
R d~r \  ~dr )

[E  — V ( r )]
d  f  . „ c)Y\  1 d2Y~] % f , 1X
— I sin 0 —  I H------7— — r i =  A =  /( / 4- 1)
W V dO /  sin" 0 ()<f~ Jsin 0 SO

where A, and I are constants. The radial equation may be rewritten by using the substitution

X ( rR(r) ( 6 9 )

The corresponding Schrodinger equation will be



R a d ia t io n -In du ced  Modifications in N a n o m a te r ia l s 735

Hence, for the radial component, the evolution o f a particle in a three-dimensional potential,
U , is analogous to the evolution o f the same particle in a one-dimensional potential (7,,
where [22-24, 31]

f/,(r) =  t/(r) +  /(~ 1j ^  (71)
2 f i r -

The additional potential reflects the centrifugal force F c  exerted on the particle o f mass f i  

in the center of mass system during the collision process:

Fc =  /ia)2r =  —  (72)
f i r 3

This force is equivalent with an additional potential energy Uc :

2  f i r -  2  f i r -

At large distances from the collision center as well as for I =  0, the Schrodinger equation
(60) describes the evolution of a free particle in a potential V ( r ) .  The corresponding wave
function may be written as follows [17, 18, 23-25]:

*( '0 1 ,«o =  A \ s in(A 'jr) +  B] cos(/C, r)  (74)

X (r ) \ r » tl =  +  B3 cos(K^r)  (75)

with

K, =  K ,  =  -  U ( r»  =  K  (76,
h h

The expression o f the radial function w ill be

=  A , Ŝ ±  +  (77)
r r

The most important step is to derive the wave function near the collision center and to 
match the wave function inside and far away from the collision center in such a way that 
both the wave function and its derivatives are continuous. The wave function (77) cannot 
be used near the collision center due to the divergence introduced by the term in B }. To 
overcome this, it is supposed that /?, — 0.

The partial wave analysis exploits the fact that in an ideal collision the angular momentum 
is conserved. Hence, the wave function may be expressed in term o f angular momentum 
states, by using Legendre polynomials, assuming that the wave vector K  defines a symmetry 
axis and supposing not polarized beams (the scattering amplitude is not a function o f <p). The 
incident plane wave A e lKr may be expanded in terms o f Legendre polynomials, P/(cos0), 
where / identifies the order o f the polynomial [22-25].

«A(/-, e) =  T i ' { 2I +  l )P  ( c o s f l ) ^ ^ (78)
/=o

A l large distances from the scattering center, the wave function associated to incoming 
particle should have the form

sin(A> -  Itt/ 2 )
R,(r) a -----------------  (79)

K r

Far away from the collision center, the incoming and out coming wave functions should be 
alike. Assuming that no particles are generated or destroyed within the collision center, the
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only possible difference between incident and emergent waves is a phase constant, 8,. Hence 
the asymptotic solution will have the general form, R)A):

R, „  a  M K r  +  V - f a / 2 )  
K r

The actual wave function will be a superposition of such asymptotic wave functions, r A (6, </>)

r < ( 9 . r t ^ E c , si" (K r+ s; - ' J / 2 ) f ,(co s» ) = E 2 ( ' + 0 ^ , s ln (K r+„8 ,- ' , r /2 ) f,(cosi>)
/=() 1=0

, (81)
where C { and A { are constants. The / component of the sum identifies the / th partial wave,
and 8{ is the phase shift of this partial wave. Introducing (78) and (81) into (61), for \A\ =  1
is obtained

£ 2 ( /+ 1 ) ,M ,Sin^ , + ^ - fa /2 ) P ,(c o ^ )
/ = () ^  r

(82,
5  K r  '

Developing the function /  in Legendre polynomials results [22-24]

f ( e )  =  Z C l P, (cos6)  (83)
/=()

Observing that A,  =  e l?>l, the following is obtained:

e,Kr  sin(A> +  5/ — /vr/2) s in (K >-/7 r/2 )
Z Q m m t  cos^)— = i : 2 ( / + i ) / /p/(cos0)
/=(J r  1 = 0

e li>t

K r  Kr
(84)

Finally, the expression of the function f in terms of Legendre polynomials is

I
f ( 8 )  =  ^ ( 2 1 +  I K 5' sin S,F,cos(0) (85)

K

Taking into account the relationship between f ( 0 )  and the cross section, we obtain

X Y 2 / +  1 )(>-"" -  l) f,(co s
1=0

(86)

The total cross section, a T o f the collision process is

.2*  , ,7 7  v 4 jj.
(tt =  f  ( [  cr(6) sin Odd) clip =  —̂  Y ] (21 +  1) sin“ 8, (87)

Jo \ J (i '  A  ̂ /==0

The orthogonality property o f Legendre polynomials was used in the estimation of the inte
gral. Finally, the total cross section may be expressed as a function o f /( [)):

(T =  ^ r l M [ f (  0)1 (88)
K

Equation (88) defines the optical theorem. It shows that the scattering process is described 
by the removal o f a number o f particles (proportional to the total cross section) from the 
incident beam. This reduces the intensity o f the beam behind the collision center relative to 
the beam intensity in front o f the collision center.
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1.3.5.3. Scattering by a Hard Sphere Potential The hard sphere potential is defined by

U ( r )  =
oo r  <  a

(89)
0 r > ci

The general solution o f the radial equation is

K ,(r) =  £ , [ / , ( * /■ ) - ! / , ( * / • )  tan 5,] (90)

The incident particle is not capable o f penetrating into the region with r <  a, and this implies

tan =  (91)
Vi(ka)

In the low energy limit, for k a  <3C 1 the 5 wave is dominating the collision process. In this 
case:

=  ^  and =  (92)
K r  K r

In conclusion, <5() =  - K a  and the total cross section will be

(jr =  Air a1 (93)

1.4. Radiation Concepts, Measures, and Units
The effects o f the interaction between radiation and targets are analyzed within the dosime
try framework using an energy-based approach. The following main radiation measures and 
units have been accepted by the International Commission for Radiation Units.

7.4.7. Dose, D
The most important measure in radiation dosimetry [25-30] is the dose, D.  The actual
concept of dose means absorbed dose and it is defined by the ratio between the energy
imparted to the target by the incident radiation, AE\ and the mass o f the target, m.

D = —  (94)
m

The units for the dose are J/kg or Gray (Gy) [25-30]. An older unit still in use is the rad
(100 rad =  1 Gy). A detailed discussion o f the dose concept w ill be provided in the next
paragraphs.

1.4.2. Dose Rate, DR
The dose rate characterizes the amount o f energy transfer to a target of unit mass in the 
time unit [25-30].

A £  D
D r =  —  =  — (95)

m t  t

1.4.3. Dose Equivalent
For biological and medical purposes, another dose concept (equivalent dose concept) was 
introduced. This concept allows comparing in a quantitative fashion the biological effective
ness o f different kinds of radiation and expresses the dose required to reach the same degree 
of damage inside a target. The dose equivalent is defined by the product between the actual 
dose (absorbed dose) and a quality factor Q, which depends on the stopping power o f the 
impinging radiation.
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1.4.4. Kerma, K (or Simple Kerma)
Kerma (kinetic energy released in matter) [25], K,  is defined by the ratio between the sum of 
all kinetic energies of all charged particles produced by uncharged ionizing particles (AE K) 
and the mass of the target, m.

K  =  (96)
m

Kerma accounts the contribution o f indirectly ionizing particles characterizing the interaction 
of uncharged particles with the target. Kerma is measured in the same units as the dose. 
In the subsequent analysis, the contribution of Kerma to the modifications induced within 
the target by the incident radiation will be neglected. In a rea! irradiation experiment, the 
weight o f this contribution relative to other possible mechanisms capable to induce damages 
in the structure and physical properties of the target has to be accurately estimated.

1.4.5. Exposure, e
The exposure characterizes ionizing electromagnetic radiation (gamma and x-rays) and 
reflects the amount of ionization produced in air [23, 24. 29, 30]. However, it is also used to 
characterize the amount of ionization produced in different targets. It is generally assumed 
that the electrical neutrality o f the target (in this case air) is preserved during the irradia
tion. Under these circumstances, the exposure is equal to the ratio between the number of 
all charges of a given sign produced when all electrons generated by the incident radiation 
on a target o f mass ni are stopped. The exposure is currently defined for the interaction o f 
electromagnetic radiation with various targets. The unit for exposure is roentgen, R ( I R  =  
2.58 x 1() 4 C/kg). The definition is somehow confusing as it is possible to imagine the case of 
a small target, from which some electrons are eventually ejected. The relationship between 
the exposure and the dose (taking into account that the energy required to produce an ion 
pair in air is about 34 J/C) is l f t  =  0.0088 Gy (air). For a soft tissue 1R — 0.0095 Gy.

1.4.6. The Incident Particle Fluence, F
The incident particle fluence, F, is defined as the number o f particles flowing through a 
sphere of a projected area dS  centered at a given point r [25-30]

P7)

The fluence can be interpreted as the track length density [29]

=  d U f )  (Q8)
d V ’

where L (r )  is the sum of the track lengths of all particles hitting the volume V centered 
around the point r.

1.4.7. The Incident Particle Flux,
The incident particle flux is defined as the flow of particles through a sphere of unit area 
projected about a point in space. I f  the attenuation is neglected the energy flux at a distance 
/•, tf>0\ E),  from a point source of strength /,, is

E)  =  4  =  -r^-7 (y9)S 477 V -

The unit for particle flux is m : s '.

1.4.8. The Differential Flux Energy, <p(E) dE
The differential flux energy is the number of particles, with the energy between E and
E  +  d E  crossing an unit sphere in a second. The relation between <[> and »p( E)  d E  is

c!> =  p  ( f j (E)dE  (100)
•Mi
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1.4.9. The Incident Particle Intensity, I
The incident particle intensity is defined as the number N  o f incident particle that are 
crossing an unit area normal to the incident beam direction in a second (time unit).

N
F =  -  dO !)

The intensity o f particles has the same units as the flux o f particles. The intensity o f particles 
is defined for a collection o f particles moving in the same direction (with parallel trajecto
ries), while the flux is defined from particles originating from a source (point source to be 
accurate).

1.4.10. The Stopping Power
The stopping power, 5, is the energy deposited by the incoming particles within the target 
per unit length traveled by the particle inside the target [25-30].

d E
S =  - ~ r  (102)

dx

There is a very subtle difference between the stopping power and the linear energy transfer 
or linear rate o f loss o f energy. The stopping power defines the energy lost by the incident 
particle while the linear energy transfer determines the energy transferred to the target. The 
stopping power concept requires a somewhat well defined trajectory within the target. It is 
well applied to impinging charged particles. While some authors [26] criticize its use for 
neutron irradiation, it is important to notice that in some materials the neutrons have a well 
defined trajectory and hence it is possible to use the stopping power concept. Generally, the 
stopping power concept is not used to describe the interaction of electromagnetic radiation 
with the target. The stopping power concept should be used with caution if bremsstrahlung is 
an important mode of energy transfer from the incident particle to the atoms and molecules 
of the target. The mass stopping power, SM, is defined by

d E  S
SM =  -  —  =  —  with f  =  px  (103)

at; p

where p  is the density of the target and x is the length o f the particle path within the target.
As the most frequent mechanism of energy transfer between an impinging charged particle 

and a target is the interaction between the incoming particle and the electrons o f the target, 
an electronic stopping power, SE, defined as the stopping power per electron, is frequently 
used.

A d E  A

Se =  ~  N 0Z p  ~d7 =  A/1,Zp 5  ( 1 U4)

For a target consisting of a single element, /V0 is Avogadro’s number, A  is the atomic number, 
and Z  is the charge of the target.

1.4.11. The Specific Ionization
The specific ionization defines the number o f ions produced by the incident particle per 
unit path length [25, 26, 28-30]. With a fair accuracy, the specific ionization is equal to the 
stopping power divided by the energy necessary to produce an ion pair.

1.4.12. Range
The range is the length of the path traveled by the incident particle within the target. It is 
approximately equal to the mean free path [25—30]. The total range is related to the stopping 
power by

R / o t  —
rR rE m a x  dE

S ‘,X =  L  u m J J T ,  (105)(dE/dx)

Where £ MAX is the initial kinetic energy of the incoming particle.
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The projected range R P is the component o f the total range along the incident particle 
trajectory. In the general case, there are two main contributions to the stopping power, one 
due to Coulomb interactions between the incident particle and the electron of the sample 
defined as electronic stopping power and the other due to the interaction with the nuclei 
of the target, named nuclear stopping power. The electronic stopping power dominates and 
high velocities o f incident particles while the nuclear one dominates at low velocities. This 
allows the definition o f a critical energy E( that separates the two regimes and leads to a 
better definition o f the range.

^  I" ̂  max d E  d E  nn&\

R tot =  JEc \ d E / d x ) E +  i ,  ( d E / d x ) N (1° 6)

where the subscripts E  and N  identify the electronic and the nuclear stopping powers,
respectively.

1.4.13. The Stopping Time
The stopping time is the time required to stop a particle within a target. Assuming that the 
impinging particle has a low velocity (the relativistic corrections are not required), and that 
it travels within the target with an average speed ( V ), the stopping time, ts , is defined by

'.< = < £ )  < '° 7>

Where R is the particle range.

1.5. The Interaction of Electromagnetic Radiation 
with Condensed Targets

The electromagnetic radiation may interact through elastic and inelastic scattering processes 
with the atoms and the electrons of the target. The elastic interactions (Thomson and 
Rayleigh) are not able to transfer efficiently the energy of the incoming radiation to the 
target and are usually neglected. The most important processes that control the transfer of 
energy from the incoming radiation to the target are the photoelectric effect, the Compton 
effect, and the electron-positron pair generation.

Qualitatively, the electromagnetic radiation is absorbed by the matter. This is phenomeno
logically described by a surface approach reminiscent to the total cross section concept [25]:

/  =  / 0 exp —fix (108)

where /  is the intensity o f the electromagnetic radiation (defined as the rate o f energy flow 
of the radiation across an unit area) after traveling through a target material over a given 
length x , /,, is the intensity o f the incoming radiation, and fi is the absorption coefficient of 
the target (material constant). Several absorption coefficients are used to describe the decay 
of electromagnetic radiation within targets. The most important are [25, 26]:

• The linear absorption coefficient, /x7, measured in m~l .
• The mass absorption coefficient / i M, measured in m2 kg-1.
• The atomic absorption coefficient, fxA. measured in nr/atom.
• The electronic absorption coefficient /xt„  measured in nr/electron.

The relations between these coefficients are

= -  = ^  = <I09>p p N  p N  Z

where p  is target’s density, N  is Avogadro's number, A is target's atomic weight, and Z
is target's atomic number. For an estimation of the penetration capability o f the electro
magnetic radiation, the half value layer absorption, a*, 2 - that is, the thickness of the target
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that w ill reduce the intensity o f the incoming electromagnetic radiation by one half has a 
particular importance.

1.5.1. Elastic Scattering of the Electromagnetic Radiation on Targets
1.5.1.1. Thomson Scattering The Thomson scattering is an elastic scattering o f the elec
tromagnetic radiation with free electrons. Virtually, the Thomson scattering is not trans
ferring any energy to the target as the free electron, irradiated with an electromagnetic 
radiation is emitting an electromagnetic radiation of the same frequency. The fraction of 
the incident electromagnetic energy that is scattered by one electron of the target into an 
unit solid angle ft, at an angle 4> relative to the direction o f the incoming beam, d a / d C t

This process is important as it transfers the energy away from the incident particle track 
w ithin within the target.

1.5.1.2. Rayleigh Scattering The Rayleigh scattering is also an elastic interaction that 
involves an incoming electromagnetic radiation and an atom of the target. The scattering 
angle is very small, and the electromagnetic radiation is re-emitted with a very small change 
o f the incoming direction. In a Rayleigh scattering the wavelength of the electromagnetic 
radiation is larger than the size of the atoms or molecules excited by the impinging radiation. 
A  bound electron of an atom that absorbs the incoming electromagnetic radiation quanta 
o f energy h v  is raised on an excited energy level and it is de-excited by a transition to the 
in itia l energetic state accompanied by the emission of an electromagnetic quantum of the 
same energy {hv).  The energy deposited within the target by the ideal Rayleigh scattering 
is zero. The main difference between Thomson and Rayleigh scattering originates from the 
fact that the Rayleigh scattering involves a bound electron.

1.5.2. Inelastic Scattering of the Electromagnetic Radiation on Targets
Various inelastic processes are competing to the modification of the physical and chem
ical properties of solid targets subjected to electromagnetic radiation. Among them, the 
most important ones the photoelectric effect, Compton effect, and the electron-positron pair 
generation. Several other processes such as Bremstrahlung are capable to generate electro
magnetic radiation within the solid target.

1.5.2.1. Photoelectric Effect The photoelectric effect consists in the ejection of electrons 
from metallic surfaces, because of the interaction between the incoming radiation and the 
free electrons of the target (see Fig. 11). The energy of the incoming photon (hv )  should

In 2 0.693
(110)

is [21, 25]:

(111)

EMERGENT
ELECTRON

INCIDEN T
PHOTON

d

F ig u re  I I .  T he  pho toe lec t r ic  effect.
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be higher that the work necessary to extract the electron from the metal ( E w ). The kinetic 
energy of ejected electrons, ££H is [16, 18, 21-26]

(112)

where m c is the electron mass and v e its speed. There is a minimum frequency (threshold 
frequency) at which the electrons are still emitted (equal to E w / h ) .  E w is a material constant 
for metallic targets.

1.5.2.2. Compton Effect The Compton effect describes the interaction of the electro
magnetic radiation with a weakly bound or free electron (see Fig. 12). The electron o f the 
target w ill appear to be a free electron for the incoming electromagnetic radiation if  the 
energy o f the incoming quanta is significantly larger than the binding energy o f the electron. 
Because of this interaction the electrons is recoiled with energy Ee at a certain angle <p and 
the photon is scattered at an angle 0 with a different kinetic energy. The angles are mea
sured relative to the initial direction o f the incoming electromagnetic radiation. The shift 
in the frequency of the incident photon due to a Compton interaction is independent on 
the frequency o f the incident photon and depends only on the angle between the incident 
photon and the emitted photon. For the Compton effect, it is important to consider the 
relativistic energy momentum conservation relation.

In the analysis of the Compton effect before the collision, the energy o f the system 
electron— electromagnetic radiation consists o f the incoming photon energy hv  and rela
tivistic electron energy m ec2, where c is the light speed. A fte r the collision, the scattered 
(emerging) photon energy will be hv' and the electron w ill be ejected with an energy E  and 
a momentum p  [16, 21, 25]. The energy and momentum conservation laws will result in the 
following system of equations that describe the Compton effect (see Fig. 12).

In real targets, the radiation scattered by one electron may interfere with the radiation scat
tered from other electrons. Such contributions are important when the fluence o f electromag
netic quanta is large. A  particular case is represented by targets with a regular distribution 
of atoms (crystals) as the radiation scattered in certain directions may be very intense.

1.5.2.3. Pair P r o d u c t i o n  An incoming photon of energy E  higher or at leas equal to 
l.02 MeV may interact with a nucleus and result in the emission of a electron-positron pair 
of equal energies, £ e,_ and £ t,+ . The energy conservation law implies [25]:

hv  +  m {)c 2 =  hv' +  E

(1 13)c c

c

hv  — 2 m {)c" — £ (,._ -f E c+ 

where 2m ()c2 is the critical energy for pair production (1.02 MeV).

(1 1 4 )

} -Mi-RGFNT
PHOTON

p ' = h v 7 c

IN O D i  Y
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In the general case, the energy deposited within a target by the incoming electromagnetic 
radiation will be a sum of all contributions mentioned above. The total mass absorption, /j,\r  
coefficient is usually defined by [25]

ult  u P h  LLC u pp
T  E l  = t ^  +  f ! l L + l h 1_  ( i l 5 )

p p p p

where fi] is the total liner absorption coefficient, fiPh is the linear absorption coefficient for 
the photoelectric effect, t f  is the linear absorption coefficient for the Compton effect, and 
I j l 1[ p  is the linear absorption coefficient for pair production.

1.5.2.4.  B r e m s s t r a h l u n g  Rapidly accelerated or decelerated particles are emitting an 
electromagnetic radiation when passing through the field of atomic nuclei o f the target 
(external bremsstrahlung). The emitted radiation is proportional to n r 1, where m  is the mass 
o f the decelerating particles. This shows that actually the bremsstrahlung radiation is impor
tant for electrons and becomes negligible in the case of accelerated heavy ions.

1.6. The Interaction of Accelerated Particles with Condensed Target
The charged particle directed onto a target interacts both with the electrons of the target 
and with its nuclei or ionic moieties via electrostatic interactions. Due to the large mass of 
the nucleus relative to the electron mass, electrons are more susceptible to be affected by 
the electrostatic interaction with the impinging particle.

1.6.1. Coulomb Interaction (Charged Particles)
One of the most simple and elegant model to calculate the energy deposited by an incident 
charged particle per unit trajectory (named linear energy transfer, LET, or stopping power) 
in a condensed target has been proposed by Bohr [21, 25-33], The model considers that the 
most important mechanism for energy transfer from the impinging particle to the target is 
the electrostatic interaction. It is assumed that the incoming particle has the mass A/, charge 
Z e  (where Z  is the atomic number and e the electronic charge), and speed v. and that the 
target has a crystalline cubic structure, characterized by a spacing, a, between the adjacent 
atoms. The following expression for the total momentum imparted to the electrons o f the 
target has been derived (see Fig. 13).

Z Z ,£'2 rc osf f
P =

£" f COS tl , , ,
— ------ d t  (116)

J r47rel

The energy transferred by the incident particle to a target electron is (total linear rate of 
energy loss) is [21, 25-29]

d E  16/7 7r: Z 2Z?e4 , bmm
l n - ^ i  (117)

dx n i V 2 b.mm

where Z : is the charge o f the target nuclei, n is the density of electrons per unit volume 
(assumed constant), m  is the mass of the electron, and bnrdX and bmm are supposed to be 
constants (impact parameters).

During the interaction o f a charged (ionized) particle with composite materials, there are 
two main routes available to transfer the energy from the incoming particle to targets. The 
first one is represented by the interaction between the incident charged particle and the 
electronic cloud o f the sample. It is named electronic stopping power or electronic LET. 
There is also a nuclear electrostatic interaction between the impinging particle and the nuclei 
o f the polymeric matrix, named nuclear LET. The total stopping power is the sum of these 
contributions:

d E \  I  d E \  / d E
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#  ) 9  m) o <

F ig u re  13. T he in te rac tio n  o f  a ch arg cd  p artic le  w ith the e lec tro n s  o f  a crysta lline  target.

The dependence of the stopping power on the penetration depth for protons accelerated tip 
to 1 MeV and directed towards the target is shown in Fig. 14. It is noticed that the nuclear 
stopping power is smaller than the electronic one. The weight of the nuclear stopping power 
(relative to the electronic one) increases as the charge o f the incoming particle is increased 
(compare Fig. 14. and 15).

The stopping power has been also estimated within the relativistie quantum mechanics. 
The following refined expression has been derived by Bethe [25-30]

d E

dx
Am r2k^Z2eA 

m, .V 2
In

2 m , V 2

/ ( l  -  V 2/ c 2)
(119)

where k0 is a constant and I represents the mean excitation energy o f the target.
In the simple theory of the stopping power that includes the relativistie correction, the 

stopping power and the ionization of the target due to incoming charged particles increase 
as the energy of the incoming particle is increased. In order to improve the calculation of 
the energy deposited inside the target by the incoming charged particle, it is necessary to 
calculate a restricted energy loss, for kinetic energies smaller or equal to a threshold value 
o f the kinetic energy, [31]

d E \

dx  ' n  r r
i

V \
2 C +  In

2 m  V 2

r - ( Z ) j Y - { V  !cV-
(120)

where A is a constant. This expression is valid for a single charged incident particle (not 
electron). C  represents the density effect correction. Another contribution to the energy loss



R ad ia t io n - In d u ced  Modifications in N anom ate ria ls 745

P e n e tra tio n  d e p th  [m ic ro n s ]

F ig u re  14. T h e  d ep en d en c e  o f  the s to p p in g  po w er o f  a ch arg ed  p artic le  o n  the  p e n e tra tio n  d ep th , fo r a light 
incom ing  p a r tic le  (p ro to n ). T h e  Bragg peak n ea r  the  end  o f  the  partic le  tra jec to ry  in th e  ta rg e t is show n.

of impinging particles is due to the bremsstrahlung or electromagnetic radiation emission of 
the decelerated impinging particle. The stopping power for this process is [30, 31]

( d E
I  dx

N E Z ( Z + l ) e 4 /  Jn 2E_ 4
137m(2jC4 \  n m ()c2 3

( 121)
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F ig u re  15. T h e  d ep en d en c e  o f  th e  s to p p in g  pow er o f a  ch arg ed  p artic le  on  the p e n e tra t io n  d e p th  fo r a heavy 
in co m in g  p a rtic le . T ie  B ragg  p eak  n ea r the  en d  o f  the p artic le  tra jec to ry  in th e  ta rg e t is show n.
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The stopping power is large for incident beams of high energies E  and for target materi
als with large Z. The amount o f energy transferred from the incident particle to the target 
depends on the speed (kinetic energy) of the incoming particle and on its charge. This depen
dence is expressed with a fair accuracy by Eq. (122), which correlates the stopping power of 
an ion at the speed V with the stopping power o f the proton at the same energy [32].

d E

dx

ION

= I z *l 7
d E
d x

PROTON

(122)

where Z* is the effective charge of the incoming ion.
For complex materials, it is generally assumed that atomic stopping cross section, HAT 

are additive and the molecular stopping cross section is rather well describe by the sum of 
atomic contributions [25-32].

EjXnYm _ . —A
— M OL =  fh AT H- m'EZ'*AT

The stopping power of a proton in a target consisting of 2 atoms X  and Y  is [32]

d E

dx
nXnVm

M O L

(123)

( 124)
P R O T O N

where N  is the total number o f molecules per gram in the target.

1.6.1.1.  The  B r a g g  P e a k  The Bethe formula o f the stopping power presents no extreme 
point, and hence the stopping power is expected to increase monotonously as the speed 
of the particle within the target is decreased. Experimentally, a maximum of the energy 
transferred from the impinging particle to the target’s atom is observed near the end of the 
particle’s trajectory in the target (i.e., at very low traveling velocities). In order to explain 
the Bragg curve, it is necessary to derive a more accurate expression for the stopping power. 
The stopping power including the shell correction factor, C, which includes the contribution 
of L shell electrons is

d E

dx
4nrr2k 2Z 2eA 

m , V 2
In

2m CV
/ ( I  -  V 2/ c 2) ( 7 ) ( 125)

The density correction proposed by Fano [1] takes into account the fact that the incident 
particle is not interacting with a single atom of the target. The correction takes into account 
the plasma screening o f target electrons. Although this correction is negligible for particles 
with velocities smaller than 0.9c (c is the light velocity), it is interesting to point out that the 
expression of the corrected stopping power as a function o f the incident particle velocity has 
two extreme points, one located at V  =  c  and the other at V — 0.

d E
~d.~x

4 u t t 2 k^Z2 e4

m y 2
In

2m  y 2
f ( i - V 2/ c 2)

In
h o) p

r - ( i - ( v / c ) 2)
(126)

where co,> is the plasma frequency.

1.6.1.2. The  R a n g e  The range of a charged particle R ( E K) inside a solid target is the 
distance traveled by the impinging particle within the target. The range depends on the 
kinetic energy of the incoming particle and it is correlated to the slopping power o f the 
incoming particle in the target [I, 21, 25-30]

R(EK) = - f  
./(i

d E

( d E / d x
d E (127)

where E  is the energy o f the incident particle inside the target.
Although this definition o f the range is found in most textbooks, it has to be corrected 

for the so-called Lewis effect that includes two contributions [33]. The first one reflects that 
the mean path per unit energy loss has been incorrectly identified with the reciprocal o f the
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stopping power and the second reflects the implicit assumption that the stopping power is 
independent on the mass o f the incoming particle [33].

r i;K d E  1 /  V \
7 //FT/  ̂ dE + M Z C with0 ( c lE/ dx)  .P R O T O N

\ c Z j  M Z ' I 2

The refined expression of the range R *(E K) o f an incoming charged particles with a kinetic 
energy E K, as a function o f the range of a proton with the same kinetic energy is given by 
the expression (128) [33], where M  is the mass of the incoming particle, V  its speed, and Z 
its charge (the proton’s mass and charge are assumed to be 1).

1.6.1.3.  T he  R a n g e  S t r a g g l i n g  Due to the inherent statistical character of the irradiation 
process, identical particles will be stopped after different penetration depths within the same 
target (suppose to be homogeneous and uniform). The length o f all these trajectories of 
identical particles, with the same incident kinetic energy will present a Gaussian distribution 
centered on an average value, which is the actual range of the particle. The magnitude of the 
range straggling, (t2r is defined by the width o f this distribution and it is given by [25-30, 33]

rk-K (IE
=  <R 2( E K)) -  ( R ( E k ) ) 2 =  4tTn0Z 2e * j o ^  d E  (129)

where “ ( ) ”  denotes the average o f the particle range in the target, ne is the electron density 
of the target, Z  is the charge o f the incoming particle and e the electronic charge. In the 
general case it is possible to define [33] the straggling of the momentum of incident particle, 
a distortion straggling, a heterogeneity straggling, and a Huence straggling.

1.6.2. Spin-Spin Interactions
The spin-spin (hyperfine) interaction between the spin of the incident particle and the elec
tronic spin o f target atoms affects both the linear energy transfer o f energy from the incident 
particle to target atoms as well as the differential cross section der. The Born approxima
tion for various impinging particles, characterized by different spins leads to the following 
expressions for the differential cross section [26]

der ttZ I Z 2 (  e2 \~  /  m nc 2\  sin 0
Spin 0

d0  2 V P p  /  sin4(0/2)

do- _  TrZr.Z2 (  e 2 \  (  m„c2 \  ( l ~ (i2 sin: (fl/2 )) sin 6 

d0  2 Vm0c-2 /  I  ( ip )  sin4(#/2) ‘ P’n

d a  i rZ]  Z 2 (  e2 V  /  m 0c2 \  ( I -f 1/6( p f i /m ^ c 2)2 sin2 9) sin 9 .
‘ Spin

(130)

d 9  2 \  m ()c2)  \  P p  )  sin (0/2)

where 9 is the deflection angle, p 2c 2 =  E 2 — M 2c 2, E  is the total energy of the particle 
o f mass A / ,Z  is the nucleus charge (for target atoms), Z in is the charge of the incoming 
beam, m {) is the electron mass (rest), and e is the electron’s charge. It is observed that the 
spin contribution increases as the deflection angle is increased. The transmitted beam is not 
affected by the spin-spin interaction.

1.7. The Structure of Solid Targets: Rudiments
In this section, the main properties of the condensed matter will briefly be reviewed. They 
will allow a better understanding o f the physical and chemical modifications induced by 
radiation in nanostructures and materials confined at nanometer scale.
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1.7.1. Crystalline and Amorphous Solids
Due to the difficulties to solve the Schrodinger equation for a large number of atoms, 
approximate solution and techniques have been developed [16-18, 22-24, 34-37]. Crystalline 
solids are characterized by a regular distribution o f atoms in space. This provides a simple 
and efficient route to solve the Schrodinger equation. By definition, a crystal consists of a 
lattice (defined as an ensemble o f points in space regularly distributed named nodes) and a 
base of atoms (identifying the atoms or molecules that occupy the lattice nodes) [34].

CRYSTAL =  LATTICE +  BASE +  additionaljerm (s) (131)

The definition of the crystalline state— see Eq. (131)—contains a third term defined as addi
tional term(s). Its role will be discussed later. In Fig. 16 is shown a simple crystal obtained by 
assigning a single type of atoms to the nodes of a two-dimensional lattice. This structure is 
invariant to a translation o f the lattice by R x , /?y, or any linear combination of R x and R Y 
(with integer coefficients). I f  each atom of this crystal characterized by the position vector 
R is described by a wave function t/^R), then

<//(/?) =  <//(/? +  R l ) =  <//(/? +  n R x +  m R Y) (132)

where n and m  are integers. The same symmetry should be imposed to the potential K(R),

V ( R )  =  V { R + R l ) =  V { R  +  n R x + m R Y) (133)

The electrons associated to these atoms are placed in a symmetric potential. The symmetry
requirements impose that the square of their wave function in a point of coordinates R to
be equal to the square of the wave function at the point R +  R , . This implies that the wave 
functions located in R and R +  R L may differ at most by a phase factor (this is not changing 
the modulus of the wave functions) [34],

if/(R) =  i/j (R  +  R l ) =  \p(R +  n R x  +  m R y ) =  e m ^ [ R )  =  e il,tK*R*+mK) Ry)iP(R)  (134)

Equation (134) defines the Bloch wave function in two-dimensional crystal. The archetypal 
amorphous material is characterized by the absence o f the lattice, (i.e., by an almost random 
distribution of atoms in space). An amorphous material that shows a lattice disorder is shown 
in Fig. 17.

A  more complex crystalline structure is obtained by distributing several types o f atoms 
on the nodes o f a crystalline lattice (see an example for a base consisting of two atoms in 
Fig. 18). In this case, the crystalline structure requires a regular distribution of base atoms. 
I f  the base atoms are randomly distributed, the resulting solid w ill be amorphous even if  the 
lattice is not distorted. This situation is schematically depicted in Fig. 19. The amorphous 
features o f such a material are triggered solely by the random distribution of base atoms.

Figure 16. An ideal two-dimensional crystal. The associated base consists of a single type of atom.
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F ig u re  17. A  tw o-d im ensional a m o rp h o u s  m a te ria l. T h e  a sso c ia ted  base consists o f  a single  type o f  a to m , and  the  
d iso rd e r  is in d u ced  by the  m o d u la tio n  o f  d is ta n c e  b e tw e e n  a to m s (la ttice  d iso rd e r).

Complex materials such as liquid crystals and polymeric liquid crystals consist o f asym
metric molecules. This may result in the appearance o f exotic amorphous states determined 
by the random orientation of these molecules (see Fig. 20). Depending on the actual defi
nition o f the crystalline phase, the additional terms in Eq. (131) will reflect an order in the 
orientation of dipole moments, molecules, spins, or magnetic moments.

Some condensed materials such as most polymers are neither amorphous nor crystalline 
[14] (see Fig. 21). They consist o f crystalline domains embedded in an amorphous ocean 
and they are currently characterized by a degree of crystallinity defined as the ratio between 
the volume of crystalline domains and the volume of the sample. The crystalline domains 
are formed by a close packing o f polymeric chains while the amorphous regions contain 
preferentially chain ends or bulky lateral groups.

1.7.2. Metals, Semiconductors, and Insulators
In condensed materials, the energy levels are collapsed in bands, due to the small distance 
between adjacent atoms (o f the order 10“ 10 m). The structure o f energy bands in materials, 
allows their classification in insulators, semiconductors, and metals. In the general case, there 
is a low energy band with allowed states, named valence band, VB, and a high-energy band 
named conduction band, C B, with allowed states spaced by an energy gap, E c  (see Fig. 22) 
[34]. An ideal insulator has all states in VB filled, all states in C B empty, and an energy gap 
larger than 3 eV [34].

In an ideal semiconductor, the forbidden gap is less than 3 eV. This allows the thermal 
excitation o f an electron from the valence band to the conduction band and triggers the 
electrical conductivity. The place of the electron left unoccupied in the valence band is also 
contributing to the electrical conductivity (holes conductivity). The probability to find a state

F ig u re  18. A  tw o -d im ens iona l  crystal.  T h e  asso c ia ted  base  consists o f  two types o f  a tom.
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Figure 19. A tw o-d im ensional a m o rp h o u s  m a te ria l w ith two a to m s in the  base . T h e  d iso rd e r  is trig g e red  by the 
ran d o m  d istr ib u tio n  o f  base a to m s on  the  la ttice  nods (base  d iso rd e r). T h e  crysta llin e  la ttice  s tru c tu re  is fully 
p reserved .

characterized by the wave vector K  and by the energy EK> occupied (at thermal equilibrium) 
in degenerates semiconductors and metals is [34]

/ ( £ * )  = (135)

where E,. is named Fermi level (or chemical potential) and represents the highest occupied 
level in solids at 0 K. In all semiconductors, the Fermi energy lies between the valence 
band and the conduction band. At 0 K this distribution has a rectangular shape. By increas
ing the temperature, the shape of f ( E K) is modified. This shows the possibility to activate 
thermally the conductivity o f semiconductors. Most semiconductors are extrinsic, that is, 
contain additional impurities that are able to release electrons (donors) or to accept elec
trons (acceptors). In such semiconductors, the most important electronic transitions are the 
band-to-band excitation (injection o f an electron from the valence band into the conduction 
band), acceptor-donor compensation, acceptor, and donor ionization. The semiconductors 
that contain a large number o f states occupied or that are heavily doped are named degener
ated semiconductors. For such semiconductors, the Fermi-Dirac statistics defines with a good 
accuracy the electron distribution. In metals, VB and C B are overlapping. Nondegenerate 
semiconductors are characterized by exp[ ( E K -  E F) / K BT] 1. The DC electric conductivity 
a  of a semiconductor is [34]

a  =  q ( n et i e +  n hf i h) (136)

where n e is the concentration of electrons, n h is the concentration of holes, f i c is the electron 
mobility, jxh is the hole mobility, and q is the electron charge.

F ig u re  20. A tw o-d im ensional am o rp h o u s  m ateria) consistin g  o f  a single type o f  base  a to m . T h e  d iso rd e r  is d u e  to 
the  ran d o m  o rie n ta tio n  o f  the  sym m etry  axes o i m o lecu les {o rie n ta tio n a l d iso rd e r) .



R ad ia t io n - In d u c ed  Modifications in N anom atc ria ls 751

F ig u re  21. A typical s tru c tu re  o f  a solid  po ly m er show ing  crystalline and  a m o rp h o u s  dom ains.

The ideal semimetal is characterized (at 0 K) by a completely filled C B, a completely 
empty VB and a zero energy gap. Such a material is insulator at 0 K but is semiconductor 
or even conductor at high temperatures due to the excitation o f the electrons from the VB 
into the CB.

The electrons in ideal metals behave just like a gas o f electrons. This explains why it is 
not necessary any activation energy to trigger the electric conductivity in metals. In this case, 
the distribution function of electrons is approximated by a Boltzmann distribution

f ( E K) F  -  F  %  c  
K '' »  1

~ ( t : K E h / K t t T ) (137)

K « T

The temperature dependence of the conductivity in an ideal metal has three domains. At low 
temperatures, the temperature dependence of the conductivity is described by Matthiessen 
law [34]

(J (7() +0-,
T

i) ■■

where p() =  cr(j 1 is the residual resistivity and T}) is Debye temperature. A t high temperatures, 
the temperature dependence of the conductivity is

(T  1 =  C rZ 1

T

Theoretically, there is an intermediate range of temperatures where E r  »  K BT. This case 
is characterized by a temperature independent conductivity.

F ig u re  22. T h e  e lec tron ic  (b a n d )  s t ru c tu re  o f  sem iconductors .
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1.7.3. Magnetic Materials
The magnetic properties o f the matter are resulting from the movement o f charged particles, 
either free or not. As no isolated magnetic poles were observed, it was assumed that magnetic 
poles occur in pairs named dipoles characterized by magnetic moments /x [34-37],

jx =  m d  (140)

where d is a vector pointing from the negative to the positive pole, whose magnitude is 
proportional to the distance between poles. By default, the magnetism was assigned to elec
trons. Two possible sources were identified for poles one is the motion of electrons around 
the nucleus (defined by the orbital angular momentum) and the other is the rotation o f the 
electrons about its own axis (spin angular momentum). The second source of magnetism 
suggests that the electron is not the only possible responsible for magnetism. Other particles 
that carry a spin angular momentum (such as various nuclei or neutrons) would be capable to 
exhibit magnetic properties. Nevertheless, the spin angular momentum triggered magnetism 
o f nuclei is significantly weaker than the electron induced magnetism and its contribution is 
usually neglected.

The magnetization M  is defined as the total magnetic moment o f the material per unit 
volume [34—37]

W =  (141)
/

where V  is the volume of the sample and the sum is over all magnetic moments con
fined within the volume V . The magnetization o f materials is modified in the presence of 
external magnetic field. For isotropic samples, the magnetic susceptibility \  describes this 
modification

X = ( ^ r )  (142)
V d H  J h=o

where H  is the intensity o f the external magnetic field. The magnetic susceptibility allows 
the classifications o f materials as diamagnetic, paramagnetic, and magnetic.

1.7.3.1.  D i a m a g n e t i c  M ater ia l s  The diamagnetic materials are characterized by \  < 0, 
as the magnetization is oriented antiparallel to the external magnetic field H.  The classical 
example o f diamagnetism is the Langevin diamagnetism originating from the motion of the 
electron on a closed orbit around the nucleus, with the Larmor pulsation o)L [34-36]

e H
o>l =  ~------ (143)2 m ec

I f  each atom has a single electron, this motion produces a current o f intensity I

1  ~  Y  =  ~  4 ~ ~  { 1 4 4 )T Airmc

This closed current is equivalent with a magnetic moment with the absolute value m

m  —  —  S  =  7t ( x j  +  v j )  ( 145)
c

S represents the averaged area of the projection o f the electron orbit on a plane normal 
to the external applied electric field, and ;‘ ( )v denotes an average o f the square of the 
coordinates of all electrons. The expression of the magnetization for an ensemble o f n 
magnetic ions per unit volume, if Z is the number o f electrons o f each ion, is

M  =  +  y j ) H  *  r2) H  (146)
4 me-  6 mc-

Hence, the susceptibility o f a diamagnetic material depends on the average o f the square 
radius o f the electron. As this value is always positive, the susceptibility o f diamagnetic 
materials is negative. Conduction electrons are also responsible for a diamagnetic behavior.
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1.7.3.2.  P a r a m a g n e t i c  M ate r ia l s  The energy o f a magnetic moment in an external mag
netic field, Em, is [34-37]

E m =  —j±H =  (147)

Where g  is the spectroscopic factor, f i B the electron’s magneton (Bohr), and m  is the mag
netic quantum number. The electron in its closed orbit is characterized by two operators 
associated to the angular momentum, L, and to the magnetic quantum momentum (spin),
5. The magnetic quantum number is an integer that takes 21 +  1 values between - /  and + / 
and is frequently associated with the orientation o f the electron orbit relative to the atom. 
The eigenvalues of the spin operator are +1 /2  and -1 /2 . The operator of the total momen
tum o f electrons, J ( J  =  L  +  5), controls the magnetic properties o f solids. The associated 
eigenvalue, ray, takes 2 j  -f 1 values between —j  and +  j .  The magnetization o f a collection 
of N  atoms placed in an external magnetic field is

M  =  N g i i „ -----— —  -------—  ------= N g f i Bj B j (  — -  . -  (148)

where R represents the Brillouin function defined by

-  H h * T p )  ^

Hence, the susceptibility of this collection is

, ,  +  o  Mg2 f " 2 ,

X 3 K fjT  ~ 3 K b T ^ dP^  ' -1

where p cff is the effective number o f Bohr’s magnetons. The particular expression of /?cff 
depends on the details of the coupling between the spins and the angular motion.

1.7.3.3.  F e r r o m a g n e t i c  M ate r ia l s  The diamagnetic and paramagnetic properties o f the 
matter are triggered by the angular momentum of electrons. The magnetic momentum of 
electrons is responsible for several types o f magnetic order such as ferromagnetism, ferri- 
magnetism, and antiferromagnetism (see Fig. 23). In contrast with the previous types of mag
netism, the electronic spin generated magnetism is responsible for the spontaneous ordering 
o f electronic spins.

1.7 .3 .3.a. The  E x c h a n g e  In te ra c t io n  The helium atom provides the simplest quantum 
mechanical problem that contains the main features o f the exchange interaction. In this case 
the nucleus (or the ionic moiety) has the charge Ze and the mass M N. Two electrons of 
identical mass m E, characterized by the position vectors rx and r2, are orbiting around the 
nucleus. The corresponding Hamiltonian is [ 16—18, 22-24, 34, 37]

hr , tr  ,  h2 -  Z ? 2 Z , 2 e 2
K = --------- V2 ---------- V " ---------- V2 ---------------------------- - f ------------------- 151

2 M n 2 m E 2 m E “  47re[)r [ 47re0r2 47T£0|rj — r2\

The subscripts N  and E  identify the electrons and the nucleus. The total wave function o f this 
time independent Schrodinger equation, <f> may be expresses as a product of electronic wave 
functions, ^  with nuclear wave functions, f . As magnetism is by excellence an electronic 
property solely the electronic part o f the Schrodinger equation is important.

*  =  +  -------f -------7 (152)2 m E '  2 m E ~ 47re0r, 47Ts()r2 47re()|r, — r2\

This Hamiltonian may be rewrite to include one-electron Hamiltonians such as
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F ig u re  23. V arious m ag n e tic  s tru c tu re s : (A )  fe rro m a g n e tism , (B ) a n tife rro m a g n e tism . (C ) fe rr im a g n u ism . 

with

K =  K ,+  NN +  -------p-------- - (154)
“ 47re0|r, -  r2\

Hence, the total Hamiltonian contains two one-electron Hamiltonians corresponding to 
the two electrons and an additional term that describes the Coulomb interaction among the 
electrons. According to Pauli principle, up to two electrons with antiparallel spins may be 
located in the same orbital. The one-electron wave functions ipu{r i )  -- <ptl{i) and —
<£/,(/), with i =  1 and 2 satisfies the time independent Schrodinger equations for one-electron 
Hamiltonians

N,s£„(/') =  £„<?„(/)
(135)

N\ <ph ( i )  =  E h <ph ( i )

The two Hamiltonians are identical. To analyze this system it is possible to start from a very 
simple Hamiltonian equal to the sum o f one-electron Hamiltonians

K(l — Kj 4- K-> (156)
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The wave function of this system is a product o f one-electron wave functions </>„and 4>h and 
should include also the effect of the electronic spin orientation introduced by the spin wave 
functions a(cr)  and ft ( a )  reflected the spin up and spin down orientations, respectively. The 
total wave function has to be antisymmetric. It w ill be expressed by Slater determinants [37]

l ¥>„('-! M̂ l) (pAr2) a ( a 2)

71 <Pu(r ,)a(y,) <Pu (':)«(v 2)
i <PAr\)P(cri) V A r2)P{v2)

71 ipu(r2) a ( a 2)

i */U''])«( Cl) <pAri)a(<r2)

7I <PAr2)P((T2)
i ‘P u(^ )P((T\) V A ^ P f a )

7! <Pa(r\)P(<7i) <Pa{r2)P{(T2)

(157)

^ 2(/‘l, C7,, /'i, (T2) =  —

(r{, r 2, (t2) =  

% ( r ], a ], r 2, <r2) =

The factor 1/^/2  has been introduced to normalize the wave functions (the wave functions 
<pa si <ph are normalized). The energy levels for this simple system are:

e t — e a +  E b +  K ab — JAB

E.s — E a + E b + K ab + J,
(158)

\ B

where K AB describes the Coulomb interaction between the two electrons A  and B and JA B

the exchange interaction between these electrons, defined by

K Ab =  

Jab —

/ /

i f

e~
47r%|r, -  r2\ ^ / i( ?'i) |2k « ( '2 ) |2<://‘i dr2

‘pA(ri ) ‘PBO'\)({r ] dr2
47rc0|r, -  r

(159)

By inspecting the energy levels it is observed that the exchange interactions splits the energy 
levels into a singlet state and a triplet state and that for JAB > 0 the triplet state is the lowest 
state. I f  the exchange integral is positive, the minimum energy of the system corresponds to 
the trip le t state with all spins aligned parallel, while if  the exchange integral is negative the 
minimum energy state will correspond to antiparallel electronic spins.

Heisenberg and Dirac used for the exchange interactions a simplified Hamiltonian [34-37]

Us =  A  +  B S {S2 (160)

In the general case, the exchange interaction may be expressed, up to an additive constant, 
by the following Hamiltonian

(161)
A. Iii*n

For an ensemble of electronic spins, if  the exchange integral is positive, the minimum energy 
w ill impose the parallel orientation of all electronic spins resulting in a ferromagnetic order.

1.7 .3 .3.b .  The  M o l e c u l a r  Fie ld  A p p r o x i m a t i o n  The Heisenberg Hamiltonian that 
describes the exchange interaction for an ensemble of atoms located in a crystalline lattice 
(with a quenched orbital momentum) specified by the position vectors R A and by the total 
electronic spin S A is [34-37]

J  A B^A^B ( l  6 2 )
i. n

A-cl<
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In the molecular field approximation, the atomic total spin, S A, is interacting with the 
average spin (SB) o f nearest atoms. Hence,

3  =  E , -  ( i )  £  =  =„ -  e ( e  J- T ~ ) s^ S a (163)
VZ/  A^B^B /  A^ B \B  /

It is observed that this Hamiltonian describes an electron of spin SA placed in an effective 
magnetic field

Z Z  =  - T . 8 * bH & S a (164)

This allows the identification of the effective field if  all electronic spins

Pi A = Zj / alA i b (165)
'̂SU'B

I f  all electronic spins are identical, the effective magnetic field acting on the SA spin is

HS, = (166)2 g - n f i B

where z is the number o f nearest neighbors, M  the magnetization due to the z nearest 
neighbor spins, and n is the density o f nearest electrons

fy c
M  = - 2 i i b ± ± - = - n g n BS  (167)

The exchange interaction has a strong distance dependence decreasing drastically as the 
distance between the electronic spins is increased. Hence, the effect o f remote spins on the 
spin SA may be neglected, as the distance to these electronic spins is large. To conclude, it 
is possible to identify H $ { with the molecular (in a first-order approximation). Within the 
Weiss description o f the molecular field [34], the magnetic energy, £ WE1SS, is

^ wejss =  — A A /5  (1^8)

Accordingly, the relationship between the Weiss molecular field constant AWEISS and the 
exchange integral is

A w e , s s  =  2 7 & J T b  ( 1 6 9 )

The model allows the estimation of the Curie temperature, Tc , which is the temperature at 
which the spin orientation is shuffled (by increasing the temperature from low temperatures 
above the Curie temperature a transition form the ferromagnetic state into the paramagnetic 
state is predicted at Curie temperature) [34, 37].

T, =  (170)

The molecular field approximation explains of the magnetization curves [34-37]

\  2j  -f 1 f  2 /  1 g p Bm J( l {  ±  / /m q l)  \

=  - i r c " ' ( — i--------------— )

M (7’, H )  (  g H Bm j ( H  ±  H MOl ) \  2 j  +  1 ( 2 j  +  1 gfJ.Rm , ( I{  H m o l )

M S( T )  ~  K hT J *  2 j  CM( 2 j

1 , /  1 8 ^ B m i ( H  ±  W MOL.)

2 j
cth -  ----- (171)

where Ms is the magnetization at saturation and T  is a temperature.
The existence of a molecular field explains the organization o f a bulk ferromagnetic sample 

in domains. Refined theoretical calculations showed that the domain structure o f ferromag
netic materials resulrs from the minimum of the energy o f the ferromagnetic material. The
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domains are separated by very thin walls. W ithin these walls, the orientation of electronic 
spins is changed. Placed in an external magnetic field, the domains are reoriented and only 
at sufficiently high magnetic fields the spin reorientation process will also occur in the wall 
resulting in an homogeneous magnetic state at saturation.

The dependence of the magnetization o f ferromagnetic materials on the applied external
field has a typical shape, defined as hysteresis loop (see Fig. 24) [35, 36]. Increasing the
external magnetic field, the magnetization of the sample is increased toward an asymptotic 
value, named magnetization at saturation. In this state, in an ideal ferromagnetic bulk sam
ple, all electronic spins will be oriented along the direction o f the external magnetic field. 
Changing the field orientation the magnetization is decreased. A t zero external magnetic 
fields, a residual magnetization named magnetization at saturation is observed ( M r ). Fur
ther increase of the magnetic field in the opposite direction would result in the quenching 
of the magnetization at an external magnetic field named coercive field ( / / (~), and further 
to a saturation value of the magnetization, M $ .  Increasing the field back to the high values 
new remanent magnetization (MR), coercive field (H£), and magnetization at saturation 
(M s+) w ill be observed. In an ideal ferromagnetic sample, the following relations are satisfied 
(see Fig. 24)

//+  =  =  H c

A# + =  Mg =  M s (172)

M  + =  Mr =  Mr

1.7.3.4.  F e r r im a g n e t i c  a n d  A n t i f e r r o m a g n e t i c  Mater ia l s  There are several types of 
magnetic ordering related to different kinds o f correlations between the electronic spins [34— 
37] (see Fig. 23). The most important ones are the ferromagnetic and the antiferromagnetic 
order. The antiferromagnetic order has been observed [34—37] in materials that present 
two sublattices. The magnetization of each sublattice MA and MB is identical but each is 
pointing in opposite directions. The temperature dependence o f the magnetic susceptibility 
of antiferromagnetic materials is (see panel B  o f Fig. 23)

* =

where C  is a constant and TN is the Neel temperature, which characterizes the transition 
from antiferromagnetism to paramagnetism.

The ferrimagnetic order may be assimilated with a ferromagnetic order (see panel C of 
Fig. 23). A  ferromagnetic material consisting o f two sublattices has different magnetiza
tion pointing in opposite directions on each sublattice. The temperature dependence of the

/ M r

H C

M r J
H e

A p p lie d  F ie ld  (H )

F igu re  24. T h e  hysteresis loop.
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susceptibility for magnetic materials consisting o f two magnetic sublattices is described by 
the magnetization of each sublattice, M, and M 2:

M x =  +
(174)

M2 = - f ( H  +  A21M ,)

The temperature dependence of the susceptibility for such a material is

,  =  (C1 +  C2«
1 1N

T  -  C ' C I J  4 1  I  < 1 7 5 >
7:<“ ' c T T c : (A i; +  A’ i)

7;v =  n/ c 1c 2a ,a2

Several effects occur when one-dimensional magnetic nanostructures (thin films) are sand
wiched together in a multilayer structure. I f  two thin films, one ferromagnetic is deposited 
over an antiferromagnctic film, and enhancement o f the coercive field usually assigned to 
interfacial spins is obtained. I f  the film is deposited in an external magnetic film or the 
bilayer is heated above the Neel temperature o f the antiferromagnctic film (which is lower 
than the Curie point o f the ferromagnetic layer), an exchange bias phenomenon that consists 
in de displacement o f the coercive field (in this case H f  ^  H c~) is observed.

2. THE INTERACTION OF IONIZING RADIATION WITH 
MATERIALS (AT NANOMETER SCALE)

The interaction of radiation with targets is a multiscale process occurring in the time-space 
domain. Shortly after the interaction of the incident radiation with the atoms and/or elec
trons o f the target, localized excitations and ionization processes are observed [1-3]. The 
deposited energy is delocalized over larger domains by various processes. The most impor
tant elements and feature o f the interaction between radiation and condensed matter will 
be briefly discussed in this section.

2.1. Excitation and Ionization Processes of Atoms and Molecules
The interaction between the incoming particles and the target’s atoms or molecules results 
locally and at extremely short times in the excitation and eventually in the ionization of 
target’s atoms. These are the elementary processes triggered by the energy deposited within 
the target by impinging charged particles. Several routes for the excitation and ionization of 
the target atoms are possible. The most important are:

2.1.1. The Simple Electronic Capture
In this case, the (target) molecule AB captures a low energy electron generating an excited 
molecule ion. An atom, a molecule, a radical molecule, or an ion molecule may initiate the 
capture. This process is described by

A B  -f c~ => (AB~)*  (176)

The dissociating electronic capture is a two-step process: the first one is represented by a 
classical electronic capture while in the second step the excited molecule is rapidly dissoci
ated. This process is favoured over the simple electron capture it the kinetic energy of the 
electron is high.

2.1.2. The Dissociation of Excited Molecules
An excited molecule may dissociate into two or more molecules or atoms. The excited 
molecule eventually releases an electromagnetic quantum of frequency, v. The dissociating 
molecule may be neutral, ion, radical, and radical ion. The resulting molecules or atoms may
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he also in excited states. The resulting molecules (or atoms) may be neutral molecules, ions, 
or radicals, or radical ions,

(AB)*  => (A)* +  (B)* +  h v  (177)

where h is the Planck constant.

2.1.3. Transfer Reactions
Two main transfer reactions, namely charge transfer reactions and energy transfer reactions, 
arc usually triggered by the energy deposited within the target by the impinging radiation. 
The resonant transfer reaction occur between identical ions and molecules (but in different 
ionization states in the case of charge transfer reactions)
Charge transfer reactions:

( A +) +  ( B)  => ( B+ ) +  ( A)  (178)

( A )  +  ( B)  => ( B )  +  ( A)  (179)

Resonant charge transfer reactions:

( A ' )  +  ( A)  => ( A ' )  +  ( A)  (180)

( A~)  +  ( A ) = >  ( A - )  +  ( A)  (181)

Excitation transfer:

(A)* +  (B)  => ( B y  +  ( A )  (182)

2.1.4. Recombination Reactions
Ionized molecules and atoms as well as radical ion molecules exhibit usually a high chem
ical reactivity. They may recombine leading to the formation of neutral molecules that are 
eventually in an excited state. The typical recombination reaction is represented by

( A  )* +  (B + y  => (AB)*  (183)

The generation o f excited states such as ion pairs is quantitatively defined by the ionization 
yield, G\ that measures the number of ion pairs produced by 100 eV o f energy deposited 
within the target. In a gas, the mean energy necessary to generate a ion pair is greater 
than the lowest ionization potential of the molecule [1], This indicates that a lot of energy 
is wasted solely to excitc the molecules of the target. For example, the lowest ionization 
potential for oxygen is about 12.1 eV, while W  =  30.8 eV [38]. The mean energy, W , required
to produce a ion pair when an incoming particle o f kinetic energy E is completely stopped
within a gas is

W  =  ( 184)

where N  is the number of ion pairs produced by the incident radiation. G  and W  are related 
by the relationship

< ->
This definition o f G  takes into account solely the production of primary radicals.

2.2. Quantum Excitation and Ionization of Molecules: Rudiments
For a better understanding of the excitation and ionization processes in molecules, the case 
o f the diatomic molecule will briefly be analyzed. The time independent Schrodinger equa
tion for this simple quantum problem is [17, 18, 22-24, 38]

r , l )  ~  r / i ) V '2̂ r <’ =  ( E ~ E . +  K W'Vn rB)

( 186 )
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where M A and M B is the mass of the ion A  and B , respectively, m e is the mass of the 
electron, V  is the potential energy of the system, Et its total energy, and M' is the wave 
function of the molecule. In the center of mass system is obtained:

~ ^ r v2° H r a ' r>> ~  2w v 2 ^ ^ u' r>) ~  =  (-E + v ^ r°' l187^

where M  — M A -f M B is the total mass, fx =  M AM B/ ( M A +  M B) is the reduced mass, and 
r0 =  (M ArA +  M BrB) / ( M A +  M B) defines the center of mass position. The wave function of 
the hydrogen atoms may be written as a product between the wave function in the fix (center 
o f mass) system £0 and a wave function

*  =  ( I88)

Hence, the Schrodinger equation (187) is deconvoluted into two equations:

=  (189) 

~ j k ? 2arn' r) ~ 2 ^  ^  V̂ (ru’ r) = (E ~ E( ~ V)an" r) (190)

The equation (189) is the time-independent Schrodinger equation for a free particle 
with the kinetic energy, E^. The expression (190) contains both the nuclear and electronic 
motions. The nuclear and electronic motions may be decoupled by writing the wave function 
£ as the product o f two wave functions associated with the nuclear, and electronic, 
movements, respectively. The Born-Oppenheimer approximation [18, 22, 24, 34] is based on 
the assumption that it is possible to suppose that the nuclei motions are frozen in comparison 
with the electronic ones. This allows a further deconvolution of the Schrodinger equation 
(189) into two Schrodinger equations:

- ^ r V 2L = (E! - K U e (191)

E  '-) = ( E r -  E i  -  '■) (192)

where Ve is the potential energy of the electronic system with the frozen nuclei, and V  is 
the potential energy o f the system. As observed from Fig. 25, the potential energy V( r )  
has a minimum corresponding to a bond state of the molecule. The minimum is observed 
both in fundamental and excited states. I f  the potential energy V( r )  has a monotonous 
dependence on distance, r, the system is labile and its state corresponds to an antibonding 
orbital (see Fig. 25).

The excitation of molecules in condensed state involves also the lattice, which receives a 
fraction o f the energy o f the incident particle. In these cases, the energy is migrating incoher
ently from the high-energy particles produced by the interaction of the incident particle with 
the target to the lattice and it is finally dissipated over a large volume around the incident 
particle trajectory within the target. Eventually, these excited states are trapped by capture 
centers within the target [1-3, 38]. The ionization and dissociation are the extreme cases 
of excitations. By assuming that the molecule of the target are initially in the ground state, 
characterized by v =  0, the interaction with the impinging radiation will excite some of these 
molecules to a new energy level described by v  =  1. The subsequent transfer o f energy from 
the excited molecule A B t to a ground state molecule A B j  is schematically depicted by the 
equation

A B f = x +  A B f *  A B X; ={) -4- A B f Bl (193)

where the inferior index characterizes the molecules and the superior one its vibrational 
state (0 for ground and 1 for excited). The theoretical description o f molecular excitations



R a d ia t io n - In d u c e d  M odifications in N anom ate ria ls 761

C O N TIN U O U S
SPEC TR U M

IO N IZA TIO N S

D ISC R ETE 
SPEC TR U M  □

EX C ITA TIO N S

A N TIBONDING

F ig u re  25 . T h e  exc ita tio n  an d  ion iza tio n  o f  a m olecule.

is based on the assumption that the time required for electrons to jump from the ground 
level to an excited state is very short and accordingly it is fair to neglect the modifications 
in the nuclear configuration of molecules during such transitions (see Fig. 26).

2.2.1. Frank-Condon Principle
The Frank-Condon principle exploits the fact that the electronic motions are much faster 
than the nuclear ones. Hence, with an acceptable accuracy the configuration of nuclei may 
be supposed frozen during electronic transitions. Few important consequences are derived 
from this principle [39]:

1. In the energy position representation, (sec Figs. 25 and 26) all electronic transitions 
(emission and absorption) are vertical transitions.

2. I f  both the initial and final states have the same (nuclear) equilibrium configuration 
(i.e., the same R.,; see Figs. 25 and 26), there are no restrictions for the excitation of 
the molecule.

3. I f  the equilibrium position of the initial state is not identical to the equilibrium position 
o f the final state, not all transitions from the ground state to the excited state are 
possible (see Fig. 26).

iF igure 26. E n e rg y  t r a n s f e r  in molecules .
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2.3. Latent Tracks, Spurs, and Blobs
The incident radiation excites and ionizes the atoms or the molecules o f the target. I f  the 
energy deposited within the target is small up to 102 eV, only few atoms or molecules of 
the target w ill be ionized. Such a cluster o f few ions is defining a spur. The size of the 
spur is between 0.1 nm to about 1 nm [1]. By increasing the energy of the incident particle, 
isolated spurs along the incident particle trajectory within the target w ill be produced. Higher 
incident kinetic energies lead to the formation of blobs or spurs distributed like a string 
of beads along the incident particle trajectory. For energies larger than 103 eV, the energy 
deposited within the target by the impinging particle is able to produce short tracks, which 
are in fact an overlapping collection of spurs along the incident particle trajectory in the 
target. The blob is supposed to represent a knock-on electron that has no sufficient energy 
to overcome the attraction o f its sibling hole [1].

Further increase of the energy deposited within the target by the impinging radiation 
leads to the appearance of a collective modification within the target, named latent track. 
The latent track is represented by a continuous, collective degradation of target material. 
In isotropic targets, the latent track has a conical shape. For very thin targets, the shape of 
the latent track may be supposed to be cylindrical. The radius of the core of the track is 
frequently ranging between few nanometers and hundreds of nanometers, depending on the 
charge, mass, and kinetic energy of the incoming particle.

Although the elemental defect induced by the incident particle inside the target is the spur, 
its reduced size and the limited sensitivity o f instruments prevented a thorough analysis of 
spurs. Further increase of the energy deposited within the target by the incoming particle will 
increase the size (diameter) o f the spur and eventually w ill produce branched spurs or/and 
a collection o f spurs that will eventually degenerate into a quasi-continuous modification 
(latent track).

3. DOSIMETRY, MICRODOSIMETRY, AND NANODOSIMETRY
The most important quantities of dosimetry were defined in Section 2.3. These definitions 
will be critically reviewed in this section together with a brief introduction of the main quan
tities in microdosimetry. The limits of these definitions at nanometer scale will be analyzed 
in detail.

3.1. The Dose Definition
Macrodosimetry is a theoretical lim it o f dosimetry at large scales. It is instructive to start
from this point in order to locate the main limits of dosimetry, at different scales. The most
important parameter describing the radiation-induced modifications quantifies the energy, 

deposited by the incident radiation within a target characterized by the mass M.  In 
macrodosimetry, the universe is divided into two halves, one filled with the target and the 
other one empty. The impinging radiation is coming from the empty side o f the universe and 
is interacting with the target. The ideal solid target is a perfect single crystal that covers half 
of the universe and presents a high thermal conductivity. The most important parameter 
in dosimetry is the dose, D M, defined by the ratio between the energy deposited by the 
radiation within the target and the mass of the target, [21, 25-30] M:

/) -  — ~ — — — (194)
■v/ “  M ~  M  { )

where £ INC is the energy of the incident beam. Within the ideal conducting crystal approx
imation, the excitations produced by the energy deposited within the target by the incident 
radiation will be dissipated over the whole crystal. By neglecting possible reflections at the 
interface between the empty half of the universe and the ideal crystalline half of the universe, 
the full energy o f the impinging radiation will be transferred to the target and delocalized 
over the entire filled half of the universe. The main problem is that in macrodosimetry the 
dose will be almost zero due to the large value of M  and to the hypothesis that the deposited 
energy is delocalized over the whole target.
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To overcome this difficulty, a local deposited dose, D ‘} ' , may be defined within the macro
dosimetry approximation

a  p  p i y > _  p ^  '1
j j M  _  LOC _  ^ IN C  TRANS (195 )

1 ^ m lqc a m loc '

where AELOC is the energy deposited by the incident beam within the small volume charac
terized by the mass AM loc  (which now it is a finite number). As there are no boundaries, 
there are no reflections at the edges o f the volume V. Accordingly, the energy deposited 
by the incident radiation within this volume is defined as the difference between the energy 
incident on the volume, jE^-, and the energy transmitted through this volume, £ t ^ ns. ^*ie 
ideal characteristics of the target ensure that D M =  D f .  The dose is expressed in Gray, Gy 
(1 Gy =  1 J/kg).

To conclude, in macrodosimetry it is accepted that the whole energy of the incident beam 
is delocalized over the whole target. The dose is the simple ratio between the energy of the 
incoming radiation and the mass of the target. The local dose and the dose are equal. In 
macrodosimetry, both M  and M L are constants. By default, in macroscopic dosimetry it is 
assumed that no radiation or particles are leaving the target. This was an important source o f 
errors in the estimation of the energy deposited within the target by the incident radiation.

3.1.1. Dose in the Dosimetry of Real and/or Finite Size Targets
I f  the crystalline half o f the universe is an insulator, the phonon excitations of the lattice 
due to the energy deposited by the incident radiation within the target are damped and 
eventually after a penetration depth, L, no more energy is transferred from the incident 
particle to the target. Hence, the energy of the incident radiation is dissipated only within 
a restricted mass M ’ rather than over the all-crystalline half of the universe. Under these 
circumstances, the definition of the dose as given by Eq. (194) is no more valid and has to 
be replaced by

A E
(.96)

This example shows the actual difficulties in an accurate estimation of the dose for finite 
size samples. In the general case, it will be necessary to estimate accurately the energy o f 
the incident beam E[Nr, the energy of the reflected beam £ r e f l i : c t f . d >  a n c * energy of 
the transmitted beam, ^ t r a n s m i t t e d -  For an accurate estimation of the energy deposited 
within the target by the incident radiation, A E, has to be replaced by £ 1NC -  (^re flec ted  +  
^ t r a n s m i t t e d ) -  The exact estimation of M'  is a little  trickier, as it will be necessary to 
estimate accurately only the volume that was affected by the energy deposited by the incident 
radiation and to multiply it with the initial density o f the target. In dosimetry, the difficulty 
to estimate accurately M'  has rather a technical character as this mass is still supposed to 
be constant during irradiation.

As in the case of macrodosimetry, the local dose, D L, is defined by an analogous 
expression.

A E
d l =  A M 'o c  <  A W  (197)

LOC'

The condition imposed to A M [ oc  is equivalent with the condition to have the local volume 
corresponding to A M'LQC completely embedded in the volume over which the energy of the 
incident radiation is dissipated (which defines M'). As in the case o f macrodosimetry, for 
most samples it is still possible to assume that the local dose and the dose are equal, as 
long as cautions are taken in the proper definition o f the mass. The big lesson of dose in 
the dosimetry of real and finite size targets is that the dose in itself is not relevant. The 
significant quantity is the absorbed dose. This requires a proper definition of the mass M . 
For simplification, throughout this paper the term dose  will refer to absorbed dose. The 
difficulties reached in the accurate definition o f M  increase as the size of the target is 
reduced.
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3.1.2. Dose in Microdosimetry
The dose definition in microdosimetry, D  , is a natural refinement of the local dose definition 
in dosimetry, and may be easily obtained by shrinking the mass o f the target [26-30].

. A E 
D  =  lim —— 

M A M ’
(198)

\M'-> 0

The specific energy, z, is a principal microdosimetry quantity analogous to the absorbed dose 
and defined by the expression

z =  —  (199)
AM '  V ’

where AE' is the energy imparted to target atoms confined within the volume A V  and 
characterized by the mass AM'.  The energy o f the incident radiation is delocalized over the 
whole volume AV' .

The microdosimetry dose is somehow related to the local dose in dosimetry. Nevertheless, 
the average dose in microdosimetry should be equal to the dosimetry dose as long as the 
mass o f the target is properly defined. In the microdosimetry definition o f dose, the mass is 
still supposed to be constant (i.e., not affected by the incoming radiation). The huge number 
o f atoms and molecules contained in a solid at micron scale justifies this assumption. The 
eventual changes in the local density of the target due to the energy deposited by the incident 
radiation arc in most cases associated with the displacement o f a relatively reduced fraction 
o f atoms over small distances. Hence the number of atoms contained in the volume defined 
by AM'  is not significantly modified. Nevertheless, severe irradiation would eventually result 
in modifications at micron scale that are at variance with these assumptions.

3.1.3. Dose in Nanodosimetry
The definition o f the dose in microdosimetry survived due to the huge number o f atoms at 
micron scale. The nanometer scale is associated with a reduced number of atoms. A  crys
talline gold cube with the edge of 1 nm contains about 100 atoms. I f  such a small feature 
is hit by an incident particle, the effects o f the energy deposited by this particle within the 
target—at nanometer scale—are dramatic. As shown in Figs. 27A to 27D, the crystalline 
structure is locally destroyed, and the atom displacements would make impossible a proper 
definition of the mass. This is because at this scale the mass is no more a constant. As it is 
observed from Fig. 27D, the local density o f the target is changed after the interaction with 
the incident beam. The only parameter that would be invariant is the volume. In the case 
o f the gold cube (with the edge of one nanometer), few atom displacements may reduce 
the mass o f the atoms confined in a given volume (invariant to irradiation) by few percents. 
A  micrometer-sized gold cube would contain about 10n atoms, and hence the displacement

Figure  27. The interaction of a particle with a nanocrystalline cluster.
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o f  few atoms will produce no significant changes in the mass of the target. Amorphization 
is one of the first effects o f radiation at nanometer scale that reflects the effect of atomic 
displacements [40-42].

Although the difficulties encountered by a proper definition of the dose were not obvi- 
dus in microdosimetry, the development of microdosimetry was associated with important 
advances in the understanding of the interactions between incident particles and solid tar
gets, at micrometer scale. Various quantities have been defined and their correspondence and 
significance to dosimetry were carefully investigated. The interactions between the impinging 
ionizing radiation and the condensed matter— at nanometer scale— required a new classifi
cation of track interactions. Assuming a nanometer sized sphere within the target, various 
trajectories have been defined [29] (see Fig. 28). The crossed defines a particle that is mow
ing through the sphere, the stopper a particle stopped within the sphere, the starter a new 
particle (electron) that is emerging from the sphere, and the insider a particle (electron) that 
was generated and stopped within the sphere. A passer or a toucher is a secondary electron, 
produced inside the sphere by a ionizing radiation whose trajectory is not intersecting the 
sphere.

3.2. The Linear Energy Transfer (Stopping Power) in Nanodosimetry
T ’he linear energy transfer, LET, represents the energy lost by an incident particle across 
it:s trajectory within a solid target [25-30], W ithin the ideal macrodosimetry model, if  the 
particle is channeling along the crystal and it is stopped at infinity the linear energy transfer 
L M is zero.

A.lthough the particle is traveling through the target, several kinds of interaction are responsi
ble for the transfer o f the energy from the incident particle to the target. The most important 
interactions arc (1) the electric interaction between the electrons and the ionic cores (nuclei) 
amd the incident charged particle and (2) the direct collision between the incident particle 
amd the nuclei o f the target. In the ideal crystalline solid, the channeling allows the incident 
pairticle to travel without a direct hit with the ionic cores (nuclei). Hence, its energy will be 
gradually decreased due to the interaction between the incident particle and the electrons 
of' the target. The trajectory of the particle would be linear, and regularly distributed inter
action points between the target and the incident particle are expected. In real experiments, 
small local inhomogeneities randomizes the space distribution if interaction points.

As in the previous case, it is possible to define a local linear energy transfer, L 1()C:

E
(200)

( 201)

S to p p e r

F ig m re  28. A  classification o f  the interactions between an ionizing particle and a n an o s p h e re .
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where A E  is the energy lost by the particle along its trajectory, over a length, /, while L M 
is zero or extremely low (the particles is stopped at infinity), and L,oc is a finite quantity. In 
finite targets, the incident particle may leave the target with a reduced kinetic energy. By 
exposing real targets to accelerated charged particles, the nuclear collisions and the electri
cal interactions between target’s nuclei and incident particles will compete with the energy 
transfer via electric interaction between the incident particle and the electrons of the target. 
At moderate and low energy, the contribution of both electric interactions (electronic and 
nuclear) to LET have to be considered.

L loc =  L “ c +  L ™ far =  ( ^ )  + ( ~ )  = ~  (202)
\  a L  / e l e c t r o n i c  V i A l  /  nuclear

Leaving the ideal model o f particle channeling, the trajectory o f the incident particles within 
target is no more linear. The distance traveled by the particle within the target along the 
incidence direction /target is no more equal to the length of the particle trajectory within the 
sample, /traject0ry> which is a sum of individual trajectories /t'ajectory:

<203)1=1

As may be inferred from Fig. 29, there is a difference between the thickness of the target 
(̂ target) anc* the total trajectory o f a particle in a finite target. In the real case, the charged 
particle changes its direction within the target due to N  interactions with the target. This 
makes the total trajectory larger than the length o f the target (see Fig. 30). The total LET, 
L 7, may be defined as a sum of N  local LETs that contain both electronic and nuclear 
contributions

<=1

where AE,  is the energy deposited by the particle after the /th collision event (i.e., along 
the /th trajectory). In the general case the positions where the incident particle interacts 
(collides) with the nuclei or with the electrons of the matrix are randomly distributed. The 
number o f interaction points is also random, in the sense that an identical particle passing 
through an identical crystal will have neither the same number o f interaction points nor 
the same position o f the interacting points as the first particle. The statistical nature of the 
interaction between an identical charged particle and a target is depicted in Figure 29, where 
two identical particles are traveling within the same target. The right panel shows the lateral 
straggling of the incident particle (in this case even for a normal incidence the positions of 
the point where the particle hit the target and of the point where the particle left the target 
are not identical).

jd) i= I Itrajectory

F igu re  29. T h e  tra jec to ry  o f  Lin ion izing  partic le  w ithin a nunocrysial. T h e  la te ra l s trag g lin g  o f  th e  inc iden t partic le  
is show n.
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F ig u re  30. T he p rim ary  d efec ts  p ro d u c e d  by ionizing rad ia tio n  in crysta ls (vacancies and in terstitia ls).

In dosimetry, LET decreases as the particle penetrates within the target. The formal 
definition of LET in dosimetry is expressed by

d E

L m =  T x
(205)

LET is an important quantity in both dosimetry and microdosimetry. To understand properly 
this concept, a detailed analysis o f the electrostatic interaction between the incident particle 
and the electrons of the target will be presented.

The analysis of the electromagnetic interactions between the incident charged particle and 
the electronic cloud o f the target revealed that the actual models proposed for the descrip
tion of the interaction between incident charged particles and solid targets were developed at 
sub-nanometer scale (see Fig. 13). Accordingly, these approximations are fair at nanometer 
scale and they cannot account for eventual deviations from the theoretical predictions.

A  subtle difference arises between the stopping power and the linear energy transfer. The 
linear energy transfer defines the energy lost by the incident particle due to its electrostatic 
interactions with the electrons (and the ions) o f the target. At least theoretically, this quantity 
may be estimated with an acceptable accuracy. The stopping power is the energy deposited 
within the target by the incident particles. While in microdosimetry and macrodosimetry it 
was tacitly assumed that the linear energy transfer is equal to the stopping power, this simpli
fied hypothesis cannot hold at nanometer scale. Several processes are building a gap between 
the linear energy transfer and the stopping power. Among them the most important are:

• A  fraction of the incident energy will be transmitted through the nanometer-sized tar
get or reflected by the nanometer-sized target. This problem was addressed in micro
dosimetry by introducing a detailed energy balance. The same procedure may be used 
at nanometer scale.

• The target mass is no more a constant. Eventually it is possible to define an imaginary 
volume, with a size and shape not affected by irradiation. In this case, the mass of the 
sample after irradiation will be the mass o f all particles still residing within this volume. 
Hence, the mass o f the target has to be renormalized and the energy balance equation 
has to be modified to include this effect.

• The interaction of ionizing radiation with targets has been described in dosimetry and 
microdosimetry as a statistical process. A t nanometer scale, the number o f individual 
interactions is too small to have a representative statistical ensemble, and hence to 
have well defined averaged quantities. I f  the irradiation experiment involves a large 
ensemble of identical nanometer-sized features, or a huge number o f interactions acts 
(high fluence), then the statistical analysis o f the experimental data would result in 
accurate estimations. However, in the last case, attention should be paid to nonlinear 
processes triggered by multiple collisions.

• The interaction of ionizing radiation with a single nanometer-sized target—at the low 
fluence lim it— may be modeled through molecular simulations.

• The nanometer-sized confinement o f atoms and molecules affects some relevant quan
tum-mechanical features such as excitations and ionizations energies. These modifica
tions have to be considered and introduced in the model that describes the effect of
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ionizing radiation within nanodosimetry. I f  the interaction between the incident radi
ation and the nanometer-sized target is changing the details of atoms and molecules 
confinement, a renormalization step will be required to take into account such 
contributions.

4. RADIATION-INDUCED MODIFICATIONS AT 
NANOMETER SCALE

The interactions between radiation and target left the target in an excited state. A fter irradi
ation, the target relaxes toward an equilibrium state, which in the general case is not identical 
with the state of the target before irradiation. These physical and chemical modifications 
are extended at different scales. In this section, the most frequent modifications induced by 
the incident radiation in target are briefly presented. The actual models assumed that the 
radiation-induced modifications of the target are controlled by the stopping power. Some 
experimental data suggest that this is solely an approximation. The ratio between the sec
ondary electron yield of carbon targets irradiated with accelerated protons and the stopping 
power was found to depend solely on the stopping power. In the case of heavy ions, this 
ratio was found to increase with the speed of the impinging ions (above the Bragg peak). In 
the Bragg peak region, at constant stopping power, secondary electrons generation is lower 
for high speed particles than for low speed particles. This reflects the possibility to have 
damage mechanisms that are not fully controlled by the stopping power [43].

4.1. Single Crystals
Several kinds of defects are generated by the interaction between incident particles and crys
talline targets [25-30, 34]. A t low kinetic energies (o f incident particles), nuclear processes 
become important relative to the electronic ones. The direct collision between the imping
ing particles and the nuclei of the target may remove the atoms (or ionic moieties) from 
their position in the crystal leaving an empty space in the crystalline lattice named vacancy 
(see Fig. 3). This process is named atom displacement  and occurs at sub-nanometer scale. In 
most cases, the atoms removed from their positions in the crystal lattice are not ejected from 
the crystal. Due to eventual minima of the potential energy these atoms may be accommo
dated by the crystalline lattice (see Fig. 31). They will occupy nonlattice sites in the crystal 
(interstitials). I f  the number of vacancies generated by the incident radiation is large enough, 
an atom removed from its position in the lattice may reach another lattice position in an 
adjacent vacancy. Such atom cannot be identified as a displaced atom by usual techniques. 
The lack o f ability to distinguish fully which atom has been displaced at nanometer scale 
makes difficult a precise counting of atoms displacements induced by radiation in amor
phous targets. These point defects may undergo clustering reactions, increasing their size to

F ig u re  31. R a d ia tio n -in d u ced  in te rs titia ls  in ;i crystal (th e  ro le  ol local im p erfec tio n s in the  energy  s tru c tu re  o f th e  
crysta l).
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the micrometer scale. Recombination (annihilation) reactions between vacancies and inter
stitials are also possible. The clustering reactions depend on the binding energies between 
various species, diffusion coefficients, and temperature. I t  was recently reported [42] that the 
irradiation o f crystalline nanoparticles (Z r0 2) with Xe ions accelerated up to about 1 MeV 
resulted in the amorphization o f the target, although a not significant increase in the target 
temperature was measured.

Some o f these defects are known as color centers [24, 34, 43, 44]. The structure o f some 
simple color centers is depicted in Figs. 32-34. Figure 32 shows the structure o f the F  center, 
which is the simplest point defect in a crystal consisting of an electron trapped at a negative 
ion vacancy [34, 44, 45]. Figure 33 shows the F2 center, which consists of two adjacent F 
centers. In general, the clusterization o f F  centers leads to the formation of FN centers [45]. 
The F  center is paramagnetic (has an uncoupled electronic spin). In Fig. 34 is shown the 
structure of M  center [34, 44], which essentially consists o f two F centers and has diamag
netic features (zero total spin). The point defects are studied by optical spectroscopy (U V  
spectra) and ESR spectroscopy ( if  the electronic spins are not coupled). The concentration 
of F  centers, N F, depends on the fluence cj> o f impinging particles [34, 44, 45]

n F =  nsF( l ~ e - nR2̂ )  (206)

where nsF is the saturation value of F  centers concentration and R F is the F center radius.

4.2. Insulators and Polymers
It is generally assumed that the distinct behavior o f insulators subjected to ionizing radiation 
comes from the reduced thermal conductivity o f insulators. Hence, the energy deposited 
within the insulator target by the impinging particle cannot be efficiently delocalized, result
ing in a significant increase o f the local temperature.

4.2.1. Excitation and Ionization of the Macromolecular Chain;
Free-Radicals Generation

The energy deposited by the incident radiation results in the excitation of the macromolec
ular chain followed rapidly by its ionization, and free radicals generation. Such modifica
tions were observed by various spectroscopic techniques such as Fourier transform infrared 
spectroscopy (FTIR ) [46], x-ray photoelectron spectroscopy (XPS) [47, 48], electron spin

Figure 32. Radiation-induced defects in crystal: the paramagnetic F center.
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N egative ion (anion) Positive ion (cation) $ ^  E lectron

F ig u re  33. R a d ia tio n -in d u ced  d e fec ts  in crystal: the  F2 c e n te r  (the  s im p le s t co o p e ra tiv e  d e fec t) .

resonance (ESR) [49-51], nuclear magnetic resonance (N M R ) [52], and ultraviolet-visible 
(UV-vis) spectroscopy [46, 49]. The free-radical generation may result either from the sub
traction of an electron from the polymeric chain or from the macromolecular chain scissions. 
A preferential reorientation of polymeric chain and of paramagnetic defects produced by the 
interaction with the incoming accelerated particles was observed by polarized spectroscopy 
[53] and ESR [54]. The orientation of the macromolecular chain depends on the incident 
beam fluence. A t relatively low fiuences, as long as the tracks are not overlapping significantly 
the polymeric chains are oriented along the incident particle trajectory. At high fluence, 
due to the overlapping o f latent tracks the effect was no more observed [55]. The track

/ /

.

£ '

Negative ion (anion) Positive ion (cation) 1 E lectron

Figure 34. Radiation-induced defects in crystal: the M cenicr.
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overlapping probabilities arc [55]

P(n _  f  ■*-«’<!>' n —

P((;] = 47rR2<t)Cll2( ''4'7,r":'"’ 

P t l) = 1 -  Cme-

(207)

where CU1 and C(c are constants and the superscript of P„ identifies 1. 2 or more tracks.
Assuming that the hitting probability, Pa)(7r<l>R2), is described by a Poisson distribution, 

the probabilities for no hit (k =  0), one hits (A- =  1), and two or more hits (n > 2) are

If Pti, P ], and PN are the permeability of the no hit, one hit, and more than two hits regions, 
the total permeability of the polymer subjected to accelerated beams will be [56]

In general, the permeability (and the diffusion constant) o f the irradiated film is depressed by 
irradiation and there is not a direct correlation between the energy loss and the permeability 
of the irradiated film [56].

Several models have been proposed to describe the effect of the interaction between 
radiation and polymeric targets. As long as the main mechanism for the energy deposition 
within the target is the interaction of the incident radiation with the target’s electrons, the 
cross section for thermal generation o f tracks a r depends on the electronic stopping power 
as i t, =  constant S2, while the original hit model is consistent with a dependence oy — 
constant Se [57]. In the general case, the ratio between the property E{] of the polymer 
before irradiation and its new values after irradiation E,R may be expressed by [57]

where is the fluence of the incident radiation. For different physical parameters (conduc
tivity, spin concentration, amplitude of various IR and UV bands, energy gap, and mechan
ical properties) different values for the exponents n and k  were obtained [57]. This explains 
the difficulties in analyzing radiation-induced modifications in polymeric materials.

There is an important difference between the irradiation of a simple solid and the irradi
ation of a polymer. In solid materials, at low velocities of impinging charged particles, the 
energy is deposited within the target mainly by nuclear interactions. Hence, atoms displace
ment is the main consequence. In polymers and biopolymers, at low incoming velocities, 
some nuclei w ill receive a huge amount o f energy. I f  the energy is sufficient, the nucleus 
will leave the polymeric chain. In contrast with simple solids, it w ill not be captured as an 
interstitial but it w ill be released as a volatile. The macromolecular chain will either be left 
ionized or w ill be converted into a macroradical. This indicates that there is not such a big 
(and qualitative) difference between the effects of nuclear and electron stopping powers in 
polymers, and biopolymers as in the case o f simple solids (especially single crystals). It is 
important to notice that chain scission is the very first step in the radiation-induced degra
dation of polymers. Two main types of radicals may be produced in polymers by ionization 
processes; the in-chain radical (see the top panel of Fig. 35) and the end-chain radical (see 
the bottom pane! of Fig. 35). These free radicals are represented in Fig. 35 for the simplest 
polymeric chain (polyethylene).

The generation of free radicals and the role of scissions and cross-linking reactions of 
radicals have been proved by ESR experiments on polymers irradiated at low temperature

P m (ir<t>R2) =  e - " * *

P<[)(-ir<bR2) =  (TrQR2) e - " * R2 

P in'2)(ir<t>R2) =  1 -  -  TrR1<t>e~rr,l'Rl

(208)

<x (<t>S,7)* ( 2 1 0 )
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F igure  35. P rim ary  ra d ia tio n -in d u c e d  d e fe c ts  in po lym ers; the  in -ch a in  rad ica l ( to p  p an e l) and  the en d -ch a in  radical 
(b o tto m  p an e l).

(77 K or lower temperatures). As the macromolecular chains are frozen at such low tem
peratures, ESR spectroscopy was able to sense the presence o f radical pairs, i.e. of two 
radicals situated at distances smaller than 1 nm. From the analysis o f the resonance line 
two kinds o f radical-pairs where reported (see Fig. 36); the intrachain radical pair (both 
radicals belong to the same macromolecular chain) and the inter-chain radical pair (each 
radical belong to a different polymer chain). Both the intra-chain and the inter-chain radical 
pairs are characterized by an effective spin electronic .S’ =  1 and present a resonance signal 
located at about g =  4.00 [51]. These processes, which are confined at sub-nanometer scale, 
occur very fast. Even in a simple polymer such as polyethylene there is a debate regarding 
the formation of radiation-induced free radicals. The simultaneous removal of two hydrogen 
atoms would result in a chemical modification o f the polymeric chain that has no uncou
pled electronic spins and hence is not radical (see the top panel of Fig. 37). The nonradical 
mechanism [58] implies the formation o f a double bond. It requires a high amount of energy 
deposited in a small volume in order to abstract simultaneously two hydrogen atoms from 
the macromolecular chain. The reaction may be decomposed into a simple in-chain radical 
generation reaction, a subsequent in-chain radical generation, and a final reorganization of 
electrons. The formation of free radicals that present a double bond in polyethylene irra
diated by high dose radiation has been proved by ESR spectroscopy by the identification

Figure  36. R a d ia t io n - in d u ced  m odifica tions  in p o lym ers  ( f ree - ra d ic a l  g ene ra t ion ) .
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Figure 37. T h e  n o n rad ica l m ech an ism  p ro p o se d  fo r th e  ra d ia tio n -in d u c e d  d e g ra d a tio n  o f  po ly e th y len e  ( to p  p an e l) . 
T h e  next p a n e ls  show s a tw o-slep  ra d ic a la r  m ech an ism  th a t w ou ld  p ro d u c e  the  sa m e  ch em ica l m odifica tion .

of allyl (-C H =C H -C H ’ -CH: -) and polyenil radicals (-C H =C H -C H ‘ -C H =CH-) [58]. Free 
radicals are chemically reactive due to the uncoupled electronic spins. In time, free radicals 
disappear through recombination reactions. The position and the parameters o f absorption 
lines and bands in UV-Vis, FTIR, and Raman spectroscopy are affected by the irradiation
of polymeric targets. For example, UV-Vis spectroscopy revealed changes in the amplitude,
width, and position of these lines. The amplitude reflects the light absorbance in UV and it 
is determined by the absorption coefficient aruv [59]

8ir2e2N  coy ,
a 'lJ V  =  7 ~  7  y T T  2 ^  ( 2 1 1 )(w -  (o0)- - f  y l co-

where N  is the electron (defect) density, n the refractive index, f i E the effective mass o f 
the electron, co{) the frequency of the oscillator, y  is the oscillator damping, and A the 
wavelength. The difference between the absorption of the irradiated and pristine sample A A  
is proportional to the absorption cross section of defects, <rDUV:

A A  =  NcrDUVl =  a l  (212)

where / is the target thickness. It was reported that in ion-beam irradiated polystyrene the 
defect concentration scales linearly with the energy density [59].

The irradiation o f polymers with charged particles produces significant modifications in 
the UV-Vis spectrum of the target. As most polymers are insulators, their electrical features 
are described by the band theory o f solids by observing that the gap between the top o f the 
valence band and the bottom of the conduction band is large (frequently equal or larger than
5 eV). During the irradiation, the electrical resistivity o f polymers is drastically depressed. 
This is associated with a reduction in the value o f the band gap. The UV-Vis absorption 
curves are calculated by measuring the transmittance of the specimen relative to an identical 
not-irradiated polymer. The absorption coefficient a  is calculated by using the equation [39]

In T = —x a (2 1 3 )
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where T  is the measured transmission and x  is the thickness o f the target. The dependence 
of ( a h v ) ]/2 on the energy of U V  quanta is expected to be linear, with a slope that defines 
the constant B and an ordinate equal to the optical gap [39]

•Jh va  =  B ( h v  — £ Gap) (214)

where h is the Planck constant and v the frequency o f the photon.
The modifications induced by high-energy charged particles are dominated by the elec

tronic stopping while at low impact energies the contribution o f nuclear interactions cannot 
be neglected. The alkyne production is considered a typical result o f ion-beam irradiation 
o f polymers in the track-overlapping regime [60]. The irradiation process is essentially a 
chain o f excitations and ionizations processes that that involves the incident particle and 
some atoms or/and molecules o f the target. Apparently, no dose effects and no differences 
between a continuous and a pulse irradiation are expected. This observation is fair at rel
atively low fluxes. A t high incoming particles fluxes, if  it is required to deposit the same 
amount of energy in the same time (which is significantly larger than the duration of the 
pulse) the energy deposited during the radiation pulse into the materials is higher than the 
energy deposited in the same time by a continuous irradiation. Usually this is achieved by 
increasing the number of incident particles during the irradiation pulse. I f  the flux is suffi
ciently high, it is possible to imagine that some atoms interact (at higher fluxes) with two or 
more incident particles. These atoms will receive energy from different incoming particles 
and they will be ionized even if  during the very first interaction solely an excitation process 
occurred. The main requirement for the appearance of dose rate effects or o f discrepan
cies between the continuous and pulsed irradiation is to exceed a certain critical value for 
the flux of incoming particles (in order to trigger nonlinear processes of energy deposition 
within the material). Such effects were noticed during the continuous/pulsed irradiation of 
polyethylene with accelerated ions [61].

Results that are more complicated are expected if the target is subjected to complex 
irradiation. For example, in polyethyleneterephtalate, the post-U V irradiation destroys the 
cross-linked regions within the latent track [62]. The intricate interactions between the inci
dent particle and the target at nanometer scale is reveled by the “ guiding effect” of low 
energy ions, incident on a polymeric membranes with capillaries o f 100-nm diameter and 
10-/i.m length [63]. A self-organizing charge-up process has been claimed to explain the 
experimental data.

4.2.2. The Effect of Radiation on the Average Molecular 
Mass of Polymers

Not all polymers are degraded by irradiation. Some polymers, irradiated above a certain crit
ical temperature (frequently close to the glass transition temperature, T(;) show an increase 
o f the average molecular mass upon irradiation (see Table 1). This is because the primary 
radicals generated by the incident radiation are able to recombine each with other. There are 
three main reactions; initiation reactions, propagation reactions, and recombination reac
tions. There are three main kinds of recombination reactions for free radicals; end free 
radical-end free radical recombination (see panel A  of Fig. 38), in chain free radical-in 
chain free radical recombination (see panel B of Fig. 38), and end radical-in chain free 
radical (see panel C of Fig. 38). In order to recombine, the radicals have to be close to each 
other. This is accomplished by the temperature-controlled diffusion of free radicals, justi
fying the existence of a critical temperature. Below this temperature, no more cross-links 
are possible. These processes are occurring at nanometer scale, as the radius o f gyration of 
macromolecular chains is typically ranging between 101 and 10: nm. In irradiated polymers, 
the average molecular mass of the pristine polymeric target is shifted by the competition 
between chain cross-linking and scission reactions.

In a polymer sample, each chain may have a different length. For simple polymers build up 
of a single monomer the length of the polymeric chain is equal to the number o f monomers 
/VA/ multiply by the length of the monomer lXI. The distribution o f polymeric chains upon 
their lengths shows usually a single mode. This distribution is rather well described by a
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Figure 38. M ain  ch em ica l re c o m b in a tio n  reac tio n s  b e tw een  free  radicals.

simple G aussian  d istribution. D ue  to these features, the  polymers are characterized  by their 
average m olecu la r  masses. Several types o f  averages are  frequently  used in polymer physics. 
The  num erica l average m olecu la r  mass ( M N) is

T M N -  
(215)

2-̂ i

Table 1. T h e  d o m in a n t rad ia tio n -in d u c e d  d eg ra d a tio n  p ro cess fo r po lym ers ir ra d ia te d  u n d e r 
in e rt a tm o sp h e re , a t  ro o m  te m p e ra tu re  and  no rm al p ressu re .

P o lym er M ain  D e g ra d a tio n  P rocess Ref.

P o lyethy lene C ross-link ing  reac tio n s  a re  d o m in a n t [58, 68]
N a tu ra l ru b b e r C ross-link ing  reac tio n s  a re  d o m in an t [58]
Polystyrene C ross-link ing  reac tio n s a re  d o m in an t [58, 68]
P o lym eth acry la te C ross-link ing  reac tio n s  a re  d o m in an t [58]
Polyvinyl ch lo rid e C ross-link ing  reac tio n s  a re  d o m in an t [58[
P o ly c th e r-e th e r  k e to n e  (P E E K ) C ross-link ing  reac tio n s a re  d o m in an t [193]
P o lyd im ethy lsiloxane (P D M S ) C ross-link ing  re a c tio n s  a rc  d o m in an t [70]
P olyvinylidene fluo ride C ro ss-lin k in g  reac tio n s  arc  d o m in an t [68]
P o ly te tra f lu o re th y lcn e  (T eflon ) Scissions reac tio n s  a re  d o m in an t [67]
P o ly carb o n a te Scissions re a c tio n s  are  d o m in an t [69]
Poly isobu ty lene Scissions reac tio n s a re  d o m in an t [681
P o ly e th y le n e te re p h ta la te Scissions reac tio n s  a re  d o m in an t [47, 60]
Polyim ide Scissions reac tio n s  are  d o m in an t [69]
Po lym ethyl m  c t h a cry la te Scissions reac tio n s  a re  d o m in an t [58]
P o ly -a -m eth y l sty rene Scissions reac tio n s  are  d o m in an t [58]
P oly-vinylidene ch lo rid e Scissions reac tio n s a re  d o m in an t [58]
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where jV, rep resents  the n u m b e r  of  chains cha rac te r ized  by the mass M f- (or equivalently by 
the length /, =  i lM). T he  w eight average m olecu la r  mass ( M w) is defined by

y  m 2n
( * # , )  =  § 4 ^  0 1 6 )

T he  heterogeneity  fac tor  (o r  polydispersity index) / ,  is def ined  by

/  =  (217)
<Ww>  ̂ '

The  estimation of  the change in the average m olecu la r  mass o f  polymers during or after  i r ra 
diation is im portan t  in the u nders tand ing  o f  the physical an d  chemical modifications induced 
by irradiation. T h ere  are  several experim enta l  te chn iques  available for the m easu rem en t  
of  the averaged m olecular  mass such as viscosimetry, light scattering, and chrom atography  
techniques. For polymers tha t  undergo  d o m in a n t  cross-linking reactions, these techniques 
cannot be used. T he  increase o f  chain  cross-linking is usually m onitored  by the gel fraction 
or  swelling equilibrium. T he  gel fraction is a r a th e r  qualita tive m easurem ent tha t estim ates 
the ratio betw een the soluble and the insoluble (cross-linked) com ponen ts  o f  the irrad ia ted  
polymer. T he  effect o f  the  s topping pow er on  the h e te rogene ity  index has been investigated 
in the case o f  P M M A  irrad ia ted  with p ro tons ,  a cce le ra ted  C  ions and gam m a rays (C o 60) 
[64]. A fte r  a sharp  decrease  from  I  =  3 to /  =  2, the  he te rogene ity  index showed no d e p e n 
dence  on the stopping pow er ranging from  0.1 eV /nm  to 100 eV /nm  [64]. T he  repo rted  value 
of  / ( /  =  2) is typical for random  scissions. T h e  fo rm a tio n  o f  cross-links (gel) in P M M A  
irradiated  with H e  ions at fluencies h igher than  1013 ions c m -2 , and the increase o f  /  up to 
about 3.0 has been  rep o r ted  [65].

T he  degree  o f  swelling at equilibrium  is

w, 5/2 M CVS(\  -  2 ( M c / M ) ) ( l / 2  -  U s)
R —  j/ U l o )

v M

w here VR is the ratio be tw een  the  vo lum e of the swollen polymer and  the volume of the 
dry polymer, Vs is the specific vo lum e o f  the polym er, M c is the average m olecular  weight 
betw een cross-links, M  is the  average m o lecu la r  w eight o f  the pristine polymer, and  £PS is 
a constan t that characterizes  the in te rac t ion  be tw een  th e  polym er and the solvent. If both  
scission and cross-linking reactions are  com p e tin g  during  polym er degradation, the  rad ia tion  
dose requ ired  to obta in  an incipient ge lation , D 00 is [2, 3, 66]

= n / f ,  (219)(1 / E c -  1 /2 E s )

where N A is the Avogadro  num ber ,  ( M w ) is the  average  weight m olecular mass o f  the 
pristine polymer, E c is th e  energy ab so rbed  by po lym er by cross-link, and E s is the  energy 
absorbed by the polym er pe r  scission.

Charlesby [66] s tud ied  rad ia t ion-induced  cross-linking in polymers assuming tha t the te r 
mination probability o f  the chain at any step  / is small (/ <<C 1) and that the n um ber  o f  double  
bonds Ndb is large. T he  value of  gel dose, DC{) is

F )  =  _________________________ z ^ D B _________________________  ( * > 9 0  )

<;o 2.08 x 10-h( l  -  i ) (N n/l -  1 )G (M h ) V~

where G  is the radical yield defined by the n u m b e r  of  radicals resulted from each 100 eV  
absorbed  by the polym er from  the incident radiation.

T he com petit ion  be tw een  scission and cross-linking reactions results in the shift o f  the 
average m olecular  masses and eventually  in the  d is tortion  o f  the distribution of  m olecu la r  
masses. If the scission reactions are d o m inan t ,  the average m olecular masses o f  the polym eric  
target are depressed  during  irradiation, while if the  cross-linking reactions are dom in an t  the 
average m olecular  masses are increased during  the irrad ia tion  of  the polymeric samples.
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Eventually, at sufficiently large irradiation  doses the sam ple  becom es insoluble. Most exper
im enta l studies were focused on the changes o f  the average  m olecular masses; almost no 
a t ten t io n  was paid to the rad ia tion-induced  modification of  the molecular mass distribution 
sh ap e  (see Fig. 39).

It is im portan t  to notice  that the presence  o f  oxygen o r  the irradiation  at different te m p e r
a tu res  is capable o f  modifying the d o m in an t  deg rada tion  m echanism s in polymers subjected 
to radiation. For exam ple, in ir rad ia ted  po ly te trafluore thy lene  (Teflon), a t low and m o d e r
a te  tem p era tu res  chain-scission reactions are  dom inan t ,  while cross-linking reactions were 
no ticed  near the m elting  tem p era tu re  [67], A t large doses, due to  the high concentration  
of  free radicals cross-linking reactions may becom e do m in an t  even if the main degradation  
process  at low doses is the chain  scission m echanism . Such effects were reported  in irradi
a ted  polym ethylm ethacry late  (P M M A ) and  polycarbona te  (PC). T h e  nature  of  the dom inant 
deg rada tion  process depends  also on the incident particle. For example [68] in P M M A  the 
yield for  scission reac tions initiated by gam m a irradiation  o r  e lectrons is 0.003 while for 
cross-linking reactions the  yield is 0.004. In ion-beam  irrad ia ted  P M M A  the yield of  scissions 
is 1.2 while the cross-linking yield is 1.0 [68]. Radiation-sensitive polymers are  frequently 
used as resists. T h e  polymers tha t are  dom inan tly  cross-linked by radiation are nam ed  posi
tive resists and  the polym ers in which the radiation  triggers do m in an t  cross-linking reactions 
a re  nam ed  negative resists.

C hain  scissions reactions a re  do m in an t  in po lycarbona te  (M akrofol N ) and  polyimide 
ir rad ia ted  with p ro to n s  ions acce lera ted  at 62 MeV, at d ifferen t integral doses ranging from 
10 kGy to 80 kGy [69]. In ion -beam -irrad ia ted  polydimethylsiloxane the cross-linking process 
is dom inan t;  the observation  o f  gel strings by A F M  is a simple e legant p roof  [70],

4.2.3. The Effect of the Changes in the Average Molecular Masses 
on the Physical Properties of Polymers

4.2.3.1. Glass and Melting Transition Temperatures O ne  of the first consequences of 
the interaction  be tw een  ionizing rad ia tion  and polymeric targets  is the modification of the 
average m olecular masses. T h e  change of the  average m olecular  mass de te rm ines  a shift in 
the glass and melting transitions te m p e ra tu re s  of  polymers. These  shifts were m easured  by 
several experim enta l techniques such as differential scanning calorimetry, dynamical m ech an 
ical analysis, and dielectric  spectroscopy. For l inear polymers, the  re la tionship  between the 
average numerical mass o f  the po lym er M N and its glass transit ion  tem p era tu re  Tq is given

2

v

Chain le n g th  or M olecular Mass

r.

< Ir,iin l e n g th  o r  M o le c u la r  M ass 

F ig u re  39. The effect o f  ion iz ing  ra d ia tio n  o f  the  av e rag e  m o lecu la r  m ass o f  polym ers.
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b y  F o x - F l o r y  e q u a t i o n  [1 1 - 1 4 ]

(221)

Tq is the  glass transition tem p era tu re  of  the  infinite polym eric  chain, K is a constan t (specific 
to the  polymer), VE is the average free volum e of chain ends, f G is the free  volum e fraction 
at the  glass transition tem p era tu re ,  and V  is the volum e fraction. This  expression may be 
used if the dom inan t rad ia tion-induced  degrada tion  process  is the chain-scission. For linear 
polymers, there  is a simple re la tionship  be tw een  the glass transition  tem p era tu re  and the 
melting transition tem pera tu re ,  7’̂ [12]

where  ?GM is a constan t ranging betw een  0.5 and 0.8.
If chain cross-linking reactions are dom inant,  the shifted  glass transition  tem p era tu re  of  

the cross-linked polymer, TG is given by the Fox-Lockashek [13] equa tion ,

V(! is the  glass transition te m p era tu re  of  the pristine po lym er, Cc is a constan t, and  p ( is 
the cross-links density.

In the general case, due  to the com petit ion  betw een scissions and cross-linking processes, 
the glass and melting transition tem p era tu res  may show a d ifferen t d ep en d en ce  on the  
absorbed  dose.

4.2.3.2. The Effect of Radiation on the Degree of Crystallinity o f Polymers Several 
processes are com peting  to  modify the degree  o f  crystallinity o f  polym ers  subjected to ion
izing radiation. The reduction  of  the  degree  of  crystallinity in som e ethylene-glycol based 
polymers was associated with a conform ational trans it ion  of  ethylene glycol residues from 
the  trans configuration into the cis one. T he  reduction  o f  the  degree  o f  crystallinity due  to 
the form ation  o f  branches was repo r ted  in C R  39 i r rad ia ted  with neu trons ,  acce lera ted  at 
energies  ranging betw een  6 M eV  and  20 M eV  [71], T h e  am orph iza tion  of  P E T  subjected  
to ion-beam  b o m b ard m en t  has been  confirm ed by spec troscop ic  m easu rem en ts  [60]. Above 
certa in  critical ion fluence, the  polymeric target b ecom es  completely  am o rp h o u s  [68].

T h e  complex modifications occurring at n a n o m e te r  scale affect significantly al! physical 
p ropert ies  of  such materials  (mechanic, electric, th e rm a l ,  and optic). An am ple re o r 
ganization of m acrom olecu lar  chains has been  re p o r te d  [72] by x-ray in irrad ia ted  
po lyethy leneterephta la te . Low L E T  irradiations (such as y  ir rad ia tion) and  high L E T  irrad i
ations (such as accelerated  ions) are inducing in e thy lene-co-te tra f luore thy lene  (-CFL-CFL- 
C F : -C F : -) a decrease o f  the crystallinity and an increase o f  the m odulus  and yield strength . 
T hese  modifications are en hanced  by increasing the i r rad ia t ion  tem p era tu re  [73]. T he  role 
o f  irradiation tem p era tu re  on the rad ia tion-induced  defec ts  in polym ers was confirm ed by 
FT1R data. It was reported  tha t the genera t ion  of  alkyne and vinyl d ep en d s  on both  total 
dose and irradiation tem p era tu re .  By increasing the  to ta l  dose ( ir rad ia t ion  time), the co n 
cen tra tion  of  rad ia t ion-induced  alkyne groups is increased  towards a sta tionary  value [73]. 
It was reported  [74] that the absorption bands arc shif ted  tow ards longer  wavelengths as 
the tem p era tu re  is increased. T he  decrease  of the sam p le  te m p e ra tu re  increases the co n cen 
tra tion  o f  alkynes as the defects are frozen and  the  recom bina tion  reactions are no m ore  
efficient [74], T he  concen tra t ion  of vinyl g roups dec reases  as the L E T  o f  the incident particle 
is d ec reased  [74], Radia tion-induced  cross-linking o f  polyethylene d ecreases  the crystallinity 
degree  of the pristine polym er [75j.

T  ___ Y  r T~'

h i  —  bO M  ‘ M ( 222 )

(223)
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4.2.3.3. The Effect of Radiation on the Mechanical Properties of Polymers For small 
cross-linking densities the changes  o f  mechanical p ropert ies  o f  am o rp h o u s  polymers (in melt) 
a re  ra th e r  well described by the expression [58]

R T ( \ - 2 ( M l ■>/<*/»■»<«

r  = ---------------W w % ) ---------------  (224)

w here  r  is the tensile stress pe r  unit cross sectional area  of  the  pristine polymer, R  is the 
perfec t gas constant,  T  is the  tem p era tu re ,  VSP is the  specific volum e of the polymer, M  is 
the  m olecu la r  weight o f  the polym er, M c  is the  m olecular  weight of  the polym er betw een 
cross-links, a  is the ra tio  o f  the ex tended  length to  the initial length, and “ ( ) ” indicates an 
average. This equa tion  is valid for relatively small elongations (a  no t much larger than 2).

It was repo rted  tha t in cross-linked polymers, the  elastic m odulus increases by cross
linking while the e longa tion  a t  b reak  decreases as the polym er is cross-linked [61]. T he  Flory 
theory  leads to the following re la tionship  betw een  the elastic m odu lus  and the cross-linking 
density [76]

" = 6 W - *  <225)

w here  p (c’. is the initial density  o f  cross-links and p c  is the final cross-links density. This 
fo rm ula  is derived assum ing  tha t  the  tem pera tu re  dependence  o f  the Young modulus of the 
am o rp h o u s  cross-linked po lym er is well described by the rubber  elasticity theory

^  n p R T
e  = (226)

w here  n is a constan t (theore tically  equal to  3). This expression describes with an acceptable 
accuracy the evolution o f  the m echanical p roperties  o f  polyethylene during irradiation  [77].

Studies [78] on rad ia t ion - induced  modifications in several polym ers  (PET, PEN, PP, and 
PC) showed a con tinuous  dec rea se  o f  the tensile s trength  as the dose  is increased.

4.2.3.4. The Release of Volatiles During Polymer Degradation: Polymer Erosion
T h e  in teraction  betw een  ionizing radiation  and polymer is associa ted  with the generation  
o f  volatile gases [79, 80]. High eros ion  rates were repo rted  in p ro ton - ir rad ia ted  polymethyl
m ethacrylate  [80]. T h e  release  o f  volatiles during polym er irrad ia tion  was confirm ed by mass 
spectroscopy m easu rem en ts  [79]. It was found that the  total e jec ted  mass pe r  ion depends 
as a pow er law (with n — 2) on  the  velocity of  impinging ions, and  shows a sa tura tion  at 
high velocities [81]. -

4.2.3.5. The Electric Properties of Irradiated Polymers T h e  irradiation  of  polymers
increases usually the electric conductivity of  the targets. This is due  to radiation-induced
form ation  of  impurity  levels in the  forbidden gap. T he  irradiation  o f  low density polyethylene
by nitrogen ions acce lera ted  up to 20 keV resulted in the decrease  of  the energy gap from 
abou t 2.5 eV  for the pristine m a te r ia l  down to abou t 0.5 eV  for th e  sam ple irrad ia ted  up to 
a total fluence of  10Ul n itrogen a tom s/cm 2 [61].

At large doses, the  impurity  level collapses into an impurity b and  and the irrad ia ted  target 
becom es conducting. In the case o f  neu tron-ir rad ia ted  polycarbona te  (C R  39) the therm al 
activation o f  the charge  conductivity  was found to have a com plex d e p en d en ce  on the total 
dose. An analogous result was fou n d  for the refraction index. T h e  D C  electrical resistance 
o f  polyvinylidene ch loride  an d  polyethylene was decreased  by irrad ia tion  [82], due to the 
p roduction  o f  free e lec trons  followed by their  eventual t rapping  in sites that co rresponds to 
impurity energy sta tes in the  fo rb idden  gap.

In some ir rad ia ted  insulating polym ers as well as in irrad ia ted  sem iconducting and con
ducting  polymer, the electrical conductivity  is ra th e r  well described by the Variable Range 
H opp ing  (V R H )  [83] m odel. Poorly conducting sam ples with (trt o f  the o rd e r  o f  o r  less
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than  1 S/cm are  similar to am o rp h o u s  sem iconductors ;  the ir  D C  conductivity is strongly 
d e p en d en t  on te m p e ra tu re  and  its best fit is given by a “ I D  M o t t ’s law” [83j:

/  T  \  !/2
cr = ^ e x p - l y )  (221)

T h e  tem p era tu re  70 is re la ted  to the density of s ta tes  at th e  Ferm i level and  to  the localiza
tion length L,oc by

Tn = -------- —— r -  (228)
" K b N ( e h) L I  V '

A n  analogous te m p e ra tu re  depen d en ce  o f  the D C  conductivity, fo r  ID  systems, has been  
derived within the perco la tion  model, charging energy lim ited  tunneling, hopping with a 
C ou lom b gap, and the g ranular  metal approach . T h is  discussion is intimately re la ted  to  the 
na tu re  of  the metallic s ta te  and of the transport  process  (h o pp ing  versus phonon-assisted  
tunneling). T he validity of  this expression for the I D  case is still u n d e r  deba te  (som e 
au thors  found an A rrhenius-like d ep e n d e n c e  for charge  t ranspo r t  in one-d im ensional sys
tem s [84, 85]).

T he average hopp ing  radius, /?s, the  characteristic  te m p e ra tu re ,  T (), and the localization 
length, L loc, a re  re la ted  by:

1 /4

Even if the conduction  in the pristine polymers and  b lends  may be described by a one 
dim ensional variable range hopping, the  polym er dop ing  increases probability of  e lectronic 
ju m p  on the neares t  chains, leading to an  increase in the  d im ensionality  o f  the conduction  
process. Accordingly, the relation (227) has been  genera l ized  [83]:

T, i/(^+n
a  =  cr0 exp J  (d D IM E N S IO N A L  V R H )  (230)

w here  d  is the  d imensionality  o f  the charge  transpo rt .  F or  d  — 1, m ost e lectronic  jum ps 
are  along the m acrom olecu lar  chain and  the probability  o f  an  e lec tron ic  ju m p  across the 
m acrom olecular  chain  is negligible, w hereas  for d  — 3 th e  ju m p  probabili t ies  in all directions 
are  almost equal. It was suggested [85] tha t  during  ion-beam  b o m b a rd m e n t  o f  polym ers  an 
one-dim ensional conductivity should  be  superim posed  on  the D C  conductivity  of  the pristine 
polymer. T he  one-d im ensional cha rac te r  is im posed by th e  la ten t  t rack  p ro d u ced  within the 
target by the impinging particles. E S R  spectroscopy is an im p o r tan t  techn ique  that may 
provide additional details regard ing  the  na tu re  of  the  conduc ting  partic le  and  the  transport
m echanism  [86, 87]. C onductom etry  is an o th e r  simple tech n iq u e  used to est im ate  the radius
o f  the la tent track p roduced  by incident ions in po lym eric  m ater ia ls  [81].

4.2.3.6. R a d ia tio n -In d u ce d  C h em ica l M o d ifica tio n s  o f  P o ly m e rs  T he  m ain  chemical 
reactions triggered by the incident rad ia t ion  within polym eric  ta rge ts  may be classified as 
initiation reactions, p ropaga tion  reactions, and recom bina tion  reactions:

Initiation reactions:

( R H ) n ->  ( R H ) n__ ,R . +  Q ) h 2 (231)

( R H ) n -  ( R H ) N_M_,R  .  +  +  ( R H ) m (232)

( R H ) n -> ( R H ) n_m_ , R .  +  H 2 +  ( R H ) m_ , R .  (233)

Propagation reactions:

( R H ) n ..m._iR  •  -f ( R H ) N ( R H ) N .M +  ( R H ) N jR« (234)

( R H ) n _m . ,R . - - >  ( R H ) n . M_K_ , R » « t  ( R H ) k (235)
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R ecom bina tion  reactions:

( R H ) L- ] R  •  +  ( R H ) K_ |R »  —>• ( R H ) k+l (236)

R H  identifies the m o n o m er  and N  is the po lym eriza tion  degree. It is observed that the 
p ropaga tion  reaction is a t ransfer  reac tion  and that hydrogen is p roduced  during initiation 
reactions.

Real polymers contain various low m olecu la r  co m p o u n d s  such as stabilizers, antioxidants, 
inhibitors, and fillers. H ence, in the  real case, the po lym er deg rada tion  under  the effect of 
ionizing rad ia tion  will be  an intricate com peti t ion  be tw een  the radia tion-induced  d eg rad a 
tion o f  all these com ponen ts .  Labeling these low m olecu la r  weight fillers by A H  the main 
rad ia t ion-induced  chemical reactions assigned to the ir  d eg rada tion  are:

In itia tion  reactions:

T h e  deg rada tion  of  com m ercial polym ers shows several stages. In the very first stage, the 
rad ia t ion  behaviour of the po lym er is con tro l led  by the  p resence  of  inhibitors and  stabilizers. 
A fte r  the  exhaustion of  inhibitors and stabilizers, the  po lym er is left unp ro tec ted  and the 
rad ia t ion-induced  degradation  of the  po lym er is close to  tha t  o f  a pure  polymer ( tha t contains 
no low m olecular  com pounds) .  This reveals the complexity  o f  rad ia tion-induced  degradation 
processes  in com m ercia l polymers.

4.2.3.7. The E ffe c t  o f  O x y g e n  o n  Irrad ia ted  P o ly m e rs  T he  oxygen is affecting signifi
cantly the stability of polymeric m ateria ls  to rad ia tion . O xidation  reactions shift the  overall 
po lym er degrada tion  toward a scission-like deg rada tion . In the general case, the irradiated  
po lym er will be subjected to a com petit ion  be tw een  an  oxidative degrada tion  and a radiation- 
induced  degradation. T h e  main chemical reac tions occurring  during  polymer irradiation in 
air are:

Initiation reactions:

(237)

Transfer  reactions:

( R H ) N_ , R .  +  A H  -*  ( R H ) N +  A* 

A *  +  ( R H ) N A H  +  ( R H ) N_ , R .

(238)

(239)

R ecom bina tion  reactions:

A .  +  R .  -*  A R (240)

(241)

(242)

( R H ) N +  0 2 -*  ( R H ) N_ , R O O H  

( R H ) N_ , R . + 0 2 -+ ( R H ) N_ , R O O .  

2 ( R H ) n +  0 2 2 ( R H ) N_ ,R O H

(243)

(244)

(245)

Propagation  reactions:

( R H ) N IR .  +  ( R H ) N ( R H ) N +  ( R H ) N_ , R .  

( R H ) n_ , R O O .  +  ( R H ) n -»■ ( R H ) n _ ,R O O H  +  ( R H ) n . , R .  

( R H ) n _ ,R O O H  +  ( R H ) n ( R H ) N_ , R .  +  ( R H ) N_ , R 0 . + H 20  

( R H ) n | R O .  +  ( R H ) n ( R H ) N_ ,R O H  +  ( R H ) n _ , R .  

( R H ) n _ ,R O O H  -»■ ( R H ) n -  1R O  •  +  •  O H  

• O H  +  ( R H ) n ^  ( R H ) n_ ,R  •  + H 20

(246)

(247)

(248)

(249)

(250)

(251)
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T e r m i n a t i o n  r e a c t io n s :

( R H ) N_ , R .  +  ( R H ) N -  1 R .  ( R H ) n , R -  R ( R H ) n _, 

( R H ) n_ , R .  +  ( R H ) n_ , R O O .  -► ( R H ) n_ 1R O O R ( R H ) n_, 

( R H ) n_ , R O O .  +  ( R H ) n_ , R O O .  ( R H ) n^ , R O O O O ( R H ) n _,

(252)

(253)

(254)

If the  polym er contains low m olecular weight molecules ( IH  and A H )  as antioxidants, 
stabilizers, inhibitors, and fillers, these molecules are  capable  o f  adding  to  the previous chain 
of  chemical reactions o r  their  own rad ia tion-induced  and oxidative degrada tion .

T he presence of  oxygen modifies the radia tion  stability o f  polymers th ro u g h  different m ech
anisms. In real polymers, there  is a certa in  am o u n t  o f  oxygen dissolved within polymers. 
These molecules are  able to  a ttack the polymeric chain and  to p roduce  hydroperoxides. C a t 
alysts residues are able to partic ipate  in the produc tion  o f  hydroperoxides. D ue  to  the ir  high 
lability, hydroperoxides are  easily converted  into peroxy radicals.

In bulk samples, the  presence  o f  oxygen is capable  of  inducing a com plica te  degrada tion  
mechanism, if the  polym er is irrad ia ted  at tem p era tu res  lower than the  glass transition  te m 
pera ture .  At low tem pera tu res ,  the  oxygen diffusion within bulk sam ples  is difficult as the 
segmental m otions are  frozen. Hence, the irrad ia tion  will exhaust in the  first s tep  the oxygen 
diffused within the polymer. A fter that, the  degrada tion  o f  the bulk polym eric  target will be 
inhom ogeneous. A  thin external shell o f  the  ta rget will be dom inantly  d eg raded  to  peroxy 
like radicals due  to the presence of  a high concen tra t io n  o f  oxygen while the core o f  the 
polymer will be subjected  to a “vacuum  like rad ia t ion-induced  chem ical d eg rad a t io n .” Such 
an inhom ogeneous degrada tion  is depic ted  in Fig. 40.

The diffusion constan t o f  oxygen through  polymers increases by several o rders  o f  m agnitude  
as the tem p era tu re  is raised above the glass transition tem p era tu re  o f  the polymer. Segm ental 
m otions help the oxygen diffusion within the polymer. Flence, the rad ia t ion-induced  d eg ra 
dation of  the polymeric target will be  hom o g en eo u s  o r  quas i-hom ogeneous .  T he behavior 
o f  polymers subjected  to radiation  is com plica ted  by the charging of polymeric turgets [88]. 
U n d e r  the effect o f  the  incident radiation, free e lec trons  are  re leased within the polymeric 
m aterial. U n d e r  certain conditions som e o f  these e lec trons  are  em itted  from the target. The 
subsequent charging o f  the target is capable  o f  dam ag ing  the polymeric ta rget [89],

The possibility to cross-link different polymers bv irradiation  and to ob ta in  new m aterials  by 
radiation initiated grafting o f  polymers has been  investigated [7, 90]. Various irradiations such 
as gam m a irradiations [9, 90, 91], accelera ted  particles (p ro to n s  [7, 90] o r  heavy ions [92]) irra
diation were used. T he  rad ia tion-induced  graft polym erization  in itia ted  by swift ion irradiation 
was explained within the ta rget theory [90]. R ad ia t ion-induced  grafting  polym erization on 
nan o d ay s  was used to fu r th e r  improve the physical p ro p e r t ie s  of  nanocom posites  [93, 9 4 j.

( R H ) n _ ,R O O H  +  IH  -> ( R H ) n_ ,R 0 .  +  I *  +  H : 0  

A H  +  0 2 A O O H  

( R H ) n_ ,R O O  •  -f A H  ( R H ) N_ ,R O O H  +  A #

( R H ) n _, R O  •  +  A H  ( R H ) n _ ,R O H  +  A«

( R H ) n _.,R •  +  A H  -*  ( R H ) n_ ,R O H  +  A .

A «  +  ( R H ) n A H  -f ( R H ) N_ ,R «

A .  +  ( R H ) N_ ,R #  -> A R ( R H ) N_,

A •  +  ( R H ) N„ ,R O *  -*  A O R ( R H ) N_,

A® +  ( R H ) n ,R O O #  -+ ( R H ) n _ ,R O O A  

I •  -f- ( R H ) n _ , R» 1R ( R H ) n_ j

I •  +  ( R H ) n_ , R O .  -*  ! O R ( R H ) n _,

U  +  ( R H ) n_ ,R 0 0 2# - ^  I O O R ( R H ) n _1

(255)

(256)

(257)

(258)

(259)

(260) 

(261) 

(262)

(263)

(264)

(265)

(266)
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I
The inhomogeneous degradation (in air)

C ( 0 2) t=0 t=t, t= tj t=t3 t=t4 Competition 
between free radicals 
and  oxygen diffusion.

Below Tg: 
Diffusion processes 

Governs free radical 
recombination

C lose  to  T p , C h a n g e  

F ro m  lnl»oiridge»K?ous 

to w a rd s  h o m o g e n e o u s 

d e g ra d a t io n

F ig u re  40. T h e  in h o m o g e n e o u s  d e g ra d a tio n  o f  polym ers.

4 . 3 .  S e m i c o n d u c t o r s

A  huge n u m b e r  of  papers  focused on local and nanom eter-s ized  modifications in sem i
conduc to rs  have been  published e lsew here [34, 95-102], Som e o f  them are focused on 
rad ia t ion-induced  genera t ion  and  evolution of point defects o r  defect clusters [98, 100, 101], 
R ad ia t ion - induced  defects  segregate  by increasing the total dose. In most cases, the irradia
tion affects the electrical characteristics o f  sem iconductors , as these defects arc represen ted  
by sta tes localized within the forbidden gap [34]. Increasing the energy deposited within the 
target by the incident rad ia tion  the impurity  level(s) co rresponding  to point defects are con
verted  into impurity  band(s). This reflects the  s trong interactions am ong  radiation-induced 
defects. At high fluence o r  s topping pow er the  irradiation adds a conduction channcl and 
eventually  affects the p ro p e r  function o f  devices based on semiconductors. The latent track 
fo rm ation  an d  characteristics  in sem iconducto rs  have many analogies to latent track fo rm a
tion and characteris t ics  in polymers (for b ro ad  gap sem iconductors)  o r  in metals (for narrow 
gap  or d e g en e ra te  sem iconductors) .

4 . 4 .  M e t a l s

R adia tion  effects in m eta ls  and alloys start a t  su b -nanom ete r  scale with the same in terac
tions be tw een  the incident particle and the target.  The electronic s topping power dom inates 
the energy transfe r  to the  target, at relatively high velocities o f  the  incident particle. This 
behav io r  was also noticed in insulating targets. As most metals and alloys are conductors, 
the elec trons behave just like a gas [34]. T h e re  is a close analogy betw een sub-nanom ete r  
scale rad ia t ion-induced  defects  in insulators, sem iconductors , and metals. In all these cases, 
the interaction be tw een  the incident rad ia tion  and  the target p roduces atom ic displacem ents 
[104]. T hese  are  responsible  for the g en e ra t io n  o f  vacancies ([■'') and interstitials ( / ) .  A dd i
tional m icrostructura l details  o f  the target such as cavities, gases, grains, and associated 
grain boundarie s  affect the  mechanism s for the  relaxation and delocalization o f  the energy 
deposited  by the incident radiation  within the  target. T he  crystalline structure, typical to 
m any metals and  alloys, will allow a m ore  precise  analysis of atom disp lacem ent and point 
defects. Diffusion processes are responsible for the growth of the point defects through 
clustering reactions

V +  V  => V-,

VN + V  => VN+l

/  +  / = > / ,

/;v +  I  ^  /,v+1 

IM  I n + M
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T h e se  reactions are  analogous to a polymerization reaction. A cluster o f  N  individual point 
defects  (VN and I N) growths by adding one m ore  defect o f  the sam e type at each step. 
Usually, this process requ ires  an activation energy, which is received from the impinging 
partic le  during the irradiation. The diffusion o f  a vacancy, Dv, through a solid is re la ted  to 
the  activation energy for vacancy diffusion Ev through

w h ere  d  is the  ju m p  distance, v is the jum p  frequency, z is the n um ber  o f  nearest neighbors, 
and  ASM is the  en tropy  o f  mixing (of  vacancies within the target).

U n d e r  certain  conditions, cluster coalescence reactions are  possible. The  developm ent of 
rad ia t ion-induced  modification from nanom eter-scale  to the  m icrom eter-scale  is carr ied  out 
by such processes. Nevertheless, the extend of cluster is limited by recom bination reactions

w here  C) indicates no defect. T he  cluster recom bination  is a rare  event, as it requires  a huge 
am o u n t  o f  energy. Formally, it is possible to decom pose  such an event into a chain of  single 
s tep  point defect recom bination  processes. T he  c luster o f  vacancies reflects the appearance  
o f  rad ia tion-induced  voids in the target. T h e  interstitials c lusters are responsible for the 
fo rm ation  of  dislocations and loop growth.

4.4.1. Collective Defects Produced by the Impinging Radiation 
in Metallic Targets: Atomic Cascades

T h e  m ost im portan t  fea tu res  of  point defects g enera tion  in m etals  are identical to those 
described previously in the section focused on crystalline targets. In the  study o f radiation- 
induced defects in materials, it is im portan t  to separa te  the electronic processes from the 
nuclear  ones. At high energy of the incoming particle, the  e lectronic  stopping pow er d om i
nates, w hereas  a t  low energy the nuclear  s topping power is the  m ost im portan t contribution. 
Qualitatively, it is possible to  introduce a critical energy, Ec , which separa tes  the two behav
iors, tha t is,

T h e  energy loss for high incident energies incoming particles (ranging from E to Ec ) (s top
ping pow er)  is contro lled  by electronic  processes, and  a negligible am oun t of  d isplacements 
are  expected. At low energies (of  incoming particles), the  nuclear  processes are  dom inant 
and accordingly the  n u m b er  of a tom  displacem ents, Nn, is

w here  Eu is the energy required  to  displace the a tom  in the lattice.
The incident particle, characterized by the  kinetic energy E {[)\  struck an atom  of the 

metallic  target. D uring  this collision, the energy E 0) will be transferred  from the ineiden 
particle to  the a tom  ( i )  o f  the target, while the incident particle will be sca ttered  with i 
reduced  energy £ (UI>. If the energy "  is sm aller th an  the energy required  to  displace 
(perm anen tly )  the a tom  within the lattice, £ 0 , no d isp lacem ent of  lattice’s a tom s will be 
observed. If the energy transferred  £ <n is larger than  E D (E D for metallic targets is typicall» 
in the range 25 eV  to 50 eV ), then  the  struck a tom  will be displaced. Such an event require; 
E d < E (l) < 2 E d . If after this collision the energy o f  the  sca ttered  particle is sufficiently higt 
(i.e., £ (l) >  2 E n ), assuming head-on perfectly elastic collisions, each individual collision wil 
reduce  the energy of the incident particle with the  sam e am ount.  T he  cascade ceases whei 
the average energy (2E n ) is proportional to  ( E / 2 ) N .  w here  N  is the num ber  of  collision:. 
D uring  this process, the num ber  o f  displaced a tom s is 2*.

Dy (X
d ' V Z  c - [ E i - / K n T ) + ^ S M / T ) (268)

6

V + I =  o

v N + i=> v v , (269)

(270)

(2 7 1
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4.4.1.1. R a d ia tio n  F o c u s in g  At the end of a collision cascade, a low recoil energy p ro 
cess known as focusing may occur. This may easily be imagined by observing tha t if the 
a tom s in the  lattice are replaced by ideal elastic head-on  collision the process will con tinue  
indefinitely. Actually, the first collisions are  not perfectly head-on  and  hence some kinetic 
energy is lost. A fter  several collisions, the energy loss is reduced  and finally the collisions 
tend  to be perfec t head-on  elastic collisions. In real crystals, the imperfections in a tom  dis
tributions, the presence o f  impurities, local or  extended  defects, and  grain boundaries  have 
an im por tan t  contr ibu tion  to the decay of the energy t ransfe rred  to the next atom. Such 
defects  preven t the focusing o f  the incident ionizing rad ia tion  through the sample.

4.4.1.2. R a d ia tio n  C h a n n e lin g  A n analogous p h e n o m en o n  was observed during the irra
dia tion  o f  crystals with accelerated  particles. T he  channeling  of the incident particle within a 
crystal has b een  observed mainly in thin metallic foils bu t is not restricted to metals. Recent 
d a ta  proved  the ion channeling in insulating ionic crystals and  in n anom ete r  sized pores  
p roduced  in polymeric m em branes.  T he  critical energy for particle  channeling, E c u , requires 
tha t the w avelength of  the incoming particle A( H to be at least equal to two atom  spacing 
along  the channel (see Fig. 41):

E ch =  ~  (272)77"

w here  k is the  force constan t o f  the channel po tentia l U (U  = k r 2, where r is the radial dis
tance  m easu red  from the channel axis). A  detailed analysis on  charged particles channeling 
in crystals is p resen ted  in Ref. [95j. By excellence, channeling effects require  a target with 
a large n u m b e r  of  atoms, regularly distributed (crystal). Accordingly, such effects are  not 
expected  to be im portan t in nanom ater ia ls  and nanostructures.

4 . 5 .  R a d i a t i o n - I n d u c e d  M o d i f i c a t i o n s  i n  M a g n e t i c  M a t e r i a l s

T h e  energy deposited  by the incident particle in a m agnetic  target leads to complex physical 
an d  chemical modifications [104-116]. Recent da ta  on irrad ia ted  one-d im ensional magnetic 
nanom ate r ia ls  (P t/Co/Pt trilayers) revealed their  radiation sensitivity at low fluence H e ions. 
T h e  possibility to control by low fluence irradiations relevant m agnetic  p roperties  such as 
coercivity, anisotropy, and Curie  tem pera tu re ,  while preserving the  surface and the planarity  
a lm ost unm odified  triggered the  investigations o f  the rad ia tion  effects on  m agnetic  m ulti
layers. (P t/C o)„P t multilayers have been  p a t te rn ed  by irradiation with H e ions, accelerated  
at different energ ies  in the range 20 to  100 keV at fluencies of  abou t lO15 to 10!6 ions/cm2 
[104]. The d isp lacem ent ra te  pe r  incoming ion at the Pt/Co in terface is abou t 1% and  the 
average distance traveled by the a tom  is o f  the o rd e r  o f  the a tom ic distance [109].

T h re e  different irrad ia tion-induced  modifications with sharp  transition betw een each were 
re p o r ted  in C o /P t  multilayers ir rad ia ted  with G a  ions accelera ted  at 30 keV [105]. For flu
encies  less than  5.3 x 1012 ions/cm2, the irrad ia ted  region reta ins th e  perpend icu la r  uniaxial 
anisotropy b u t  the coercivity is decreased  by irradiation. For fluencies between 5.3 x 1012
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F igure  41. T h e  c h a n n e l in g  o f  a  part ic le  th ro u g h  a crystal.
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and 1.3 x 1013 G a  ions/cm2, a transition from  perpendicu lar  to in-plane magnetization  was 
reported . Above this fluence, the m agnetization rem ains confined in the  plane of  the film. 
A  transition from ferrom agnetism  to param agnetism  was re p o r ted  at fluencies around  1.3 x 
1015 G a  ions/cm2. For irradiation fluencies, up to about 1.3 x K P  G a  ions/cm2, bo th  grain 
size and texture  in the multilayer increase as the fluence is increased. Larger doses induce 
significant th inning  o f  the multilayer. Analogous effects were noticed in Co/Pt films irradi
ated with H e  ions accelera ted  at 30 keV, at fluencies up to 1016 H e +/cm2 [104]. At fluencies o f  
the o rde r  1016 H e +/cm 2, the Curie tem pera tu re  of  irradiated Co/Pt multilayers is depressed  
from abou t 365 K up  to 280 K. Irradiation  of  Co/Ag multilayers with Si ions accelera ted  up 
to 1 M eV  [106] revealed a con tinuous increase of  the lattice p a ram e te r  o f  A g grains from  
3.98 A to abou t 4.07 A  (typical for bulk Ag) and a decrease in the m agnetoresistance, as the 
fluence is increased from 1013 to 1017 Si/cm2. It was rep o r ted  that fluencies larger than  1017 
Si/cm2 enhance  the coercive field up to about 100 Oe. At low ion fluencies, the  irradiation  
induced a weak demixing of e lem ents [106]. Increasing the fluence Co is progressively seg re 
gated from Ag and an incipient g ranular  s tructure  was noticed above l()lfl Si/cm2. D irectional 
effects in Fe (3.8 nm )/T b  (1.9 nm) multilayers irradiated  with 208Pb ions, accelera ted  up  to 
6 GeV, at a fluence of  5 x 1012 ions/cm2, have been discussed [107].

T he irradiation of  F e ,-C ,_ -V nanocom posites  film with A r f ions accelerated  up to 100 keV 
[107] increases the coercive field from 60 O e to 410 O e, the squareness of  the hysteresis 
loop from  0.24 to 0.72, the blocking tem p era tu re  from 23 K to 220 K, but reduces the 
m agnetization  at sa tura tion  from 830 to 540 em u/cm 3. T he decrease  in the m agnetization  at 
saturation  was assigned to the form ation  o f  Fe-C solid solution (due to the therm al heating  
induced by therm al spikes followed by a rapid quenching). Above the blocking te m p e ra tu re ,  
the sam ples are  superparam agnetic . (P t/Co)„Pt multilayers have been  ir rad ia ted  with He 
ions, accelera ted  at different energies in the range 20 to  100 keV at fluencies o f  abou t 
lO1̂  to 1016 ions/cm2. Directional effects induced by incoming accelerated  heavy ions were 
reported  [107]. In Pt5()M n5() or  C r50M n50 antiferrom agnetic  bilayers the coercive m agnetic  
field decreases as the fluence is increased. In helium irrad ia ted  bilayers contain ing Fe5()M n 5„ 
as an tife rrom agnetic  layer, by increasing the fluence of  incident ions (up  to 3 x 1014 helium 
ions pe r  cm 2), the  coercive field is increased up to a m axim um  value higher by a b o u t  50%  
than the coercive field of the not- irradiated  bilayer. A  gradual decrease of  the coercive field 
toward an  asymptotic  superparam agnetic  sta te  (characterized by a zero coercive field) as the 
ion fluence is fu r ther  increased, was repo rted  [110].

N dFeB  m agnets  have a low Curie  tem pera tu re  (583 K), w hereas  th e  S m C o5 have a high 
Curie te m p e ra tu re  (997 K). Samples o f  Sm C o5 were irrad ia ted  by pro tons  acce lera ted  up to
19.5 M eV  and fluencies ranging between 1013 and 1014 p ro tons/cm 2, at different te m p e ra tu re s  
in the range 300 to 850 K. T he  experimental da ta  indicated that the m agnetiza tion  drops  
dramatically  w hen irradiation tem pera tu re  approaches Curie  tem pera tu res .  It was est im a ted  
that the rad ius  o f  the nucleation cen te r  is abou t 23 nm and  the d iam e te r  o f  the resulting 
dom ain , Dv  is 1300 nm. The au thors  claimed [111] tha t  the  incident particle heats  locally 
the sam ple causing the nucleation of  domains m agnetized in opposite  directions [112].

A  theoretical m odel for the radiation-induced flux loss in p e rm an en t  magnets, based  on 
the assum ption that a large part  o f  the energy of the incoming particle is t ransfe rred  to  the 
lattice by primary knock-on a tom  was suggested [112]. This m odel was tested on experim en ta l  
results rep o r ted  earlier on p ro ton  irradiated  NdFeB p e rm an en t  magnets, with a thickness 
o f  abou t 0.5 mm. T he irradiation was carried out with pro tons  with a fluence o f  abou t 
10!3 p ro tons/cm 2, accelerated  at different energies (14. 16, 18, and 20 M eV), and at various 
tem p era tu res  in the range 22 K to 295 K. T he  energy transferred  to  ta rg e t’s e lec trons  is 
then dissipated within a larger volume (spherical), in which the local te m p e ra tu re  raises 
above the Curie  tem pera tu re .  If the volume of this region exceeds a critical value K*, the 
dem agnetiz ing field flips the electronic spins, and the nucleation  of  a new m agnetic  dom ain  
with opposite  spin direction is triggered. T he model uses two param eters ,  the  radius o f  the 
nucleation  cen te r  R  and the average d iam eter  of  the new dom ains {[),,). T h erm al  f luctuations 
p reclude an exact estim ation of  R. For simplicity, it is assumed that the critical size of
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th e  nuc lea tion  cen te r  is de te rm ined  in the same way as the nuclea tion  volume in magnetic 
viscosity experiments:

H ( = — ------4irN n M s (273)
Kj-'-’M ,

H c is th e  coercive field, e v the domain-wall energy density, K  is a constan t,  M s the  m agne
tiza tion  at saturation. N f) the demagnetizing factor, and V(l the  activation volum e ( Va ~  V *). 
T h e  vo lum e of the spherical nucleation cen te r  in air, in an external m agnetic  field is given by

K e
= -VnTTT- ~  ^ N m  ~ N m ) M s (274)

r a

w here  N DT is the demagnetizing factor associated with the m agnetic  track and  N DS is the 
d em agne tiz ing  factor connected  with the macroscopic shape of  the sample. T he  d iam eter  
o f  the new dom ains was es tim ated to be of the o rd e r  1 /xm, significantly smaller than in 
th e  pristine N dFeB magnets (where Dg is of the o rd e r  of  10 ^ m )  b u t  com patib le  with the 
g ra in  size in melt spun magnets. This indicates a rapid solidification o f  the m agnetic  m ateria l 
w ithin these  critical volumes.

Irrad ia t ion  of  ferrites with swift heavy ions (3.8 Gev o f  129 Xe an d  6.0 G e V  of 208 Pb) 
[115] revealed  also a change in the orien ta tion  of  the magnetization , with a flipping along the 
track  axis direction. T he appearance  of  continuous and hom o g en eo u s  cylindrical am orphous  
tracks was rep o r ted  at an electronic stopping range o f  about 20 keV /nm  [41].

P ro ton  (2.25 M eV ) and electron irradiation (1.25 M eV ) effects on am o rp h o u s  alloys of  Fe- 
Ni-P-B have been  reported  [112, 113]. T he increase o f  Curie te m p e ra tu re  upon irradiation 
was repo r ted .  The  proton implantation (0.25 M eV ) resulted in an inhom ogeneous  sample 
with two-Curie tem pera tures ;  one characteristic  o f  the as-quenched  s ta te  and the o th e r  cha r
acteristic  o f  the irradiation-induced structurally relaxed state. T he  region of enhanced  Curie 
te m p e ra tu re  is shown by electrochemical thinning to extend only to the end  o f  range of  the 
0 .25-M eV  p ro tons  in the materials studied. Relative m agnetic  perm eabili ty  m easurem ents  
in the low-field region indicate an increase in permeability  upon e i th e r  p ro ton  irradiation 
or  the rm al annealing. T he  variation of  the p ro tons  energy in the range 14 M eV  to 20 M eV  
(total dose of  1013 protons) does no t affect significantly the magnetic flux [112]. Irradiation  of 
b iotin  with p ro tons  accelerated up to 3 M eV  (2.4 x 1014 pro tons/cm 2) enhanced  the magnetic  
fea tu res  d u e  to an oxidation reaction that converted Fe2+ ions in to  Fe3+ ions. This reac
tion was assigned to heating effects. Both the Curie  tem p era tu re  an d  the low tem p era tu re  
sa tu ra t ion  m agnetization are increased by irradiating F e vNi(S0_vP ,4B(1 (20 < x  <  34) a m o r 
p h o u s  fe rrom agnets  with proton fluence up to 1016 c m -2. The m agnetic  fea tu res  are constant 
at h igher fluencies [114]. Proton b o m bardm en t at the same fluencies p roduces scattering 
cen te rs  (which may indicate incipient recrystallization, void fo rm ation , and phosphorous  seg
regation) with a size o f  about 16-30 A that are observed by small angle x-ray scattering. 
T he  concen tra t ion  of  scattering cen ters  increases with p ro ton  fluence up to 1016 c m "2, but 
rem ains  constan t  thereafter.

T h e  effect o f  surfaces (and in particular o f  surface roughness) and interfaces on the m ag
netic  fea tu res  is not fully understood. Irradiation  is a s tra ightforw ard modality  to enhance  
in a con tro lled  m an n er  the roughness of  surfaces and to genera te  new  interfaces, because 
of  cooperatively  coupled defects. T he  role of  s tructures in quenching  the m om en ts  and  frus
tra ting  spin alignments may be m odeled  by irradiating perfect ensem bles  o f  spins. In the 
case o f  p ro ton  irradiation, the changes in spin orienta tions m ay result also from  the direct 
in terac tion  betw een  the spin of  the p ro ton  and the electronic spins. Such in teractions would 
shuffle the spin orien ta tions within the latent track, affecting dram atica lly  the m agnetic  state 
of  the nanopartic le . The magnetic anisotropy is also connec ted  to the s truc tu re  o f  the m ag
netic nanom ate r ia ls  although contains contributions due  to small strains, stresses, texturing, 
surface, and interface. T he  proximity-induced effects ( induced m agnetism ) are  of  particular 
im portance  in n an o m e te r  size materials, due to the reduced th ickness o f  the boundaries.
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5 .  C O L L E C T I V E  R A D I A T I O N - I N D U C E D  M O D I F I C A T I O N S  A T  
N A N O M E T E R  S C A L E

Low tem p era tu re  conductivity  m easu rem en ts  show ed tha t  the energy gap of irradiated  C60 
films decreases from  ab o u t  1.97 eV  to almost ze ro  as the fluence o f  Ni ions is increased up 
to  1014 ions/cm2 [117]. R ad ia t ion-induced  am orph iza tion  in ion-beam  irradiated  fullerenes 
was rep o r ted  [117, 118] a long  with the form ation  o f  a nanom eter-s ized  graphitic  material.

T he  irradiation  of  multiwalled carbon n an o tubes  by 1 keV A r+1 ions p roduces the a m o r 
phization of  the carbon  nano tube . It is es t im ated  tha t  the  sensitivity o f  carbon nano tubes  is 
larger than  expected; each  incident ion p roduced  101 defects (driven-out a tom s and vacan
cies) [117]. T he  charge m otion  within a carbon  nan o tu b es  has been  investigated in connec
tion with the  possibility to use carbon  n an o tubes  for beam  bending. It was concluded that 
the charged particle channe ling  through  a carbon  nan o tu b e  is possible and that short carbon 
nano tubes  may be used to bend  the trajectory of  relativistic p ro ton  beam s [119]. T he elec
tron irradiation  (at 300 keV ) o f  a soot conta in ing  predom inan tly  carbon  nano tubes induced 
[120, 122] a change from  nano tubes  to a multiwalled fullerene-like s tructure  (onion).

A  recent study [121] on ion-beam  irradiation effects on  thin carbon films revealed im por
tant differences be tw een  the films rich in s p 1 and sp* carbons [121-123]. The  hardness and 
the elastic m odulus  o f  i p 2-rich am o rp h o u s  carbon  films are  en h an ced  by irradiation due  to 
densification and crystallization. C arbon films rich in s p 3 showed the opposite  modifications 
during ion-beam  b o m b a rd m e n t  and rem ained  am o rp h o u s  after  irradiation. T h e  radiation- 
induced fusion o f  carbon  nano tubes  as well as the possibility to graft various polymers with 
carbon  n an o tubes  [122] will eventually result in high s trength  materials.

T he irradiation  of  polym ers with swift acce lera ted  heavy ions resulted  in the form ation  of 
craters. It was re p o r te d  tha t in PS irradiated  with accelera ted  Au ions the length and the 
width o f  craters  decrease  as the m olecular  mass o f  the  target is increased [124].

Ion-beam  irradiation  o f  n a n o m e te r  sized particles (m ean  grain size o f  abou t 100 nm ) S n 0 2 
p roduced  cylindrical holes; the ir  d iam ete r  was com p ared  with the  therm al spike approx im a
tion predictions. It was found tha t  holes size co rresponds  to the region o f  the particle heated  
above the melting te m p e ra tu re  [125].

5 . 1 .  L a t e n t  T r a c k s

T he  energy released by the impinging rad ia tion  in the target p roduces  primary effects co n 
fined at sub n a n o m e te r  scale. If  the  energy deposited  within the  target is sufficiently high, 
the concen tra tion  of  these  defects is sufficiently large to allow the in teraction  am ong  them. 
Such collective defects  are  observed  starting from  relatively low values of  the energy of  inci
den t  particles. T h e  local dose deposited  a round  the  incident particle trajectory within a solid 
has complex position  dependence .  The  latent track  is a con tinuous collection of  defects, 
extended  at n a n o m e te r  scale. Within the latent track, two regions are  com m only defined; 
an inner region nam ed  la tent track core  tha t  co rresponds  to a highly degraded  material 
and  a p e n u m b ra  region a round  the la ten t track core. F or  an isotropic target, both  core  and 
penum bra  regions have a cylindrical symmetry in a p lane  norm al to the incident particle tra 
jectory within the target.  T he  local energies, d E, deposited  within the core and the  p en u m b ra  
of  such a track by an impinging particle as a function o f  the d istance d from  the incident 
particle tra jectory in the ta rget are [126]

d c o r o  =  ( d E / d x )  , ________ (■d E / d x ) _ d < d

1 ?7rd 2c  ^  47Td2r \ n ( y / e ( d r / d ( ) )  ” 1

/pen (d E / d x ) » Id'£ — ------ r — ~-z—-— — — d c < d  < d P
4 t7y /2. In( y / c (dP/ d c ))

where d ( is the rad ius  o f  the  latent track core, and  dp is the  radius of  the latent track 
penum bra , defined as the m axim um  distance th a t  the  knock on  e lectron is able to  travel 
away from  the incident particle trajectory. T h e  superscrip ts  core and pen indicate the  latent 
track core and  p en u m b ra ,  respectively. T he d iam e te r  o f  the la tent track  ranges from a few
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n an o m ete rs  to  about 100 nm, and the length  of  latent tracks is controlled  by the speed, mass, 
and charge o f  the incident particle as well as by the stopping pow er of  the target.

5 . 7 . 1. Latent Tracks in Polymers and Insulators
T he latent track in polymeric solid-state nuclear  track de tec tors  (SSN T D ) is one of  the most 
know n modifications induced by ionizing radiation in insulators at n a n o m e te r  scale. It has 
b een  exploited for several decades for the  dosimetry o f  charged particles. T he  impinging 
partic le  deposits  a relatively high am o u n t  of  energy a round  its trajectory within the polymeric 
target.  T h e  density of  the energy deposited  by the incident beam  is <b(Se -j- S N), where Se and 
SA a re  the e lectronic and nuclear  s topp ing  powers, respectively, and O is the  flux on incident 
particles. T h ese  experim ental results suggest a huge local heating of the target due to the 
energy  deposited  by the ionizing rad ia tion , as pred ic ted  by several theoretical approaches 
such as C ou lom b explosion model [45, 80], therm al spike approxim ation  [80], o r  the  liquid 
d rop  m odel [127].

T h e  ap pearance  of  latent tracks in insulating m ateria ls  is intimately re la ted  to the stopping 
pow er of  the incident charged  particle  w ithin the target. If the stopping pow er is sufficiently 
low, the density of the energy deposited  by the incoming particle within the target is even
tually not sufficient to trigger the app ea ran ce  o f  la tent tracks. This explains the existence 
o f  a th reshold  value of  the  s topping  power, for track formation. T h e  s truc tu re  and the 
size o f  la tent tracks was proved by microscopy. A tom ic force microscopy (A F M ) studies on 
ion-beam  irrad ia ted  polye thy lcnc te reph ta la te  (P E T ) revealed  the fo rm ation  o f  cylindrical 
cavities in the samples irrad ia ted  with X e  ions holes with a d iam e te r  of  abou t 7 nm and 
o f  hillocks with d iam eters  ranging be tw een  60 nm an d  80 nm presen ting  central cylindrical 
cavities with a d iam ete r  o f  abou t 12 nm  to 15 nm. T hese  modifications describe the A FM  
p ic ture  o f  the la tent track and  the cylindrical hole rep resen ts  the hard  core o f  the track [126].

T h e  m orphology of  la ten t tracks p ro d u ced  by acce lera ted  particles in polymeric m a te r i
als is complex. T he  cross-link o f  m acrom olecu les  within the la tent tracks has been  recently 
re p o r te d  in polydimethylsiloxane, P D M S , irrad ia ted  with carbon ions accelera ted  up to 
204 M eV  [118, 126]. In the case o f  gam m a irrad ia ted  polymers the gel fraction, g, depends 
on the  irradiation (absorbed) dose, D, accord ing  to

G(s)  4800000
1 £  +  n/1 g  2 G(x )  + G ( X ) D M „  ̂ 2?6)

w here  M n is the  numerical average m olecu la r  mass o f  the polymer, G (s )  and G(c)  is the 
n u m b e r  o f  scissions and cross-links pe r  100 eV  of energy deposited  by the  incident par t i
c l e ^ ) ,  respectively. In gam m a-irrad ia ted  P D M S , the gel fraction is ze ro  if the  absorbed dose 
is sm aller  than a critical dose. At h igher absorbed  doses, the gel fraction increases abruptly 
and  approaches  unity. In the case o f  ion-beam  irrad ia ted  polymers, the gel fraction increases 
linearly with the dose [118-126]. This behav io r has been  assigned to the nonun ifo rm  distri
bution of  the energy within the target.

T h e re  is no d irect connection betw een  the gel fraction and the radical yield in polymeric 
materials. At low doses, the  radical yields is almost constant.  By increasing the  dose, the 
radical yield starts  to decrease asymptotically toward zero  [70]. The  simulation was done  by 
assum ing that the  dose distribution within the particle track in a po lym er is analogous to 
the dose distribution within the la ten t track in water, as expressed by Eq. (275). In certain 
polymeric materials, the  la tent track has a com plex s tructure . For example, in polyimides (PI) 
and polyethylene naph ta la te  (P E N ) ir rad ia ted  with heavy ions (Xe, Bi, Kr) accelera ted  at few 
M eV  per  nucleon, it was rep o r ted  [128] tha t the la tent track is characterized  by a fast etching 
rate  (relative to  the pristine polym er) that indicates dom in an t  scission reactions. T he  latent 
track core  has an etchability lower than  the  un irrad ia ted  polymer, suggesting dom inan t cross
linking reactions. A F M  studies revealed [129] a change in the m orphology o f  la tent track at 
a tem p era tu re  identified as the glass transition  tem p era tu re  o f  the polymer. T he  m inim um  
la ten t track d iam e te r  tha t still allows the de tec t ion  o f  tracks in polymers ir rad ia ted  with ions 
is ranging from 26 nm to 32 nm in polyimide and from  11 nm  to 14 nm in polyethylene 
naph tha lene  [128]. The  differential behav io r  o f  different m acrom olecu lar  chains resulted
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in rad ia tion-induced  chain segregation of  block copolym ers  f 130]. The chemical reactions 
triggered by the incident radiation  release a cer ta in  am o u n t  o f  volatiles such as hydrogen. 
The gas evolution at n a n o m e te r  scale in polymeric m ateria ls  during irradiation was s tudied by 
several au thors  [131, 132]. As the irradiation  starts, the  hydrogen concentration  in polymeric 
targets  has a rapid  increase followed by a very slow decay. This  behavior was explained within 
the sa tu ra ted  core approxim ation  [131] by assum ing  th a t  the hydrogen-depleted regions 
(sa tu ra ted  cores) are no m ore  able to  sustain hydrogen production , resulting in a decrease of  
the am o u n t  of  the hydrogen released during po lym er irradiation. The num ber of hydrogen 
a tom s crea ted  p e r  inc ident ion, N ,  depends  on the partic le  range. R , within the polymer and 
on the core cross section, <rr [131J:

- j r  =  - orc R{ 1 -  P){p0 -  p, )  (277)

where p0 is the initial hydrogen concentra tion  in the  target,  p f  is the final hydrogen conten t 
within the target, and  P reflects the  core  overlapping  probability. The rate of hydrogen
genera tion  was re la ted  to  the incident particle flux

~  =  <rpf  R e " ' 1' =  n scS e -"*  (278)

where « sc is the n u m b e r  of  hydrogen a tom s in a sa tu ra ted  core and S is the target area.
This m odel predicts  the release of  a tom ic hydrogen. Such a process is associated with the 
appearance  o f  free radicals in the early stages o f  the polym er irradiation. As free radicals 
genera tion  was not confirm ed  by e lectron spin resonance , it was supposed that hydrogen 
atom s recom bine  locally produc ing  hydrogen molecules. This is a second o rder reaction and 
accordingly the  density o f  m olecular  hydrogen p roduc tion  within the latent track, p H2, for 
each incident ion, /, is given by

dp hi
di

K 2p „ 2 (279)

where K 2 is the constan t  ra te  for m olecular  hydrogen production. Finally, by adding this 
process the following expression for the g en e ra t io n  of  hydrogen molecules has been derived

d p H2 t r ( p „ 1 -  pf ' )e

dt i> [p/ l +0-(Po ' _ p j  ' )*-«*>]
(280)

This expression describes the local yield o f  hydrogen molecules. To be released from the 
polymer, hydrogen m olecules have to  p e rm e a te  th rough  the  polymer. The flux of hydrogen 
molecules re leased from the  polymeric target by irradiation , depends on the flux of  
hydrogen m olecules gen e ra ted  within cores, and on  the diffusion coefficient o f  hydro
gen within the polym er, D H1:

<!>„, =  ( C  D H 2 (  +  +  C „ K 2 (281)

where C , ,  C2, C ,,  and C4 a re  constants. A n o th e r  app roach  to hydrogen release in ion-bearn 
irradiated  polym ers was suggested by Jong  et al. [133].

5.1.2, Latent Tracks in Metals
U n d er  the effect of acce lera ted  charged particles, the local modifications that define the 
latent track are  observed in metallic targets as local changes o f  their  resistivity [ 134— 147]. For 
bulk metallic  samples, no track  form ation  is expected  as the energy deposited by the incident 
particle is rapidly delocalized [ l 38. 139]. Early  experim ents  indicated that the appearance  
o f  tracks in polycrystalline metallic films d ep en d s  on film resistivity and thickness [138]. T he  
com plex process o f  track form ation  in conducting  sam ples  reflects the balance between the 
therm al heating, due  to  the energy deposited  within the  target by the impinging particle, 
and the  rate o f  energy delocalization. If the heat canno t de rapidly delocalized, the ta rget is
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locally melted. T h e  high therm al conductivity o f  the sam ple  results in a quick annealing to 
ro o m  tem p era tu re ,  that frozen in the  local stresses and defines the metallic track [139].

If the energy o f  the incoming particle is sufficiently low, the target resistivity decreases  as 
the  fluence o f  the  incoming radiation  is increased [135]. Al h igher fluencies the resistivity 
o f  the target decreases , as the fluence is increased  [135]. In conducting  metals such as Bi, 
Fe, and  Ti [134, 127], the  resistivity inside the track, p T, is h igher than the resistivity of  
the  n o n ir rad ia ted  metal p„. The modification o f  the resistivity o f  m etals  due  to beam s o f  
acce lera ted  particles has been m odeled  by P o isson’s law [137]

w h ere  pm is the  sa tu ra t io n  value of  the resistivity o f  the ir rad ia ted  m etal,  'P is the fluence of  
incom ing particles, and R ,  is the track radius. T h e  d ep en d en ce  of the  track radius versus the 
e lec tronic  s topp ing  pow er shows a th resho ld  value for track crea tion . S ' . A lower threshold  
value for the e lec tron ic  s topping pow er is associated  with a high e lec tron -phonon  coupling. 
This  allows the  fast t ransfe r  of the  energy transfe rred  by the incident charge  particles to 
the  electrons o f  the  target (with characteris tic  t im es of the o rd e r  10“ 14 to 10"15 s). D ue to 
the  fast energy transfer, the energy can n o t  be sp read  over a large volum e of the materials  
and  a local m elting  of  the m aterial is possible even at relatively low electronic  s topping 
powers. For high e lec tronic  stopping pow er thresholds  the  e lec tro n -p h o n o n  coupling is weak, 
resulting  in a slow transfe r  o f  the energy from the impinging particle  to the e lectrons of  the 
ta rge t  (of the o rd e r  10 13 to 10 14 s in metals). This slower transfe r  o f  energy allows for a 
b e t te r  delocalization of  the  energy; a larger a rea  will be affec ted  by the energy deposited  by 
incom ing particlc , and  consequently  the energy density will be lower.

T h is  approxim ation  is not able to explain the  ion-beam  induced  modifications of  the e lec
trical resistivity in Fe-B am orphous  ribbons. T h e  da ta  w here  accurately  fit within the two 
hit m odel [136], indicating the following d ep en d en ce  o f  the  change  in the sample resistivity 
(Ap) on fluence

w here  <J>(- is a critical ( incubation) fluence, and  D(, is the ra te  of  resistivity increase at the 
beginning of the irrad ia tion  [136].

A lthough gold is an excellent therm al conducto r ,  the an iso trop ic  plastic defo rm ation  from 
spherical colloids in to  ellipsoidal colloids during  the  ir rad ia t ion  o f  Au nanoislands at 45" 
relative to the Si subs tra te  was assigned to  a therm al spike [142-144], This films (of the 
o rd e r  1 nm) depos ited  on silica are easily converted  in nano is lands by irrad ia tion  with A u24 
ions accelerated  up to  1.5 MeV, at fluencies ranging from 10B to 10'^ ions. This is due to the 
rad ia tion-induced  m elting  o f  the Au film co m b in ed  with the  surface tension between liquid 
Au and  Si (gold is no t w etting  Si). T h e  fo rm atio n  o f  craters , islands, and hillocks is a direct 
expression o f  the fac t tha t the energy deposited  by the incident partic lc  canno t be delocalized 
over the Au nanois lands due to the boundary  conditions ( the therm al conductivity of Si is 
p o o r  in com parison  with Au). In the  isolated c luster  m odel, the  largest volum e that can be 
evapora ted  from  the  target by an incident partic le  is [142-144]

w here  E s is the sub lim ation  energy o f  the target m ateria l and  I the m axim um  length of  the 
particle  path within nanopartic les.

Ion-beam  effects in NiTi titanium  indicates tha t  for e lec tron ic  s topping  pow ers iarger than 
46 keV/nm , la tent tracks ap p ea red  solely in the  m artensitic  ph ase  and  not in the austenitic 
one  [145]. This indicated  [145] that track fo rm a tio n  in such alloys is not solely the result o f  
the rm al spikes but involves also a con tr ibu tion  th a t  reflects local s tructure .

P t  =  P o  +  Pijo exp-(7r</)/?-r ) (282)

(283)

(284)
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5.1.3. Latent Tracks in Magnetic Materials
L atent tracks o r  rad ia t ion-induced  continuous collective m agnetic defects  at n a n o m e te r  scale 
were observed in m agnetic  m ateria ls  b o m barded  with accelerated  particles. In this case, 
the “m agnetic descrip tion” o f  the  la tent track is extremely im portan t.  In the  case o f  swift 
heavy ions accelera ted  up  to GeV, the electronic s topping power is larger than the  nuc lea r  
one by th ree  o rd e r  of  m agnitude . T he effects of heavy ions impinging in m agnetic  targets  
is well described by the s topping pow er of  the ta rget against the  incident partic le  [148— 
151]. T he  track form ation  threshold  depends  on the target material. A n  average value for 
magnetic  targets  is abou t 10 keV /nm  [149]. A  transition from  d iscontinuous to con tinuous  
tracks occurs at a threshold  of  about 15 keV/nm  and finally a transition  to hom ogeneous ,  
continuous cylindrical tracks is observed at a threshold  of  about 20 keV/nm . In Y 3Fe50 , 2, 
for stopping powers less than 8 keV/nm, the la tent tracks have a spherica l shape. A t larger 
stopping powers, long cylindrical defects were p roduced  [149] by the b o m b a rd m e n t  with 
accelerated charged particles.

Sm 2F e 17 pow der  with a particle size o f  20-65 ^ m  was nitrided in a flowing mixed gas 
(N H 3 4- H 2) system, mixed with epoxy resins (2:1 by weight) and ir rad ia ted  by Pb56+ ions, 
accelerated  up to 5 GeV, at fluencies ranging from 10n to 1013 ions/cm 2. T h e  irrad ia tion  
produces a param agnetic  phase  and not uniform m agnetic  defects. T h e  fraction  o f  the 
total dam aged  surface, p( F ,  r) depends on the fluence F  and on the la ten t track rad ius  r 
[152, 153]

p ( F , r) =  1 -  e -Anr2F (285)

M ossbauer da ta  were assigned to d iscontinuous tracks with a m in im um  d iam e te r  o f  abou t
1.5 nm. T he  study of the in-plane and out-of-plane cocrcivity indicated  tha t  the  tracks have 
a cylinder-like shape. By increasing the fluence o f  impinging ions from  10,() ions/cm2 to 1014 
ions/cm2, the coercive field ( ^ 0H r ) is raised from abou t 0.3 T  to abou t 1.6 T. T h e  initial 
depinning field is also increased by increasing the fluence.

In garnets  films, coercivity has been induced by etching the latent tracks to crea te  cylindri
cal voids [41]. Coarse  grain powders (grain length larger than 10 /xm) o f  S m 2F e 17N 3 showed 
a very small coercivity, p robably  due to the presence  of  Fc precipitates. Both the  coercive 
field and the threshold  field (the minim um  field required  to  depin  the d om ain  walls from  a 
radiation-induced  defect)  increase sharply beyond a th reshold  fluence o f  2.5 x 1012 ions/cm 2. 
This fluence corresponds to an average distance betw een  pinning cen te rs  o f  a b o u t  7 nm . In 
irradiated m agnetic  m ateria ls  above the threshold  for defects genera tion , the  m orpho logy  is 
changed from a string of  spherical defects to discontinuous cylindrical effects a n d  finally to 
continuous defects as the energy loss, ciE/clx, is enhanced.

The  m agnetic  la tent track has been  s tudied by several authors. A  simple theo re t ica l  model 
was suggested by [111, 112]. T h e  m inim um  energy required  to h ea t  a sp h e re  o f  rad ius  R 
above a critical tem p era tu re  T( r was es tim ated  by assuming that the prim ary knock  of  a tom s 
causes a therm al spike. T he  following differential equations were used to describe  the  energy 
diffusion to the lattice:

—  =  a : V2r  (286)
dt K

Assuming that the  initial tem p era tu re  has a delta  distribution, it is ob ta ined :

/  y w  \>/2 , ,
T( r ,  f) =  (T{ -  r 0) ( — - )  +  T{, (287)

where a  is a constant, 7’, is the initial tem p era tu re  of  the  prim ary knock on a tom , T() is 
the initial tem p era tu re  o f  the  sample, and V  is the  volume of an a tom . To es t im a te  the 
maximum radius o f  the sphere , R , it is assum ed that T ( j \  0  =  TCr — Tc , w h e re  Tc  is the 
Curie tem pera tu re .
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Finally is o b ta in e d

(289)

T em p era tu re  7j is re la ted  with the kinetic energy of the primary knock on atom:

Ekin = -KfiCT'i -  T0) (290)

where

(291)

E im is the  kinetic  energy of  the impinging particle, 6 the scattering angle, m l the m ass o f  the 
impinging a tom , a n d  m 2 is the mass of  the target a tom. T h e  cross section can be ob ta ined  
by in tegrating  the C oulom b scattering cross section over angles larger than  0min:

T he relative change  in the m agnetiza tion  is

w here NP is the  n u m b e r  o f  incoming particles, K jn is the  grain  volume, is the  sample
volume, and  P  is given by the produc t between the total cross section o f  the sample and the 
thickness o f  the  m agnetic  him, L, given by

w here n is the  ion density o f  the sample.

5.1.4. Models for Latent Track Formation
5.1.4.1. C o u lo m b  E x p lo s io n  M o d e l This m odel assum es that the dom inan t  effect of 
the energy depos ited  at nan o m e te r  scale around  the incident particle trajectory within the 
solid target consists o f  a high density of  local excitations and ionizations. This cooperative 
region o f  ionizations a round  the incident particle track is no t in equilibrium, and conse
quently  a tom s from  the  solid target a re  ejected into the nonexcited part  o f  the  target via 
C ou lom b  repulsion [155]. T h e  C oulom b explosion is the result o f  the  electrostatic  in terac
tions be tw een  the  transiently  ionized atoms o f  the target. Because of  C oulom b explosion, 
the  ionization track p roduced  by the energy deposited  by the impinging particle within the 
target is converted  into an area  of  dam aged  m aterial that defines the  la tent track.

5.1.4.2. T h erm a l S p ik e  D escr ip tio n  T herm al spike descrip tion  is a therm odynam ic  
m odel. It assumes that the interaction  of  charged particles with condensed  target occurs in 
two steps; in the  first step, the charged particle interacts with the  electrons of  the target and 
deposits  within the  ta rge t  an energy tha t  is p roportiona l to the electronic s topping pow er [97, 
147, 148, 153-161]. This  increases the  tem p era tu re  of  the free  e lectrons gas up to a te m p e r
a tu re  TE. In the  second  phase, the interactions betw een e lec trons and the  lattice result in an 
energy transfer  from the electronic gas to the target tha t enhances  lattice vibrations, raising 
the  te m p e ra tu re  o f  the  target. Frequently  the role o f  e lec tron-electron interactions in the 
energy transfer  from  the electronic gas to  the lattice is neglected. A n im portan t p a ram e te r  is 
the m ean  diffusion length. In insulators such as S i 0 2 [97], the therm al extends up to  about 
101 nm from the incident particle trajectory within the target and last fo r  10_IS s to 10“ 10 s. 
At 0.5 nm  from the  incident particle track in S i 0 2, the local tem p era tu re  exceeds 5500 K 
while at 10 nm the local tem pera tu re  is about 800 K [97, 159],

(292)

P = iutL (294)
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The differential equa tions  that describe the therm al spikes are  [147, 148]

c s ^ r  = V (k ;.;V-X,-) -  g(TE -  Tl ) +  B(r ,  t)
(295)

p C L{TL) - ^  =  V ( k , VT , )  +  g(TE -  Tl )

where C f  is the e lectronic specific heat, C L is the  lattice specific heat,  TE is the tem p era tu re  
of  the electronic gas, TL is the lattice tem p era tu re ,  k e  is the  e lectronic  therm al conductivity, 
k i is the lattice therm al conductivity, g  represen ts  the e lec tro n -p h o n o n  coupling constan t,  
and B ( r , t) depends  on beam  characteristics. T he  p a ra m e te r  g  is p ropo rt iona l  to the recip
rocal of  the e lec tron-phonon  interaction mean time.

Taking into account the cylindrical symmetry of  latent tracks results [159, 161]

1 cf j  dTE

, dl )  i a (  dl )  \  (296)

where according to 8 theory the function B ( r , t ) rep resen t in g  the energy  density pe r  unit 
time may be written as a Gaussian  distribution

B ( r , 0  =  B uSre-H 'W -'"* '2"?' (297)

where t() is the  m ean  flight time of secondary  (5) e lec trons  pe rp en d icu la r  to the incident 
particle trajectory.

In a first-order approxim ation, the energy transfer  from  hot e lec trons  to the lattice is 
p roportional to the difference betw een the TF and TL> w here  TL is the  lattice tem p era tu re .  
Finally, the  model corre la tes  the e lectronic stopping pow er to  the  track radius. T he  therm al 
spikes have cylindrical symmetry. T he tem p era tu re  d is tr ibu tion , T(r \  t) defined as the te m 
pera tu re  m easured  at a point s ituated at the d istance r from  the incident particle tra jectory 
and at a time /, is

T(r ,  t) =  7's +  A r ( / \  / )  (298)

where Ts is the substra te  tem p era tu re ,  and & T ( r , t )  m easu res  the increase in th e  target 
tem pera tu re  in the poin t characterized by the position r  a t the m o m e n t  /. For simplicity, it 
was assum ed [150, 154, 155] that the tem p era tu re  profile has a G auss ian  distribution

A T (r, t) =  - 0 —  exp - ( 299)  
7rq-( t )  <7 ( 0

where q(t )  is a function that d epends  on the the rm al diffusivity o f  the target, and  Q is 
re la ted  to the energy released within the target by the im pinging particle. Actually [150],

=  gS, -

p Q

where g S r is the fraction of  energy deposited  by the incident beam  into the track through  
electronic in teractions between the incident particle an d  the e lec tron ic  cloud of the target, R 
is the radius of  the m elted  region, Cs is the specific hea t  o f  the target,  p is the target density, 
and L  is the la ten t h ea t  of  phase transfo rm ation  (m elting). F or  simplicity, it was assum ed
that the volum e of th e  am orphous  phase p roduced  by the incident ion is p roportiona l to
the volum e of the m elted  region. T he  m axim um  track rad ius  is ob ta in ed  from the condition  
dr / d l  — 0 at A7 — T{] — Tsf -  Ts .
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T h e  m odel predicts the following dependence  of  the effective track radius, R,  on the 
e lec tron ic  s topping pow er of  the  target, S(. [150, J54. 160, 162]

w h ere  Tu is the  maxim um  te m p e ra tu re  of the phonon  system, g is a fitting p a ram e te r  defining

is the initial Gaussian  width o f  the  tem p era tu re  distribution (at the  highest tem pera tu re) .  
In the the rm al spike m odel, the  energy-deposited  profile is converted  into a tem pera tu re  
profile and it is fu r ther  delocalized  over the target by therm al diffusion. The a tom s within 
the la ten t tracks are d isp laced  o r  e jected  from  the surface if the ir  energy  exceeds a barr ie r  
limit. M ost s im ulations o f  la ten t tracks within the therm al spikes approx im ation  are based 
on  the assum ption  that the n u m b e r  o f  ions ejected from the target p e r  incident ion depends 
o n  (d E J d x ) 2. Recent s im ula tions suggested the possibility o f  a p rocess  in which the a tom  
yield, Y A, d ep en d s  linearly on the  s topping pow er [155]

w here  is sp ik e ’s radius, £ c-of.h  'k ^ e  cohesion energy o f  the target,  n is the density, and 
Cs is a constan t  o f  the o rd e r  o f  10" ' .  This model assumes that as a result o f  the thermal 
spike, a region o f  the m ateria l  is m elted  and a pressure  wave is p ro d u ced  within the target. 
T h e  energy transport  is con tro l led  by the com petit ion  be tw een  these  factors. M olecular 
sim ulations suggested tha t  the C o u lom b  explosions and therm al spikes in sem iconductors 
refer  to  the early and late stage o f  the  ionization track p roduced  by an impinging particle.

T he  therm al spike m odel predicts  a radia tion-induced am orph iza tion  of  the sample. This 
results from the fast cooling o f  the sample from a tem p era tu re  far above the melting tem 
p e ra tu re  to the substra te  te m p e ra tu re ,  it is im portan t to m ention  tha t  tracks were noticed 
also in ionic crystals assum ed  non-am orph izab le  [159]. In materials  such as A F 0 3- S i0 2, such 
an am orph iza tion  process tr iggered  by ion-beam bo m b ard m en t  has b een  rep o r ted  [42]. The 
critical am orphization  dose D is re la ted  to the irradiation  tem p era tu re  T  via an activation 
energy E AA

w here  C  is a constan t and D {] is the am orphiza tion  dose ex trapola ted  at 0 K. It is im portant 
to m en tion  that ion-beam irrad ia tion  is able to produce not only the am orph iza tion  but also 
the crystallization o f  am o rp h o u s  alloys. Such a modification has been  recently  observed in 
Fe7, 5C u N b ,S i ,Vc Bi; ir rad ia ted  with 5 G e V  Pb ions at a fiuence of  107 io n s /n r  [163]. Although 
the local rise o f  the te m p e ra tu re  above 520°C is required  to  explain the  crystallization of 
the a m o rp h o u s  alloy, the unexpec ted  behavior comes from the fact th a t  the rapid cooling 
to  the substra te  tem p era tu re  was not able to d isorder the material. It was concluded that 
the crystallization was due to local stress relaxations triggered by the incoming particle and 
not by the heating  of the sample.

T h e re  is a d eba te  regard ing  the applicability of the therm al spike descrip tion  to  radiation- 
induced  modifications in polymers. A  com pu te r  s imulation [164] o f  the local heating of  P E T  
targets  subjected to an ion-beam  irradiation with ions accelera ted  at  1500 eV, at current 
intensities o f  1.0 A /n r  resu lted  in a ra the r  m odest heating of the target.

In insulating targets  such as polymers, the local tem p era tu re  dec reases  very fast as the 
radial d istance from the incident particle trajectory is increased. F or  Au ions accelera ted  at

(301)R

with

(302)

the  efficiency o f  energy transfe r  from  the incident particle to the th e rm a l  spike, and  q(Q)

for (303)

(304)
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20 M eV  p ro jec ted  o n to  P M M A  targets, the local hea ting  est im a ted  at 20 nm from the cen te r  
o f  the  track  is ab o u t  200°C a n d  lasts for ab o u t  3 x 10"9 s. This tim e is short in com parison 
with th e  relaxation tim escale  for m acrom olecu lar  chain, a lthough [165] it is sufficient to 
affect the  polym eric  segm ents . T h e rm a l  spikes descrip tion  has also b een  used to simulate 
the fea tu res  o f  la ten t  tracks in metallic targets  [147, 148]. M any papers  have focused on the 
ap p ea ran ce  an d  p a ra m e te rs  o f  tracks in irrad ia ted  condensed  targets  [166-172].

5.1.4.3. T h e  L iq u id  D rop M o d e l  T h e  liquid d ro p  m odel is based  on the therm al spike 
descrip tion  [127, 156]. T he  radial dose distribution in sam ples ir rad ia ted  with charged par t i
cles (for the  cases in which the  e lectronic  s topping pow er is larger than  the  nuclear one) has 
been  ca lcu la ted  [68, 173-175], assum ing a decrease  of  the  local deposited  dose proportional 
to  the square  o f  the  d is tance  from the  incident partic le  tra jectory  within the solid and an 
energy cutoff. In -dep th  studies of the  in teraction  o f  charged partic les with polymers revealed 
that the  th resho ld  for la tent track ap pearance  is n e i the r  the 1.7-nm critical dose (i.e., about 
25 kGy for m ost polym ers) no r  th e  66%  m ean  energy loss density [156]. T he  experimental 
da ta  were s im ula ted  by using a modified version of  the M arlow e 12 code, adap ted  to include 
both  elastic and  inelastic  collisions. A  description o f  the local heating  is ob ta ined  by solving 
in cylindrical co o rd in a te s  the following differential equa tion  [127]:

dt \ p c j
VQ (305)

w here  k  is the  the rm al conductivity, Q  is th e  total energy t ransfe rred  by the e lectrons to the 
lattice ( Q  =  £ cias +  ££inei)> 8  a  p a ra m e te r  that identifies the  transfer  o f  the inelastic energy 
transfer  to the  target,  E  is the  elastic energy transfer  to the matrix, and  £ ine, represents  the 
inelastic energy  t ran sfe r  to  the polymeric target.

If R r is the  theore tica l radius o f  the  track and R cxp the  experim enta l one, the following 
re la tionship  is observed:

/?exp[nm] =  16.5 nm  +  1.3/?, [nm] (306)

T he  m odel p red ic ts  the  existence o f  la ten t tracks even for e lectron ic  s topping  pow er lower 
than th e  th resho ld  value of  320 eV /nm , derived from Szenes criter ion [176, 177] for Makrofol 
E. T h e  liquid d ro p  m ode l  allows for th e  app ea ran ce  o f  la ten t tracks at lower s topping  powers 
than o th e r  descrip tion , in ag reem en t  with experim enta l da ta  [127]. Nevertheless, although 
the ag re e m e n t  be tw een  theore tica l  predic tions and  experim enta l d a ta  is im proved by this 
model, th e re  are  still significant discrepancies.

In m agnetic  insulators, the  dam ag e  efficiency, Djr is defined as the ra tio  betw een  the  latent 
track a rea  an d  the  s topp ing  pow er [151]

D F =  (307)
E ( d E / d x )  K ’

where R r is th e  la ten t  track radius. In the  case of  iron yttr ium  garnets ,  D t does  not have 
a l inear d ep e n d e n c e  on the s topp ing  power. For the low-velocity regime, a maximum of 
the inflicted dam age  in the ta rget is observed at abou t 25 keV/nm . In the high-velocity 
regime, the dam ag e  efficiency increases as the s topping pow er is increased for 0 up to 
abou t 25 keV /nm . L arger  s topp ing  powers are  no m ore  capable  o f  affecting the damage 
efficiency. A  m axim um  in the d iam e te r  o f  the latent track d iam eter ,  equal to abou t 13 nm, 
was observed  for impinging particles capable  of  t ransferr ing  to  the target abou t 30 keV/nm. 
The m orpho logy  o f  rad ia t ion-induced  defects  d epends  on the s topping  power. At stopping 
pow ers sm aller  than  5 keV /nm , the defects  are  isolated and  the ir  es t im ated  d iam ete r  is up 
to a b o u t  0.5 nm. T h e  shape of  these defects is almost spherical and the e lectronic stopping 
pow er is la rger  than  the nuclear  one.

5.1.4.4. L a te n t Track in M eta llic  M a g n e tic  M ateria ls a s  a R e s u l t  o f  P o in t D e fe c ts  
C lu ste r iza tio n  In crystalline metals , the  incident rad ia tion  p roduces  point defects. Frenkel 
defect is o n e  o f  the  simplest defects  genera ted  by irradiation . T he  concen tra t ion  of point 
defects  is dynamic, and  the equilib rium  value co rresponds  ro the  equilibrium  between
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genera t ion  reactions,  recom bination reactions, defect c lusterization , and  in te rac tion  with 
sinks [146]. M obile  defects are able to diffuse within the la ttice  of the  target.  This qualitative 
p ic tu re  is described  m athematically  by the following set o f  equa tions  (written for tracks with 
cylindrical symmetry):

dn, v \
r D , ^ - j f ) ~ R L v  + G LV

(308)

dn, y - i l (
dt r dr V
Dy., = Dl ,e

G,,v = (K  -

_ ( I
R,.y = 2v J -

2 N„

1/3

w here  superscrip ts  M  and  F  indicate m igration and fo rm ation ,  and th e  subscripts /  an d  V  
re p re sen t  interstitials  and vacancies. D I and D v are  the diffusion coefficients o f  interstitials  
and vacancies, and  D (j and D y  are the  diffusion coefficients for interstitials and  vacancies, 
ex trapo la ted  a t  very large tem pera tu res .  In Eq. (308), k  identifies the  substage  o f  th e  stage 
(defined  by / ) ,  k {) rep resen ts  the total n u m b er  o f  stages, n is the co n cen tra t ion  o f  po in t 
defects, G  is the  local e lectronic energy loss responsible  for po in t-defec t g enera tion ,  and 
R j is th e  recom bina tion  rate. Q  are  the activation energ ies  fo r  various defects  at d ifferent 
s tages, N a is the  a tom ic  density, vD is the  Debye phon o n  frequency, an d  a  is the  n u m b e r  of  
interstitial positions [146]. T he  tem p era tu re  T  is a function o f  the e lec tron ic  s topp ing  pow er 
and o f  the  e lec tro n -p h o n o n  coupling factor. It depends  also on the th e rm al  p ro p e r t ie s  of  
the target.

5 . 2 .  I o n i z a t i o n  o f  N a n o m e t e r - S i z e d  M e t a l l i c  C l u s t e r s

T h e  fate  o f  the energy  deposited  within the target by the incident rad ia tion  is governed  
by the  energy requ ired  to ionize the a tom s and the m olecule  o f  the target.  F or  a spherical 
metallic  c luster, confined at nan o m ete r  scale, it is possible to consider the e lec trons  as a gas 
o f  free  e lec trons confined within a sphere  of  d iam ete r  D.

T h e  one-d im ensiona l  m odel of the effect o f  confinem ent on the energy levels o f  the
elec trons  in a metallic  c luster is ra the r  well described by the  simple q u a n tu m  well p roblem .
A ssum ing  tha t  the  po ten tia l  outside the sphere is very large (a t  limit tend ing  to infinity), the 
energy  levels o f  confined electrons are  [14-16, 22, 24]

E n =  - ^ ~ 2 (309)
8 m eaz

w here  n  is an in teger  (quan tum  num ber) ,  and h is P lan ck ’s constant.  H ence , the  ioniza
tion po ten tia l  is expected  to increase as the size of  the confinem ent is depressed . D eta i led  
e xperim en ta l  and  theore tica l studies confirmed the  d ep e n d e n c e  of the ionization  energy of 
a spherical cluster, E f ,  on the radius o f  spherical clusters [178-182]

*>(V p4-
E? = E , + —  + 0 ( R - 2) (310)

w h e re  £ ,  is the ionization energy of  the macroscopic  m ateria l ,  and o’ is a constan t.

5 . 3 .  P h o t o e l e c t r i c  E f f e c t  o f  N a n o m e t e r - S i z e d  M e t a l l i c  C l u s t e r s

T h e  classical theory  o f  the  photoelectric  effect was discussed in a p rev ious section. T he  
classical q u an tu m  approach  showed no corre la tions  betw een  the th resho ld  frequency  o f  the 
incom ing  e lec trom agnetic  radiation  or  the num ber  o f  em itted  pho to e lec tro n s  and  the size of  
the  m etallic  target. Relatively recent d a ta  proved tha t this approx im ation  fails for metallic 
ta rge ts  confined at n a n o m e te r  scale [183, 184]. T h e  main reason  for this change  resides in 
th e  d e p e n d e n c e  of  the  energy necessary to remove the e lec tron  from the  metallic  surface 
(work function), which increases slightly as the size of  the metallic  partic le  is decreased .
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The simple q u an tu m  well model shows tha t as the size of  the confinem ent is reduced , 
the energy  levels o f  the  confined e lectron shift to higher values. This provides a qualitative 
basis for the  u n d e rs tan d in g  of the effect o f  confinem ent on the work function. A  classical 
explanation  for the size d ependence  o f  the work function was suggested by W ood [184]. From  
the effect o f  the  surface shape on the image potential, he es tim ated the  re la tion  be tw een  the 
work function  o f  an ideal plane E w and  the w ork function for a spherical metallic particle
of rad ius  R , E§,

E * = E W + - ^ —  (311)
327T£()R

T he  yield o f  p h o to e lec tro n  generation , Y,  is defined as the ration betw een  the n u m b e r  of  
p h o to -em it ted  e lec trons  and the n um ber  of  incident photons. N ear  threshold , the  Fowler- 
N ordhe im  law connec ts  the yield o f  pho toe lec tron  genera tion  to the energy o f  the incoming 
pho ton  ( h v ) an d  the w ork function, E w \

Y  (v)  =  K ( h v  — E w )2 (312)

where K  is a constan t.  Experim ental da ta  [183, 184] revealed that the  p h o toe lec tron  yield
is e n h an ced  by up to  two orders  o f  m agnitude  in small metallic clusters relative to  bulk
m acroscopic  metallic  surfaces. T he  changes in the photoelec tr ic  effect as the size o f  the 
metallic ta rgets  is sh runk  to n an o m e te r  scale is a strong indication abou t size effects in the 
in te rac tion  be tw een  th e  radiation and targets  confined at n an o m e te r  scale.

5 . 4 .  T h e  S t o p p i n g  P o w e r  o f  N a n o m e t e r - S i z e d  M e t a l l i c  C l u s t e r s

T h e  s topp ing  pow er o f  nanom eter-s ized metallic clusters to low-charge ions (typically singly 
charged  ions) at fairly low incident kinetic energies was recently s tudied from b o th  experi
m enta l and  theore t ica l  s tandpoints  [182]. At low incoming energies, the  charge of  the  im ping
ing partic le  is sh ie lded  by the delocalization of  the ta rg e t’s e lectrons located  in the valence 
band , resulting in a pertu rba tion  in the e lectron density o f  the target. T he unexpected  result 
will be  the  dom inancy  o f  the e lectronic stopping pow er over the nuc lear  one  (assigned to 
elastic in te rac tions  o f  the incident particle  with the target). T he  experim enta l delta showed 
a w eak  dec rease  o f  the loss energy as the n u m b er  o f  a tom s (in the  c luster)  is decreased .

5 . 5 .  T h e  E f f e c t  o f  I r r a d i a t i o n  o n  t h e  E x c h a n g e  B i a s e d  F i e l d

An in te res t ing  consequence  o f  the irradiation o f  m agnetic nanopartic les  consists in the 
capability to  contro l,  suppress, and even reverse by irradiation in external m agnetic 
field the exchange bias [185-187]. T he  sensitivity' o f  the exchange bias field in fcrro- 
m agne tic /an tiferrom agnetic  structures  (sandwiches, bilayers, and  multilayers) to interface 
exchange in terac tion , interface roughness, magnetization , and ferrom agnetic  layer thickness 
was con firm ed  by the strong effect o f  ionizing radiation  on such s truc tu res  [185-187]. It was 
re p o r te d  [185] tha t  it is possible to control the  exchange bias field by ir rad ia tions with H e 
ions acce lera ted  up to 60 kV, at fluencies ranging betw een  1014 and 1017 H e V c m 2.

Bilayers consisting  o f  ferrom agnetic  5-nm Fe()1gNi08l film and 10-nm Fe05M n0 5 an tife rro 
m agnetic  film, grown on therm al oxidized Si substrates, heated  (after  deposition) below Neel 
te m p e ra tu re ,  and  slowly cooled in an externa! m agnetic  field o f  abou t 500 O e  ( to  initiate 
exchange bias field) were irradiated. T he  irradiation was done with helium ions accelera ted  
up to  10 keV  at fluencies ranging from  1013 to 1016 helium ions/cm 1 [186]. D uring  irrad ia
tion. a m agnetic  field of  1000 O e  was applied  parallel o r  antiparallel to  the exchange bias 
field. I f  the  ex ternal magnetic field applied during  irradiation is parallel to  the exchange bias 
field, an e n h a n c e m e n t  o f  the exchange bias field was reported  by increasing the fluence of 
helium ions u p  to  abou t 3 x 1014 ions /en r .  By increasing fu rther the fluence. the  exchange 
bias field is gradually  decreased  tow ard  zero. If the external magnetic field app lied  during 
i rrad ia tion  is an tipara lle l  with respect to  the exchange bias field, by increasing the  fluence 
up to  abou t 3 x 10i4 ions /en r ,  the  exchange bias field reaches a m axim um  negative value.
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Larger fluencies would continuously reduce the bias exchange field to  zero. T he  ex p e r im en 
tal d a ta  are  discussed within a simplified model that assum es that the rad ia t ion -induced  
m odifications of  the exchange bias field are due to defects. T he  norm alized  concen tra t ion  
o f  de fec ts  in the bulk an tiferrom agnetic  layer is N r w hereas  N f is the total concen tra t ion  
o f  defec ts  in the interface. If all a tom s in the an tife rrom agnetic  phase  have been  displaced, 
N v =  1. It was assum ed that the m agnitude  o f  the exchange bias effect is linearly p r o p o r 
tional to  the num ber  of  displaced atom s within the fe rrom agnetic  layer. This hypothesis  is 
su p p o r ted  by current models, which assume that exchange bias field, / / eb, is p ropor t iona l  
to  the  n u m b e r  o f  domain walls. It was assum ed that the defects g e n e ra te d  at in terfaces  are 
d o m in a te d  by mixing effects, which reduce the effective exchange coupling across fe r ro m a g 
n e tic /an tiferrom agnetic  interface. For simplicity, an exponentia l decay o f  exchange coupling 
as a function o f  N f was considered. T he final expression o f  the norm alized  exchange field is

% ^ T = ( 1  ± a P t N)e - y»N (313)
eb

w here  N  is the  total num ber  of  impinging ions, a is the  efficiency o f  vo lum e defects  to 
modify / / ch, and  b reflects the efficiency of  interface defects to modify H cb. T h e  sign 
indicates that the irradiation is carried  ou t in a m agnetic  field parallel to  the initial exchange 
bias field, and  the minus reflects tha t the irradiation was carried  o u t  in a m agnetic  field 
an tipara lle l  to the initial exchange bias field. T he probability o f  displaced a tom s p e r  incom ing 
ion and p e r  unit length, estim ated  by T R IM  simulations, is p , and  t is the  th ickness o f  the 
anti fe rrom agnetic  layer. In deriving this expression, the following re la tions  w ere  considered :

^  =  p i  M  _  N y ( N ) )
d N  1 L ^  ;J (314)

N , ( N )  =  y N

w here  y  is a proportionality  factor. The  decrease in the exchange bias field is largely c o n 
tro lled  by the interfacial mixing that reduces  the exchange coupling w h e reas  the c rea t ion  of  
p inning sites in the antiferrom agnetic  layer, at low fluencies, is responsible  for the e n h a n c e 
m en t o f  the exchange bias field.

Sam ples  o f  a bilayer consisting of  5-nm ferrom agnetic  film o f  FeNi and  a 10-nm an t i fe r 
rom agnetic  layer o f  FeM n were irradiated  by H e  ions, accelera ted  up  to  60 keV, at fluxes 
o f  abou t IQ1-’' ions /cn rs  and fluencies ranging betw een 1012 and 1017 ions/cm 2 [186]. It was 
re p o r te d  tha t the exchange bias field is decreased  by irradiation. T em p era tu re  effects have 
b een  excluded. For Fe5l)M n5() an tiferrom agnetic  bilayers irradiated  in a paralle l m agnetic  
field the  exchange bias field p resen ts  a sharp  increase as the ions fluence is increased  up 
to a b o u t  10N helium ions/cm2, followed by a weak decrease  toward a ze ro  exchange bias 
field at fluencies g rea te r  than 10b ions/cm2. If the external m agnetic  field is antiparalle l 
with the exchange bias field, the exchange-biased field is reversed. F luencies larger than
3 x 1014 helium ions per cm 2 decrease the exchange bias field tow ard  zero. In the case o f  
Pt50M n 50, the exchange bias field is decreased  as the ion dose is increased, for bo th  parallel 
and  antiparalle l  orientations.

5 . 6 .  l o n - B e a m  M i x i n g  o f  M a g n e t i c  M u l t i l a y e r s

T he  d isp lacem ent of  a tom s due to nuclear interactions was speculated  in thin m agnetic  m ul
tilayers to produce  magnetic g ranu lar  films with enhanced  colossal m agne to -res is tance  c a p a 
bilities. Most studies were focused on the Fe-Co-Pt system. Ion-beam  mixing o f  m agnm etic  
multilayers, ion beam grafting, cross-linking and  polymerization reactions, and  n a n o p o w d er  
p roduc tion  by high-intensity short-pulse irradiation are  the very first app lica tions  o f  ionizing 
rad ia t ion  in nanom ateria ls .  Radia tion-induced  fabrication o f  tem pla tes  has b een  used for 
several decades to build various s tructures  (such as nanowires) at n a n o m e te r  scale.

5 . 7 .  I o n - A s s i s t e d  M o l e c u l a r - B e a m  E p i t a x y

Ion-assisted molecular-beam  epitaxy ( IA M B E ) is an em erging  techn ique  for the produc tion  
o f  n anom ate r ia ls  that exploits the benefits o f  ionizing radiation at n a n o m e te r  scale. T he
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g r o w t h  o f  th e  s u r f a c e  in I A M B E  is ty p ica l ly  a  d i f f u s i o n - l i k e  p r o c e s s  [188]:

+ s
dt d x - dx

(3 1 5 )

where  N  is the num ber  of  defects, V  is the surface grow th rate , x is the distance from the 
moving surface, D is the diffusion constan t at the  irrad ia t ion  tem p era tu re ,  and S is the  source 
function represen ted  by the defect profile p ro d u ced  by the  incident beam . Such a simple 
m odel results in values too  low for the pre -exponen tia l  fac to r  o f  the  diffusion constant.  For 
this reason, a cascade-assisted diffusion was considered . In  this case, th e  impinging particle 
genera tes  a cascade. T h e  cascade recovery has two com ponen ts :  an a therm al recovery and a 
therm al recovery. T he  therm al recovery reflects th e  local hea ting  of the  target by the energy 
deposited  by the incident particle. F or  a target ch arac ter ized  by the  therm al conductivity k, 
h ea t  capacity Ch, and  density p , the te m p era tu re  at the position  x  at the  time T  is

T( x ,  t ) =  Ts +
47T K t

exp
p C hx 2 
47T K t

(316)

w here  Ts is the substrate  tem p era tu re ,  and Fd r ep resen ts  the heat p roduced  by the imping
ing beam per  unit length. The therm al spike will affect the  defect migration. T he  num ber  
o f  jum ps per  unit time for a defect with an activation energy  £.AS and  an a ttem pting  fre
quency f s is

V-JzsIIp- ■ r  2 7TX dx f exp
■h) ■%

E AS

K BT ( x , t )  J
-  exp

E A S

K BTs J
(317)

w here  J 1NC is the  flux o f  incident particles, and K B is B o l tz m a n n ’s constan t.  T he  p a ram e te r  t0 
reflects the initial width of the spike, supposed  to  have a cylindrical symmetry. The effective 
diffusion coefficient was defined by using Eq. (317):

D — D, 1
fs

+  exp 'AS
K bTsJ ]

(318)

T h e re  is a critical tem pera tu re  for therm al species (T C T S). Below this tem p era tu re ,  the 
defect-diffusion is cascade-assisted, and above it the  defect-d iffusion is thermally activated. 
T he  critical tem p era tu re  is defined by the expression

Tcrs =
-AS

K B \ n ( f s / 77)
(319)

5 . 8 .  R e c e n t  A d v a n c e s  i n  R a d i a t i o n  D o s i m e t r y  a t  N a n o m e t e r  S c a l e

A great effort has been  m ade  to improve the actual rad ia t ion  de tec to rs  up to the  poin t where 
it will be possible to  test and eventually to  refine the pred ic tions  o f  nanodosim etry . A lthough 
such efforts [189-192] are beyond the goals o f  this con tr ibu tion , it is worth m ention ing  
briefiy som e of the most im portan t achievem ents . Shchem elin in  et al. [189, 191] suggested 
that a resolution (a t  tissue equivalent scale) o f  abou t 1 nm can be achieved by collecting 
and counting the positive ions produced  during  the  in te rac tion  o f  the  impinging radiation  
with the matter. An im proved ion-counting n a n o d o s im e te r  was recently  proposed  [190|. De 
N ardo  et al. [190] focused their  efforts  tow ard  a track d e te c to r  designed as an ensem ble 
o f  e lec trodes able to collect the e lec trons a t a very small scale. T h e ir  aim was to  m easure  
the ionization cluster distribution at a given distance (a t  n a n o m e te r  scale) from  the  track of 
a charged particle within a co ndensed  target. The  lateral extend o f  ionization events for a 
particle with an energy of about 1 M eV /am u is typically ex tending  up to about 200 nm, from 
the incident particle tra jectoiy within the  target.
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6 . C O N C L U S I O N S

T h e  main e lem ents  associated  with the in teraction  betw een  ionizing radiation and condensed  
targets  were reviewed. A lthough it was recognized that the  actual models are  able to describe 
the  in teraction  betw een charged  incident particles and the e lectronic cloud of  the target with 
a fa ir  accuracy, the difficulties o f  projecting the dosim etry  concepts at n anom ete r  scale were 
critically reviewed.

T h e  na tu re  and  the ex ten t o f  the defects p ro d u ced  within condensed  targets by the im ping
ing radiation  depend  at a certa in  extend on the na tu re  o f  the incident radiation. An incoming 
spinless charged  particle will in terac t with the target th rough  direct collisions and C oulom b 
in teractions. If the energy o f  the incoming particle is sufficiently large, the bremsstrahlung 
con tr ibu tion  has to be added , and  it will be necessary to analyze fu r ther  if the trail o f  defects 
(p roduced  by accelera ted  e lectrons, ions, o r  e lec trom agnetic  rad ia tion) is not able to modify 
fu r th e r  the physical and  chem ical p roperties  o f  the target.  Even if the incoming radiation 
consists solely o f  charged particles, the  prim ary in teraction  be tw een  impinging charged p a r 
ticles and the a tom s o f  the  target will result in a tom  excitations and  eventually ionizations. 
T h ese  a tom s a re  responsible for the emission o f  e lec trom agnetic  qu an ta  and  finally for an 
irrad ia tion  o f  the  ta rget with e lec trom agnetic  radiation. The  energy deposited  within the 
ta rg e t  by the C oulom b in te rac tion  betw een the incident charged particle and the e lectrons 
o f  the  target is eventually responsib le  for a cloud of  acce lera ted  e lectrons (secondary or 
8 e lectrons)  tha t are also irrad ia ting  the target. Eventually, som e nuclei may be activated 
during  the in teraction  o f  the target a tom s in the incident particle and  may fur ther  irradiate 
the  target by radioactive decay. T h e  detailed  and precise estim ation o f  the energy deposited  
within the target,  requ ired  to  properly  es tim ated  the dose, is no t such a simple task. These  
difficulties w ere  discussed in detail, aiming at the  conceptual differences betw een dosimetry 
and  nanodosimetry.

Historically, rad ia tion-induced  defects  in condensed  m ateria ls  w ere  divided in to  ionizing 
and  non-ionizing effects. T he  ionizing (non-ionizing) radia tion  te rm  was in troduced  to point 
to incident radiation  (no t)  capable  o f  producing  ionizations within the target. T he  simplest 
criterion for an ionizing rad ia tion  would reflect its capability to transfer  to an atom  o f  the 
condensed  ta rget an a m o u n t  of  energy  at lcasl equal to the smallest ionization energy for 
a solid. The  m ain  w eakness o f  this definition resides in the heating  of  the target during 
irrad ia tion  tha t  will reduce  the  m in im um  ionization energy, in the possibility o f  non linear  
processes such as multiple q u a n ta  excitations an d  ionizations, and  in the possibility of  ca t
alyzed (synergetic) ionizations assisted by neighboring atoms. As a result, ionization products 
may eventually be observed even in targets irrad ia ted  by the  so-called non-ionizing radiation.

T h erm al  spikes description is based  on the hypothesis tha t the interactions betw een the 
incident particles and the ta rget results  in huge local tem p era tu res  over short time periods. 
For example in polymers such as polyethylene irrad ia ted  with n itrogen ions accelerated  up 
to 20 keV, the local t e m p e ra tu re  within the ta rge t  (a long the incident particle track) should 
be as high as 104 K  for 10 10 to 10-9 s [61]. Spectroscopic  investigations showed tha t the 
local tem p era tu re  in ir rad ia ted  polym ers  is significantly lower, reaching no m ore  than 400 K 
in irrad ia ted  P E  [61]. This is n o t  in itself at variance with the therm al spike description. 
Such “ heat pulses” should  be extrem ely  short, while the m easu red  increase o f  the sample 
tem p era tu re  was averaged over a huge time in com parison  with the timescale o f  therm al 
spikes. Nevertheless, we may imagine an alternative picture  for the delocalization o f  the 
energy deposited  by the incident particle; First ionization processes will rem ove electrons 
from  the target. Finally, the  ta rget will be su r ro u n d e d  by a conducting  electron plasma that 
will allow the efficient de localization  o f  the energy deposited  by the incident beam  without 
a huge increase of  the target tem p e ra tu re .

T he  reduced num ber of  in terac tions betw een the incident particle and the nano ta rge t  is 
a n o th e r  extreme, as the cu rren t  dosim etry  and m icrodosim etry  app roaches  are based on 
statistical concepts. Hence, the  descrip tion  of  the in teraction  be tw een  an incident charged 
particle and the nuclei o f  a n an o fea tu re  is associated  with large fluctuations. T he  statisti
cal charac ter  and the associa ted  increase in the accuracy of theore tica l predictions will be 
reach ed  again solely in studies  over a huge ensem ble  of  isolated nanofeatures .  In such cases,
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the averaging over large ensem bles  of  nanofeatures  will result in a relatively good ag reem en t 
between nanodosim etry  and dosim etry  predictions.

At this stage, the accum ula ted  experim ental da ta  provide strong support  for the fu ture  
developm ent of  nanodosim etry . However, the main concepts o f  this deve lopm ent have to  be 
be tte r  defined and empirically tested . T he first problem o f  nanodosim etry  is the  “ invariant.” 
M acrodosim etry  was built  exploiting the invariance of  the  mass o f  the target. A t n an o m e te r  
scale, we proved tha t this approx im ation  is too strong. Will the  length of  the  n an o fea tu re  be 
the next invariant? This seem s to  be the m ost logical step. Dosim etry , including m icrodosim e
try, represen t basically nonrelativistic  approaches. How im portan t  are  the chemical bond  
strengths and the nuclear  in terac tions in the energy balance necessary to es tim ate  accurately 
the energy deposited  o r  em itted  by the nanom eter-sized target? Is the  B o rn -O p p e n h e im e r  
approxim ation still valid in the  case o f  the interaction of  an incident particle with a nan o s tru c 
ture, and at w hat extent?  F u n d am en ta l  questions are  waiting for answers. T h e  recent da ta  
points toward L E T/stopping  pow er as nanom eter-scale  possible substitu tes of  dose. Local 
changes of  the physical p ropert ie s  o f  the target (such as the shift o f  the glass tem p era tu re  
[193]) may be responsible for the evolution of nanotargets  subjected to  ionizing radiation.

The  last section was focused on latent tracks, defined as a collection o f  local (n a n o m e te r 
sized) chemical and physical modifications of  the target due  to  the in teraction  with ionizing 
radiation. T he  d iam ete r  o f  la tent tracks is usually in the  range 1 nm to few h u n d red s  of 
nanom eters . Latent tracks, gene ra ted  by a huge local heating, are  probably  the classical 
nanom eter-scale  effect o f  the in teraction  between an impinging particle and  a bulk, m ac ro 
scopic target. T he m ain fea tu res  of  nanotubes are  h idden  in two contributions: the  heat 
genera tion  and the heat diffusion. As a first-order approxim ation, the  heat genera t ion  will 
not be dramatically affected by the nanom eter-sized confinem ent. It was shown in some 
simple cases (effect o f  confinem ent on the ionization poten tia l  [15]) tha t these  con tr ibu tions 
are easily em bedded  in the actual formalism. T h e  real problem  of nanodosim etry  is the  heat 
transfer. No “n ano  effects” will be observed unless the length(s) o f  the ta rget is significantly 
smaller than the d iam e te r  o f  the la tent track p roduced  by the sam e particle  in the same 
target. T he  nanodosim etry  will describe what is happen ing  when a particle hits a ta rget with 
at least one linear d im ension  smaller or  equal to the la ten t track d iam eter .  T he  observed  
difference will result from  the  boundary  conditions im posed to the heat flow (due to the 
finite size of  the target). H uge  local tem peratures ,  at very short timescales, over extremely 
reduced volum es are  expec ted  to result from the in teraction  o f  the incident partic le  with the 
nanostructure .

To conclude, the in terac tion  betw een  solid target (e i ther  nanoconfined, nano s tru c tu re ,  or 
macroscopic) and the ionizing particles occurs at su b -nanom ete r  scales, an d  it is accurately 
described by the theoretical models. This process results in physical and chem ical modifi
cations o f  the target at n a n o m e te r  scale that are described with a fair accuracy by existing 
models. A lthough the difficulties o f  nanodosim etry  have “apparen tly” a technical n a tu re ,  it 
is significant to  m ention  tha t the  nanom eter-s ize  confinem ent is expected to bring new p ro p 
erties and results ra th e r  than  the m echanism  o f  in teraction  between the cha rged  particle and 
the target in itself. M ore  intriguing results are expected from the studies concern ing  the in te r
action o f  ionizing radia tion  with nanostruc tu red  materials, due to the in te rac tions  be tw een  
nanofeatures . M any applications are expected to em erge . Some of them  (ion-beam  mixing 
o f  m agnetic multilayers, ion-beam  assisted m olecular-beam  epitaxy) were briefly discussed.
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Boltzmann distribution, 115, 692, 694-695, 

698-699, 751 
Boltzmann equation, 347 
Boltzmann factor, 442 
Boltzmann sampling, 348 
Boltzmann weight, 699 
Bond constraint, 631 
Bond-length potentials, 641 
Born approximation, 747 
Born exclusion mechanism, 110 
Born-Markov approximation, 34. 42 
Born-Oppenheimer approximation, 79, 613, 760 
Boudouard reaction, 318 
Boundary value diffusion problem 

statistical averaging of, 517 
Boundary value problem, 522, 532 
Bragg peak, 745-746 
Bragg peak region, 768 
Br-Au bonded system, 709-710 
Bremsstrahlung radiation, 743. 745 
Brenner potentials, 648, 650 
Bridge-site binding, 710 
Brillouin function, 753 
Brillouin zone, 607
Broyden-Fletcher-Goldfarb-Shanno (BFGS) 

algorithms, 449 
formula, 456 

Brunauer-Emmett-Teller (BET) method, 333 
Buckingham potential, 623 
Bulk adsorbate density, 334 
Bulk density, 334, 354 
Bulk diffusion coefficients, 114
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Bulk freezing temperature. 338 
Bulk macroscopic metallic surfaces, 798 
Bulk mole fraction, 367 
Bulk pressure. 348
Burgers vector, 221, 224-225, 238-239, 241, 

506, 535, 539-541, 546-549 
Butler-Volmer approximation, 697

c
CaCl2 rejection, 109, 141, 143 
Calculated rejection

relative deviation of, 172 
Caldeira-Legget model, 42 
Calibrating interactions, 366 
Canonical Monte Carlo simulation, 364 
Canonical partition function, 695 
Carbon and fullerene kinetics, 253 
Carbon and nickel clusters 

combined, 272 
nanotube scheme, 272 

Carbon arc reactors
analysis and modeling of, 276 
arc process, 277 

Carbon atom -carbon atom radial distribution 
function, 364 

Carbon atom mole fraction, 292 
time evolution of, 291 

Carbon-carbon collision time, 286 
Carbon-carbon distances. 650 
Carbon chemical reaction mechanisms, 315 
Carbon chemistry model, 312 
Carbon cluster mole fraction 

time evolution of, 292 
Carbon clusters, 253, 272, 275

thermodynamic coefficients for, 256-258 
Carbon cluster vapor, 294 
Carbon dioxide-hydrogen mixture model, 373 
Carbon-injection simulation, 309 
Carbon molecular-sieve membranes (CMSMs), 

673-674
Carbon nanotube cluster distributions, 321 
Carbon nanotube formation, 269 

carbon vapor models of, 269 
Carbon nanotube reactions 

formation of, 268 
Carbon nanotubes, 272, 606, 669 

growth, 296, 304 
Carbon plumes

edge propagation of, 311 
in laser ablation, 305, 307 
inviscid solution of, 305 
propagation, 312-314 

Carbon species concentration, 302 
Carbon species conservation, 301 
Carbon vapor models, 269 
Carbon vapor/nickel catalyst model, 274 
Carnahan-Starling equation, 345 
Car-Parrinello Lagrangian. 663

Car-Parrinello method, 662, 665 
Cartesian coordinates, 615, 631 
Cartesian coordinate system, 506, 535, 539 
Cascade-producing irradiation, 530 
Cauchy kernel function, 218-219 
Cauchy relation, 642 
Cauchy-type singular equation, 220 
Cell model, 511 
Cell-periodic part, 658-659 
Center of mass (CM) 

frame, 725-726 
kinetic energy, 409 
mean velocity, 419 
momentum, 410 
motion, 411, 415 
oscillates, 413 
position, 409, 760 
system, 760 
velocity, 409-414, 419 

Ceramic flat-sheet membrane, 106 
Ceramic membrane

hydraulic permeability rates, 108 
module with a stainless steel, 107 
NaCl rejection, 108 
narrow pore size distribution, 104 
PEG rejection, 110 

Ceramic titania nanofilter, 154 
CFCMS carbon fiber, 359 
Chain-of-states methods, 461-462 
Chains display bistability, 423 
Charge configurations, 36 
Charge-density waves, 403 
Charge-dipole interaction, 644 
Charged nanofiltration membranes, 110 
Charge transfer, 78 

function, 709-710, 759 
matrix elements, 16 
statistics, 41 

Charge transport process, 30 
Charging energy limited tunneling, 780 
Chemical molar production, 289 
Chemical potential, 87, 346, 370 

gradient of, 442 
reference, 370 
spatially nonuniform, 441 

Chemical rate equations, 508 
Chemical rate theory, 510 
Chemical reaction rates, 62 
Chemical recombination reactions, 775 
Chemical relaxation processes, 86 
Chemical surface area, 356 
Chemical vapour deposition (CVD), 576, 648 
CHEMKIN 

code, 308, 315, 320 
database, 290 
notation, 293 
software, 314 

CHEMKIN collection, 286 
Chirality

of organic molecules, 575 
Chiral nanotube, 606
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Classical balance equation, 512 
Classical evolution equation, 74 
Classical mechanics approximation, 727 
Classical shuttling 

of particles, 6 
Clausius-Claperon equation, 308 
Climb edge dislocations, 218, 227 
Close-laying sink configurations, 523 
Cluster-adsorbate interaction, 578 
Cluster configurations, 77 
Clustering reactions, 783 
Cluster recombination, 784 
Clusters, 577
CO adsorption, 566, 571, 572 
Coadsorption study, 587 
Coble creep equation, 220 
Coherent transfer

by a movable grain, 26 
of cooper pairs, 26 

Collision diameter. 622 
Collision frequency function, 261 
Collision process, 735-737 
Colossal magnetoresistance effect, 19 
Commensurate registry, 391 
Complementary metal-oxide-semiconductor 

(CMOS) 
chips, 438 
technology, 438 

Compton effect, 740, 742 
Computational algorithm, 664 
Computational fluid dynamic (CFD) 

analysis, 319 
analyzer package, 314 
code, 307, 317 
methods, 304 
modeling, 315 
reacting-gas, 317 
simulations, 255, 304, 319 
techniques, 305 

Computational modeling, 604 
Computer simulation

of nanofiltration membranes and processes, 
93

Concentration deviations 
first-order, 524 

Concentration locality principle, 519-520, 523 
Concentration moment, 524, 527 
Concentration polarization. 100, 169, 175, 206 

in cross-flow filtration. 99 
Condensation pressure, 339 
Condensed-phase optimized molecular 

potentials for atomistic simulation studies 
(COMPASS), 652 
force field. 653 
potential used. 652 

Conductivity
temperature independent. 751 

Configurational-biased Monte Carlo (CBMC) 
method, 677 

Configurational energy. 487 
Conjugate-Gradient (CG) method. 617 618

Conjugate-Gradient technique, 614 
Conservation equations, 289 
Conservative force, 393 
Constrained diffusional creep, 220 

mechanism of, 218 
Constrained dynamics, 630 
Constrained grain boundary diffusion 

with threshold stress, 227 
Continuous diffusion equation, 508 
Continuous time lattice kinetic Monte Carlo 

(CT-LKMC), 510 
Continuum expression, 485 
Continuum mechanics analysis, 218, 234 
Continuum mechanics model, 245 
Continuum modeling, 217, 228 

basics of, 217 
Continuum models, 612 
Continuum theory

diffusivities from experimental data, 245 
modeling the experimental results with.

242-245 
to experimental results, 243 

Convective hindrance factors, 204 
Convective molar flux density, 99 
Conventional rate equation, 516 
CO • 0 2 binding configuration 

schematic drawing. 586 
CO • 0 2 complex, 587, 588 
Cooper-pair box, 26 

single, 26-29, 32-33 
Cooper-pair hybrid 

single, 31 
Cooper pair number, 29 

operator, 30 
Cooper pairs, 5, 26-27, 30, 34 

basic principles, 29 
between disconnected leads, 32 
charge, 32 
exchange, 31 
scatters, 29
shuttling of, 27, 32, 33, 42 
single, 27-29 
transfer, 42-43 
transportation, 32 
tunneling, 26-28, 31 

Cooper pair shuttling 
noise in, 42 

Coordinate system rotation matrix, 537 
Coordination number, 580. 645 
CO oxidation. 584-585 
CO oxidation turnover frequencies. 578 
Core cross section, 790 
Core overlapping probability, 7CA) 
Correlation function expression, 87-88 
Corrugation potential. 700. 706, 708-709 
Coulomb

attraction. 654 
cross section, 730 
explosion model. 789, 7^3 
forces. 72l)
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interactions, 740, 743. 755 
like potentials, 730 
scattering, 729-730 
scattering cross section, 793 

Coulomb blockade, 24, 27, 31, 44, 46 
double junctions. 38 
effects, 24 
junction, 37 
limitation, 10 
of tunneling, 45 
orthodox theory, 44 
phenomenon, 2, 4, 7, 9 
soft, 3
system, 3, 7-8 
threshold voltage, 10 

Coulomb blockade system 
shuttle regime, 50 
static regime, 50 

Coulomb dot, 7
electrical charge by, 7 

Coulomb electrostatic forces, 3 
Coulomb force, 9, 71 
Coulombic forccs, 635 
Coulombic interactions. 349, 637, 638, 653, 

657
long-range, 349 

Coulomb interactions, 2 
Coulomb islands, 24 
Coulomb potential, 630 
Coulomb repulsion, 45, 613 
Coulomb staircase, 7-8, 10, 46 
Counting field, 40 
Coupling matrix element, 79 
Coupling weakness, 47 
Coverage configurations, 710 
CPU processor time, 311 
CPU-time, 467-468

expensive calculations, 454 
Crack-like stress field, 234 
Critical damping, 395, 400 
Critical lateral stress, 224 
Critical stress intensity factor, 225-226 
Critical temperature for thermal species 

(TCTS), 800 
Critical voltage 

dimensionless, 49 
Crude nonlocal approximation, 372 
Crystal expansion volumes, 477 
Crystal potential energy, 444 
Crystal radius, 114 
Crystal surface, 478 
Crystal symmetry axes, 537 
Crystal vibrational entropy, 475 
Crystal volume, 478 
Crystal volume change, 475 
Curie temperature, 756, 785-787, 792 
Current density, 512, 531 
Current fluctuation, 35 
Curvilinear coordinate system. 305 
Cut-off characteristics, 108-109

gap, 780 Cutoff function, 646, 649 
Cutoff techniques, 635 
Cylindrical pore model. J28 
Cysteine, 595

enantiomeric forms, 595 
stable configuration, 595

D
Damped dynamics, 416 
Damping mechanism, 394 
Dangling-bond vector, 648 
Darcy hydraulic permeability, 125 
Dateo model, 268 
Davidon-Fletcher-Powell (DFP) 

algorithms, 449 
formula, 456 

cl- band
illustration, 564 

</-band model, 563-565
interaction of atomic level, 563 

c/-band shift, 567
de Broglie wavelength, 5, 344, 677 
Debye-Huckcl approach, 126 
Debye-Huckel statistics, 638 
Debye lengths, 115, 116, 140, 176 
Debye phonon spectrum, 466 
Debye temperature, 751 
Decomposition mechanism, 317 
Decomposition reactions, 262 
Decomposition/recombination reactions, 265 
Defect formation 

energy, 475, 481, 485 
volume, 474 

Defect-free lattice, 466 
Dcfect-host interaction potential, 483 
Defect relaxation volume, 475 
Deflection angle, 747 
Deformation mechanisms, 238, 240 
Degradation mechanism, 782 
Degree of freedom 

single continuous, 698 
Degree of swelling 

at equilibrium, 776 
Delay time, 609 
Delta distribution, 792 
Demagnetizing factor, 787 
Density functional model, 372 
Density functional theory (DFT), 330, 344, 360, 

370, 558, 559, 614. 654-656, 678, 692, 697 
ab initio pseudopotential, 665 
algorithms, 561, 562 
approach, 347, 371, 481 
approximation, 346
calculations, 562, 697, 703, 705, 707-708 
cells, 709
characterization method, 356 
classical, 343 
computations, 658
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estimation, 705
in planar symmetry, 356
interaction energy analysis, 711
methods, 345, 371
model, 370, 373
SDA2 version of, 359-360
supercell, 707
total energy calculations, 710 

Density-independent weight functions, 345 
Density matrix, 33 
Density matrix element, 83 
Density operator, 52 
Depinning energy, 408 
Depinning force, 407 
Derjaguin, Muller, Toporov (DMT) 

model, 388-389 
Descent minimization 

steepest, 452-453 
Desorption isotherms, 339, 677 
Deterministic mechanics, 624 
DFT calculations, 574, 578, 580, 582, 586, 588, 

590, 592
DFT-GGA calculations, 561, 566, 578 
D FT+ materials characterization software, 345, 

359
DFT methods, 594 
DFT study, 573, 575, 585 
Diagonal density matrices, 38 

number-resolved, 38 
2,3-Diamino- 1-propanethiol (DAPT), 575 
Dielectric constant

of silica-based nanoporous material, 610 
Dielectric interactions, 110 
Differential algebraic equations (DAE), 291 
Differential cross section, 728 
Differential flux energy, 738 
Diffusing particles, 441 
Diffusion

activation enthalpy, 476 
activation volumes, 476 
anisotropic, 506 
anisotropy tensor, 501 
at atomic length scale, 443 
coefficient tensor, 490, 527-528 
current, 527 
entropy, 476
equations, 489, 490-492, 500, 514, 517, 527 
in solids, 344
jump, 457, 461, 464, 468, 476, 489, 491, 504 
mechanisms, 439. 443 
particle, 499 
potential, 119 
processes, 783 
steady-state, 500, 526 
stress effect on, 488 
tensor, 442, 491, 498, 501 
transport rates, 508 

Diffusion activation volumes
phenomenological relations tor. 476 

Diffusional creep. 235, 237, 240 
constrained, 235-237. 242-243

Diffusion anisotropy 
mechanism of, 545 

Diffusion coefficient, 99-100, 169, 206, 419, 
444, 474-476, 497, 499, 534-536, 797 
effective, 800 
for oriented defects, 492 
for small strains, 501 
in strained lattices, 501 
in unstressed material, 494 
partial, 496 
preexponent, 442 
stress-free, 505 
tensor, 442 

Diffusion equation 
anisotropic, 525 
continuous, 508 
particle, 520 
quasi steady-state, 514 
steady-state, 524 

Diffusion limited cluster-cluster (DLCC) 
aggregation, 670-672 

Diffusion-stress coupling tensor, 502 
Diffusion wedge, 218 

force balance on, 226 
Diffusive hindrance factors, 118, 204 
Diffusive molar flux density, 99 
Dimensionless surface energy, 261 
Dimer drift velocity, 419 
Dipolar interaction model 

simplified, 703 
Dipole-dipole interaction, 349, 595, 644 
Dipole-dipole repulsion, 572, 703 
Dipole interaction force, 226 
Dipole tensors, 472, 474-475, 477, 479, 485, 

487-488, 491, 501, 507, 534-535 
averaged, 504-505 
deviatoric, 506 
matrix representation, 502 
microscopic derivation of, 472 
numerical techniques for estimation of, 

481
Dirac delta-functions, 345. 515, 518 
Discrete models, 612 
Dislocation

bias factors, 537, 543
Burgers vector, 540
climb contribution, 541
coordinate system, 537
creep, 539
density, 532
interaction, 543
length, 541
loops, 530, 545, 549
movement geometry, 540
network contribution, 540
nucieation, 226-227
orientations. 540, 541., 543, 547
stress field, 532
velocity, 540
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Dislocation behavior
transmission electron microscopy 

observations of. 238 
Dislocation loop 

Burgers vectors. 546 
Displacement vectors. 483 
Dissipation, 385 
Dissipation rates, 51. 52, 56 
Dissipative nanostructures, 9 
Dissociating electronic capture, 758 
Dissociative adsorption, 712 
Distribution function, 33 

one-cluster, 516 
one-sink, 520 

DMC model, 715 
DMC simulations, 713-714 
DNA-base molecules, 593 
Domain-wall energy density, 787 
Donnan effect, 102 
Donnar. equilibrium. 101, 176 

establishment, 102 
Donnar. exclusion, 154 
Donnar partition coefficient, 154 
Donnar. partitioning, 127 
Donnan potential, 121-123 

interlacial, 123 
Donnan-steric-pore model (DSPM), 128 
Dose

definition, 762 
equivalent, 737 
rate, 737 

Dosimetry, 762
Downhill simplex algorithm, 372 
Dresner type 1 solutions. 123 
Dresner type 2 solutions, 124 
Drift mction. 726 
Drift vebcity, 417, 424—425 
Driven charge shuttle, 40 
Driven cynamics, 416 
Driven notion, 416 
Driven s/stems, 420, 423 
Dual coctrol-volume GCMD technique 

(DCYGCM D), 679 
methcd, 679, 681 
simulaions, 680 

DubininRadushkevich isotherms, 368 
Dumbbel interstitials, 504 
D undur’: parameters, 225 
Dynamicil variable, 630 
Dynamic friction, 384-385 

cartooi description of, 384 
Dynamic friction coefficient, 383 
Dynamic frictionless superlubric regime, 415 
Dynamic modulation function, 421 
Dynamic Monte Carlo (DMC) 

algoritim, 705 
model 704
simulaions, 700-701, 707. 711-712, 714 
treatment, 706 

Dynamic structural fluxionality, 585 
Dyson ecuation, 84

E
Economic efficiency parameters, 197
Edge propagation, 311-312
Effective lossy medium, 510
Effective membrane charge density, 129, 144
Effective membrane thickness, 129
Effective pore radius, 129
Effective potential, 655
Efficient summation technique, 640
Eigenvalue equations

one-electron self-consistent, 654 
Eigenvector following method, 457 
Einstein summation rule, 442, 470, 494 
Elastic collision, 723

ideal one-dimensional, 723 
Elastic deformation

on microscopic diffusion parameters, 470 
Elastic interaction energy, 505-506 
Elastic interaction model, 531 
Elastic intrachain interactions, 384 
Elasticity theory, 477-479, 485 
Elastic moduli, 486-487 

anisotropy mechanism, 544 
Elastic one-dimensional collision, 723 
Elastic scattering, 741 
Elastic strains, 527 
Elastic stresses affect, 470 
Elastic variable, 480 
Elastodiffusion, 536, 547 

mechanism, 545 
Elastodiffusion tensor, 501-502 

eigenvalues, 502 
in cubic lattices, 503-505 

Electric arc zone, 294 
Electric filtration potential, 123-124 
Electrocatalytic surface reactions 

modeling of, 691 
Electrochemical nanofabrication, 592 
Electrochemical potential, 703 
Electrokinetic surface charge density, 153 
Electromagnetic radiation, 741 

on targets, 741 
Electromechanical coupling, 46 
Electromechanical coupling constant, 48 
Electromechanical instability, 3 
Electron (defect) density, 773 
Electron density, 654 
Electronic charge transfer process, 6 
Electronic friction, 391 
Electronic gas phase reactions, 287 
Electronic structure calculations, 565 
Electronic thermal conductivity, 794 
Electronic wave functions, 661 
Electron micrograph

schematic representation, 105 
Electron mobility, 750 
Electron-phonon coupling, 791
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Electron-positron pair, 742 
Electron shuttling 

experiments on, 23 
Electron spin resonance (ESR), 720 
Electron stimulated desorption ion angular 

distribution (ESDIAD) measurements, 572 
Electron stopping powers, 771 
Electron transfer reactions 

introduction, 62 
Electron-vibron interaction, 3 
Electron-water potential, 69 
Electron waves, 13

classical shuttling of, 13-15 
Electrophoretic mobility, 154-155, 159 
Electrostatic phase, 30 
Electrostatic potential, 637 
Electrostatic repulsive interaction, 573 
Electro-transport (ET) theory, 116 
Electroviscosity coefficient, 125 
Eley-Rideal mechanism, 585 
Embedded-atom (EA) model, 641-644 
Embedded-atom-method (EAM ), 592 
Embedding continuum, 481 
Embedding energy, 642, 643 
Empirical mixing rule, 223 
Energy barrier parameter, 697 
Energy conservation, 301 
Energy conservation law, 729, 742 
Energy-deposited profile, 795 
Energy dissipation, 392 
Energy equation accounts, 296 
Energy extremum position, 458 
Energy flux, 313 
Energy function value, 453 
Energy minimization techniques, 615, 616 
Energy surfaces, 696 
ENP ion flux equations, 133 
ENP model, 140 
ENP system, 126 
Enthalpy diffusion, 301 
Entropy variation, 476 
Equal mixing adsorbed solution theory 

(EMAST), 371 
Equation of motion (EOM ), 46, 52, 53, 632 
Equatorial plane, 585 
Equidistant input configuration, 406 
Equilibrium heat, 342 
Equilibrium lattice-gas model, 703 
Equilibrium lattice position, 491 
Equilibrium molecular dynamics (EMD) 

simulations, 679 
Equilibrium Monte Carlo 

method, 704 
simulations. 706 

Equilibrium saturation number density, 261 
Equilibrium statistical mechanics. 347 
Equilibrium vacancy concentration, 538 
Equilibrium vacancy position, 478, 488 
Eshelby factor, 479 
ET model, 127
Euclidean dimensionality. 670

Euler equations, 305
Euler-Lagrange equation, 346, 352, 356, 370 
Evaporation coefficient, 261 
Evaporation rate coefficient, 272 
Evolution equation, 307 

for the coefficients, 79 
Exchange biased field, 798 

effect of irradiation on, 798 
Exchange-correlation density functional, 

660-666
Exchange-correlation energy, 655-657. 660, 

664, 707
Exchange-correlation functional. 560, 597 
Exchange-correlation potential. 560. 657. 665 
Excitation processes,

of atoms and molecules, 758 
Excitation transfer, 759 
Experimental probes of friction, 386

atomic force and friction force microscopes, 
386

commensurability, 390 
dependence of friction on contact area, 388 
load dependence, 389 
quartz crystal microbalance, 387 
velocity and temperature dependence, 389 

Extended Nernst-Planek (ENP) equations, 114 
117, 126, 130-131, 169 

Extended Nernst-Planck (ENP) ion flux 
equations, 117, 141 

External energy, 634
Ewald-summation method (ESM), 636, 637

F
Fano factor, 37-39
Fast Fourier transform (FFT) methods, 352 
fee crystal, 562 
FCC lattice, 625
Fecd-and-bleed structure, 164-165 

of pressure pipes, 165 
Feed-side concentration, 193 
Feed-side flow velocity, 100 
Feed-side mass transport coefficient, 100, 173, 

206
Feed-side mass transport parameter, 175 
Feed-side pressure loss, 205 
Feed volume flow. 97 
Fermi-Dirac statistics, 750 
Fermi energy, 563. 564. 594, 750 
Fermi level, 750, 780 
Fermi Ulam Pasta chain, 413 
Ferrimagnetic materials. 757 
Ferromagnetism, 754, 786 
Feynman's path integral approach, 67 
Feynman's predictions, 604 
Fibonacci numbers, 405 
Ficks law, 442. 531 
Field-programmable gate arrays. 438 
Film-substraie interface, 217-23S
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FilmTec® membrane elements. 174 
Final cross-links density. 779 
Final state effects. 569 
Finite element simulation. 26 
Finite-size effects, 623 
Finite size scaling. 468, 623 
First Fourier component. 396 
First-order additive approximation. 520. 

525-526
First-order concentration moment. 521, 528 
First-order perturbation. 678 
Fixed-volume ensemble. 694 
Fletcher-Reeves algorithm. 454 
Floating-point operations, 625 
Flory theory, 779 
Flow domain gridding, 308 
Flow field solution procedures, 309 
Fluctuation-dissipation theorem, 36, 432. 416 
Fluctuation theorem, 431 
FLUENT computer code, 302, 319-320 
Fluid dynamics equations. 275 
Fluid-fluid interactions, 335 
Fluid-fluid potential interactions, 678 
Fluid nonlocal character, 345 
Fluid sliding state, 422-424 

call, 422 
called, 422 

Fluid-surface interaction, 335, 338 
Flux density, 116, 118 
FMT weight function, 356-358, 360 
Fock operator, 613, 614 
Fokkcr-Planck equation, 496 

formalism, 538 
Force-decomposition (FD) algorithm, 668 
Force-field calculations, 594. 595 
Force fields, 640 

classification, 651
for organic and polymeric materials, 651 
potentials, 641 

Force splitting approach, 627 
Fouling, 101
Fourier component, 85, 407 
Fourier transform. 35, 85, 407-408 

exponential growth, 414 
Fourier transformed coordinates, 412 
Fowler-Nordheim law, 798 
Fox-Flory equation, 778 
Fox-Lockashek equation. 778 
Frank-Condon principle, 761 
Free Au„ cluster. 578-579 
Free clusters. 577 
Free energy

along the reaction coordinate, 66 
as a function of the position, 70 
barrier, 336, 350. 465 
calculations, 339 
curves, 87 
density, 345 
functions, 87 
maximum. 65 

Free-radical generation. 770. 772

Free turbulent jet 
semicmpirical theory, 292 

Frenkel-Kontorova (FK) chain, 408 
Frenkel-Kontorova (FK) model, 382, 384, 

390-391, 405, 414, 425 
driven, 426 
dynamic, 408, 426 
incommensurate, 408 
potential energy. 404 
static, 404 
undamped, 403-416 
undriven, 403-416 

Frenkel-Kontorova (FK)-Tomlinson model, 408 
Frenkel pairs, 530 
Freundlich-type behavior, 136 
Friction coefficient, 431 
Friction force, 393. 398, 402-403 
Friction force microscopes, 386 
Friction parameter, 629 
Full charge density, 709 
Fullerene, 252 

carbon black, 294 
distributions, 253 
model, 254 

Fullerene mole fraction, 292 
lime evolution of, 292 

Full spatial extent, 296 
Fundamental measure functional (FMF), 345

G
Gas adsorption isotherm, 369 
Gas chemical species, 311 
Gas-gas interactions, 347 
Gas-gas interaction strengths, 339 
Gas-liquid surface tension, 335 
Gas mixture adsorption, 367 
Gas phase molecular species, 288 
Gas-phase species, 298 
Gas-solid interaction, 353 
Gas-solid potential, 353 
Gas-surface interactions, 365, 370, 372 
Gate voltage control, 11 

of shuttle mechanics, 11 
Gate voltage resonant transfer, 45 
Gauss-Chebyshev quadrature, 220 
Gaussian

distribution function, 54, 300, 432 
functions, 75 
like peak, 350 
random numbers, 432 
theorem, 477 

Gaussian distribution, 636, 747, 775, 794 
Gaussian width, 795 
Gauss' law, 114
Gauss-Ostrogradsky theorem, 512 
Gel dose. 776
Generalized gradient approximation (GGA), 

560, 657, 697
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Generalized gradient-corrected exchange 
correlation functional, 708 

Generalized master equation, 17 
Generating function, 41 
Generic grand-canonical model, 698 
Geometry-dependent constant, 223 
Ge-vacancy complex, 482 
GGA calculations, 572 
GGA-DFT calculations, 564-567, 569 
GGA-PW91 functional, 568 
Giant magnetotransmittance effect, 21 
Gibbs adsorption equation, 347 
Gibbs adsorption isotherm, 676 
Gibbs ensemble, 349-350 
Gibbs ensemble Monte Carlo (GEMC) 

kernel, 368
simulation, 349, 360-362, 364 

Gibbs free energy, 36, 253 
Gibbs method, 350 
Gibbs-Thomson effect, 538 
Gibbs-Thomson relation, 514, 538 
Girshick’s method, 272
Glass transition temperature, 777-778, 782, 789 
Global coordinate system, 509 
Global freezing phase diagram, 339 
Good co-ion exclusion (GCE), 154 
Gradient methods, 449 
Grain boundary, 218 
Grain boundary average stress, 243 
Grain boundary diffusion, 215, 220-224, 227, 

234, 236, 246-237 
constrained, 215-247 
temperature-dependent, 219 
wedges, 225, 234 

Grain boundary diffusivity, 243, 244-245 
Grain boundary energy, 222 
Grain boundary traction, 219, 221, 229 
Grain boundary traction relaxation, 229 
Grain displacement, 7 
Grain electrostatic energy. 46 
Grain motion, 10, 32 
Grain orientations, 545 
Grain oscillation eigcnfrequency, 7 
Gram-Schmidt 

algorithm, 663 
method, 663-664 

Grand-canonical ensemble, 340, 347, 693-694, 
699

Grand-canonical ensemble Monte Carlo 
(C.CMC)
configurational-biased, 677 
method, 675, 677
simulation, 348-350, 359, 369, 373 
technique, 677 

Grand-canonical molecular dynamics (GCMD) 
computations, 678 
method. 679 

Grand potential density, 340, 341. 350, 368,
372

Graphene sheet
hexagonal lattice structure, 607

Graphite electrodes, 302 
Greendyke's study, 311 
Green-Kubo equation, 679 
G reen’s function, 217 

approach, 482, 484 
method, 482, 486 

G reen’s function kernel, 219 
Green theorem, 730

H
Hafnia nanofilter, 152-154 
Hagan-Poiseuille equation, 129 
Hagan-Poiseuille relation, 129‘
Half-metals, 19 
Hamada’s indices, 297 
Hamilton equation, 430 
Hamiltonian, 14, 16, 19, 21, 30-31, 33, 51, 64, 

71, 73-75, 78-79, 85, 343-344, 347, 382, 411, 
613, 629, 655, 698, 701, 704, 730, 753, 
755-756
eigenstates of, 664 
grand-canonical lattice-gas, 703 
Heisenberg, 755 
matrices, 664 
mean-held, 702 
model, 409
of many-electron system, 654 
one-electron, 753-754 
operator, 67, 74, 86 
problem, 430 
two-level system, 86 

Hard sphere approximation, 727 
Hard-sphere fluid, 678 
Hard-sphere free energy. 678 
Hard sphere potential, 737 
Hardy’s approximation, 487 
Harmonic

approximation. 395, 4 8 1 
bias voltage, 13 
coupling matrix. 483 
force constant, 410 
function, 453 
interactions, 420 
intrachain coupling, 416 
lattice theory, 483 
oscillator bath, 33 
potential, 418 

Hartree-Fock approximation, 643 
Hartree-Fock equation, 614 
Hartree-Fock exchange, 656 
Hartree-Fock theory, 613 
Hartree potential, 560. 664 
Hatched zone, 289 
Heat transfer coefficients, 294 
Heat transfer modeling, 302 
Heaviside function, 80 
Heaviside step-functions, 345 
Heaviside unit step function, 48
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Heisenberg equation 
of motion, 63 

Heisenberg Hamiltonian, 755 
Hellmamn-Feynman forces, 73-75, 79, 81-82, 

664-665
Hellmamn-Feynman theorem, 664 
Helmholtz free energy, 349, 371, 676, 678 

functional, 344 
Hemofiiitration, 95 
Henry’s law, 334, 371 
Hertzian contact, 389 
Hessian

eigen modes, 460 
eigenvalue, 460 

Hessian matrix, 448-450, 453-458, 618 
eigenvalues, 450, 458-459 

Heterogeneity factor, 776 
H eteropolar bonds, 647 
HET model database, 139 
High helium density, 300 
High-index surfaces, 575 
Highly ordered pyrolytic graphite (HOPG), 593 
Highly structured computer packages 

SPIN, 294
SURFACE CHEMKIN, 294 

High-pressure carbon monoxide (HiPco) 
computational simulation of, 317 
disproportionation models, 262 
process, 252, 260, 262, 304 
reactor, 262, 265 

High-resolulion electron energy loss 
spectroscopy (H REELS), 573 

High-resolution transmission electron 
microscopy (HRTEM), 334 

Hilbert space, 33, 85
Hindered electro-transport (HET) model, 

126-128, 131, 132, 141, 145, 152, 154-157,
204
simulations, 146-151, 159 

Hindered electro-transport (HET) theory. 
128-129

Hindered transport (HT) theory, 113 
HiPco model, 262, 273 

nickel as catalyst for, 321 
HiPco process, 275, 317, 322 

CFD modeling of, 318 
reacting gas modeling of, 317 

HiPco reaction model, 268 
reduced, 269
reduced iron pentacarbonyl and iron cluster, 

268-270
HiPco reactor, 255, 271, 319-322 

iron fraction in product of, 321 
HiPco SWCNT production process, 317 
Hohenberg-Kohn theorem, 559, 560 
Hole mobility, 750
Homemade Hafnia ceramic nanofilter, 152 
HOMO band, 595 
Homogeneous theory

of nanofiltration transport, 116 
Homogeneous transport models, 116-117

Homonuclear crystal, 642 
Hook’s law, 472-473 
Hopping rate, 714
Host-host pair potential function, 482 
Huffman arc reactor, 278 
Hull function, 405, 406, 408 
H-vector, 319
Hydraulic differential pressure range, 174 
Hydraulic low-pressure difference, 174 
Hydraulic permeability, 125

determination of pure water, 106 
pure water, 107, 173 
pure water membrane, 128-129, 168 

Hydraulic permeability rates, 108 
Hydraulic radius 

membrane, 153 
Hydrocarbon potential 

binding energy, 648 
Hydrogen adsorption, 570, 572 
Hydrogen binding energies, 570, 571 
Hydrogen/palladium system, 570 
Hydrostatic contribution, 536 
Hypergeometric function, 355 
Hysteresis, 424 
Hysteresis-like response, 706 
Hysteresis loop, 418, 757 
Hysteresis mechanism, 336 
Hysteretic behavior, 49, 50

i
Ideal adsorbed solution theory (IAST), 

366-368, 370-371, 373 
Ideal elastic head-on collision, 785 
Ideal gas equation, 307 
Ideal shuttle value, 10 
Ideal slit pore, 353, 372 
Ideal two-dimensional crystal, 750 
Imaginary time path integral molecular 

dynamics, 66 
Impinging charged particle, 739 
Impurity concentration profiles, 508 
Incident charged particle, 719, 743 
Incident particle fluence, 738 
Incident particle flux, 738, 790 
Incident particle intensity, 739 
Incident particle trajectory, 770, 794 
Incipient gelation, 776 
Incoherent electron transport, 36 
Incoherent transport, 6 
Incommensurate contact, 404 

frictionless sliding of, 390 
infinitely extended, 390 
lengths, 405
quasistatic limit for, 391 
solid monolayers, 391 

Independent ion flux (ENP) equations, 122 
Independent oscillator (IO) model, 396 
Inelastic deformation mechanisms, 216
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Inelastic energy transfer, 796 
Inelastic scattering, 741 
Inhomogeneous degradation 

of polymers, 783 
of teflon, 720 

Initiation reactions, 780-781 
Inorganic nanofiltration membranes, 104 

advantages, 104 
disadvantages, 104 

In-plane deformation, 640, 641 
Insulating matrix, 2 
Integrated-circuit (IC), 608 
Integration cup, 300 
Interaction forces, 621, 640 
Interaction parameters 

for C 0 2, 630 
Interaction potentials, 596, 622, 625, 640, 643 
Interatomic distances, 589 
Interatomic interaction potentials, 640 
Interatomic interactions, 612 
Interatomic potential energy, 645 
Interatomic potentials, 648 
Interatomic relaxation, 589 
Interconnect capacitances, 609, 610 
Interconnect delay, 609 
Interconnect system 

schematics, 609 
Interconnect time delay, 608 
Intcrelectrode gap, 299, 303 
Interfacial osmotic pressure jumps, 122 
Interfacial pressure jumps, 122, 124 
Interfacial regions, 121 
Interfacial thermodynamic, 120 
Internal elastic fields, 525 
Intramembrane ionic concentration, 126 
Intramolecular chemical bonding, 648 
Intramolecular interactions, 634 
Inverse phase-breaking time, 6 
Inverse quality factor, 388 
Inverse relaxation time. 6 
Inviscid solution, 305
Ion-assisted molecular-beam epitaxy (I AM BE), 

799-800 
Ion-beam irradiation, 788 
Ion-beam mixing

of magnetic multilayers, 799 
Ionic rejection. 122, 131. 134-137, 139, 142,

143, 151. 156-157, 159 
Ion-ion interactions, 120, 121, 126, 635 
Ionization potential, 759, 797 
Io n iza t ion processes

of atoms and molecules, 758 
Ionizing electromagnetic radiation. 738 
Ionizing radiation, 758, 767 

with materials, 758 
Ion-membranc interactions, 126 
Ion partition equations, 122 
Ion partitioning, 120 
Iron carbonyl dissociation reactions. 265 
Iron cluster distribution, 322 
Iron cluster evaporation rate coefficients, 265

Iron cluster formation and evaporation, 260 
Iron cluster model, 263 
Iron cluster recombination rates, 265 
Iron clusters

CO attachment to, 267 
Iron pentacarbonyl decomposition and 

recombination 
rate coefficients for. 264 

Iron-species rate coefficients. 322 
Irradiated strained materials, 545 
Irradiation creep, 539, 541, 545 

simple model of, 539 
Ising model, 343 
Isosteric heat, 341-342 
Isotherm mass transport, 168 
Isotropic dilatation center, 500 
IVTANTHERMO computer code, 298 

j
Jahn-Teller deformation, 26 

current-induced, 26 
Jahn-Teller distortion, 499 
Jahn-Teller mechanism, 576 
Johnson-Kendall-Roberts (JKR) 

mode), 388-389 
Josephson couplings, 43 
Josephson junction, 34, 403 
Josephson phase, 30 
Jump activation energy, 465 
Jump distance. 784 
Jump frequency, 784 
Jump geometry, 462 
Jumping atom. 456 
Jumping particle, 445-446 
Jump lattice, 488 
Jump trajectory. 445, 462, 464

K
Kanzaki forces, 473, 483-484 
Keldysh G reen’s function 

approach, 14 
Kelvin's equation, 335
Kerma (kinetic energy released in matter), 738 
Kinetic energy operator. 79 
Kinetic friction force, 420 
Kink-dominated regime, 426 
Kink dominated sliding state, 423 
Kirkendall effect 

inverse, 531 
Kohn-Sham 

band gap, 656 
eigenstates, 663-664 
eigenvalues, 656, 663 
energy functional, 454. 660. 663-664 
energy Hamiltonian, 665 
Hamiltoman, 661 —662
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Kohn-Sham cigensiatcs 
self-consistent, 663 

Kohn-Sham equations, 560, 656, 659. 697 
Kohn-Sham total-energy functional, 614 
Kratschmer arc rcactor. 278 
Krestinin and Moravsky model, 253. 313 
Kronecker delta, 661 
Kronecker’s symbol. 491. 494, 502

L
Lagrange multiplayer technique, 458, 654, 661 
Lagrange multiplier, 631, 632 
Laminar boundary layer, 100 
Landau-Zener transition. 21 
Langevin 

approach, 431
dynamics, 416, 424-425, 431 
equation, 63 
isotherm, 343, 350 

Langevin diamagnetism, 752 
Langmuir-Hinshelwood mechanism, 583 
Laplace equation, 524 
Laplace operator, 522, 534 
Large strains, 506 
Laser ablation, 305, 307 

axisymmetrie calculation, 315 
calculations, 316 
oven gridding, 308, 314 
plumes, 309 
processes, 321 
simulation. 312 
streak line in, 316 

Latent track formation 
models for, 793 

Latent tracks, 762, 788 
in magnetic materials, 792 
in metallic magnetic materials. 796 
in metals, 790
in polymers and insulators, 789 

Latent tracks core, 788 
Lateral force microscopy (LFM), 386 
Lattice diffusion equations, 488 
Lattice-gas approximation, 700 
Lattice-gas models 

dynamic, 702 
Lattice thermal conductivity. 794 
Lattice vectors, 607, 659 
LDA functional, 347 

chose, 347 
Leaning 0 2 molecule

minimum energy structure. 583 
Leapfrog algorithm, 626 
Legendre polynomials, 534. 735-736 

orthogonality property of. 736 
Legendre transform. 346 
Lennard-Jones (LJ) 

adsorbate site, 366 
energy, 334

fluid, 337, 347 
forces, 71 
interaction, 390 
length, 334, 366 
particles, 337
potential. 344, 348, 388, 391, 425, 619, 622, 

623, 625, 630. 643, 652 
radial potentials, 427 
systems, 425 
wall, 363 

Lewis effect, 746 
Light incoming particle, 745 
Limiting neutral solute rejection, 155 
Limiting salt rejection, 154 
Linear absorption coefficient, 743 
Linear constraints, 631, 632 
Linear creep regime, 402 
Linear elastic theory, 472 
Linear energy transfer (LET), 739, 743, 765, 

767 ^
Linear response theory, 85 
Link-cell method, 666 
Liouville equation, 40 

quantum-classical, 74, 79, 81-82 
Liouville operator, 63, 82 

quantum-classical, 82, 84 
Liouville-von Neumann equation, 14, 19, 31, 

33-34, 52 
Liquid drop model, 796 
Liquid nanocomposites, 2 
LJ hard spheres, 630 
Lobao and Povitsky analysis, 306 
Local concentration deviations, 520 
Local concentration perturbations, 521 
Local t/-hand center, 568, 570 
Local d-band density of states, 565 
Local density approximation (LDA), 345, 560, 

656-657, 678, 697 
Local density of states (LDOS), 563, 564, 591 

orbital resolved d-band, 591 
Localization length, 780 
Local pseudopotential, 659 
Local spindensity approximation, 657 
Local thermal equilibrium (LTE). 295-296. 

300
assumption, 287 

Local update plane (LUP) algorithm, 463 
Locus curve, 458 
London forces, 622 
Long-range interactions, 635 
Long-range non-bond part of the energy, 650 
Long-range orientational memory. 495 
Lorentz-Berthelot (LB) combining rules, 347, 

366
Lossy medium, 516
Low-energy electron diffraction (LEED) 

experiments, 593 
Lyapunov exponents, 422, 625



M
Macrodosimetry approximation, 763 
Macromolecular chain, 769 
Macromolecular structures, 631 
Macroscopic approach, 112 
Macroscopic sliding friction 

rules of, 383 
Macroscopic strain rate, 539 
Madden-Glandt approximation, 352 
Magic hands, 604 
Magnetic energy, 756 
Magnetic field intensity, 302 
Magnetic permeability, 302 
Magnetic quantum momentum, 753 
Magnetic susceptibility, 752 
Magnetic viscosity experiments, 787 
Magnetohydrodynamics (MHD), 304 
Magnctoresistance effect, 19 
Markov chain, 348, 676 
Mass action rate law, 62, 87 
C3 Mass fraction contours, 310 
Massively parallel algorithms, 667 
Mass transfer coefficients, 294 
Mass transport coefficient, 180, 186, 193 
Mass transport processes, 160 
Master equation, 52 

generalized, 52 
Material elastic deformations, 472 
Mathematical identity, 351 
Mathews-Freund-Nix mechanism, 238 
Mathieu equation, 415 
Mathieu parametric resonance, 413 
Mathieu-type equation, 414 
Matrix inversion, 371 
Matrix response function, 85 
M atter conservation law, 512 
Matthiessen law, 751 
Maxlevel of division, 639 
Maxwell-Boltzmann distribution, 625 
Maxwellian distribution, 286 
Maxwell-Stefan approach, 126 
Maxwell-Stefan model, 131, 160 
MD algorithm 

vectorized, 666 
MD predictions 

comparison. 645 
MD run, 71-72 
Mean excitation energy, 744 
Mean-field

approximation, 520, 701 
equations, 79, 81 
hopping dynamics, 78 
methods, 79, 695 
model, 715
perturbation. 344, 347 

Mean square displacement (MSD), 419 
Mechanical deform ability. 2 
Mechanical energy. 48 

dimensionless, 49
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Mechanical equilibria, 120 
Mechanical instability, 15 
Mechanical oscillations, 49 
Mechanical rate expression 

classical, 64 
Medium strains, 505
Melting transition temperatures, 777-778 
Membralox nanofilters, 141 
Membrane charge density, 129, 154 

effective, 157 
Membrane database, 132 
Membrane element pressure pipes

simulation of operating conditions in, 191 
Membrane elements/modules. 163 
Membrane flux density, 123 
Membrane fouling, 100, 101 

its causes, 101 
Membrane permeability, 184 

pure water, 171 
Membrane processes, 162 
Membrane separation process, 199 
Membrane solution hydraulic permeability, 97 
Membrane surface concentration, 185 
Membrane thickness 

effective, 158 
Membrane transfer 

driving forces, 112 
Membrane volume flux density, 97, 100 
MER's industrial reactor, 277 
Mesoscopic approach, 112 
Metropolis method, 699 
Metropolis rate, 704 
MgCU mole fraction, 138 
MgO(lOO) films 

defect-poor, 584 
defect rich, 584 

MgO-induced charge redistribution 
charge density difference plot, 586 

MgO(lOO) surface, 584, 588 
Micellar structure, 69 
Micellar water, 68 
Microcanonical ensemble, 675, 693 
Microdosimctry, 762, 767 

dose in, 764 
Microfiltration membrane, 95 
Microprocessors, 608 
Microscopic approach, 113 
Migration activation volume, 479 
Migration barrier, 494 
Migration energy, 475 

expansion, 501 
Migration volume. 474 
Minimization algorithms, 452, 456 
Minimum image convention, 624 
Mixed domain, 22 
Mo/Au( 111) structures. 592, 593 
Mo/Au( 111) system, 592 
Modulation function, 405-406 
Modulation periodicity, 410 
Modulation wavevector, 408 
Moduli anisotropy mechanism, 545

Index
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M olecular dynamics (MD) 
calculations, 75, 469, 698 
integration time step, 84 
method, 467
symplectic algorithms, 430 
thermally activated diffusion, 468 

Molecular dynamics (M D) simulation, 337, 
426-429, 467-468, 470, 619-622, 624, 627, 
628, 631, 635, 640, 644, 653, 672, 674, 698 
goal, 620
nonequilibrium MD techniques, 620 

Molecular dynamics (M D) simulation 
technique, 606, 614 

M olecular field approximation, 755-756 
Molecular hydrogen production, 790 
M olecular indices, 348 
Molecular-mechanical energy, 615 
Molecular-mechanical methods, 615 
Molecular-scale separation processes, 612 
Molecular sieving, 611 
Molecular simulations, 795 
Molecular statics, 446
Molecular weight cut-off (MWCO), 135, 139 
Molecular weight molecules, 782 
67-Molecule cluster, 80 
Molcculc-clyster interaction, 580 
Molccule-surface bonds, 575 
Momentum conservation, 726 
Mo nanoparticles, 592 
Monkhorst method, 708 
Monte Carlo approaches, 692 
Monte Carlo (MC) models, 336, 621 

reverse, 364 
Monte Carlo procedure, 704 
Monte Carlo sample series, 704 
Monte Carlo simulation, 10, 317, 330, 337-338, 

347-348, 363, 367-369, 510, 592, 692, 696, 
698, 701 
canonical, 364 
lattice kinetic, 510 

Monte Carlo steps per site (MCSS), 705 
Monte Carlo voltammogram, 712 
Morse-like pair potential, 646 
Morse-like potential, 391, 643 
Morse pair potential, 646 
Morse potential, 641, 649 
MOS transistors, 438 
Mott's law, 780 
MTS algorithms, 628 
Mullins’ equation, 222 
Multi channel tubular modules, 106 
Multielectrolyte mixtures 

simulations for, 133 
Multiple gridding software options, 309 
Multiple-instruction/multiple-data (MIMD) 

parallel computers, 667 
Multiple time-step algorithms, 627 
Multiple time-step (MTS) methods, 627 
Multipole-expansion method (MPE), 637, 638, 

640
Multiscale approach, 621

Multisink ensembles, 511 
Multispace adsorption model (MSAM), 351 

model, 372 
Multistage unit arrangement, 166 
Multiwall carbon nanotubes (MWNT), 255, 

278
formation, 304 
synthesis, 279 

Multiwall nanotube (MWNT), 606 
Murnaghan's equation, 481 
M urtaugh-Sargent (MS) schemes, 456 
MUSCL, 306

N
NaCl/CaCl2/HCl mixtures, 148 

equimolar, 150 
ternary mixtures, 149 

NaCl rejection, 140-141 
Nanoclusters

radiation-induced synthesis of, 511 
Nanocrystalline cluster, 764 
Nanodosimetry, 762 

dose in, 764 
Nanodots, 577
Nanoelectromechanical shuttle 

spintronics of, 21 
Nanoelectromechanical single-electron 

transistor (NEM-SET), 3, 9, 12, 15 
device, 4, 16 

Nanoelectromechanical systems (NEMS), 3-4, 
26

Nanofilter, 134-135 
Desal5DK, 139-140 
Desal5DL, 148-151 
Homemade Hafnia ceramic, 152 
membralox, 141 
NaCl, 144 
NF200, 148, 151 
NTR-729 (HN PVD1), 139-141 
NTR-7450, 135
SCT, 144-145, 147-148, 150-151 

Nanofiltration membrane elements 
characterization of, 173 

Nanofiltration membranes, 95, 96, 102-103 
characterization, 106 
concentration polarization, 98 
inorganic, 104
main membrane parameters, 96 
membrane flux and permeability, 96 
membrane fouling, 100 
membrane selectivity, 98 
membrane yield, 98 
module, 103 
organic, 102
pressure-driven membrane processes, 96 
rejection and cut-off characteristics, 108 
separation efficiency, 97 
spiral wound module, 104
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test stand, 107 
transport mechanisms, 102 

Nanofiltration (NF), 94 
application of, 96 
homogeneous theory, 116 
membrane, 130, 133 
membrane elements, 167 
model development, 126, 128 
modeling, 111, 117. 160 
of artificial seawater, 138 
of real drinking water, 150 
performance simulation, 131 
physical parameters, 122 
processes, 160, 163, 166 
simulations, 160 
theory, 110, 127 
transport mechanisms, 103, 110 

Nanofiltration processes
computer-aided simulation and design of, 

160, 173
membrane elements/modules, 164 
model development and simulation, 163 
simulation of, 190
structure of membrane processes, 163 
using NF-PROJECT, 193-197 

Nanofiltration spiral wound modules, 188 
Nanofiltration transport model, 130 

numerical method for solving, 130 
Nanofiltration transport theory, 111 

macroscopic approach, 112 
mesoscopic approach, 112 
microscopic approach, 113 

NanoFlux, 133
database, 144-145, 150 
HET model database, 158-159 
simulations, 145, 148-150 
single-salt database, 156 

Nanomagnets
nanomechanical manipulation of, 19 

Nanomaterials
radiation effects in, 718 

Nanomechanical double barrier tunneling, 25 
Nanomechanical manipulation, 19 
Nanomechanical oscillations, 23 
Nanomechanical ratchet, 12 

charge shuttle as, 12 
Nanomechanical vibrations. 19-20 
Nanometer-sized confinement, 722, 767 
Nanometer-sized metallic clusters, 797 

ionization of, 797 
photoelectric effect of, 797 
stopping power of, 798 

N aN O •/NaC 1/CaCl2 mixtures, 149 
equimolar ternary mixtures of, 150-151 

Nanoparticle chains. 11 
Nanoporous ceramic membrane 

schematic representation, 105 
Nanoporous materials, 604, 605, 620, 631. (>34, 

637, 644
computational approaches. 605 
computational modelings, 605

continuum models, 612 
discrete models, 612 
equilibrium phenomena, 675 
low-dielectric constant, 608, 669 
modeling, 612
nonequilibrium phenomena in, 675 
properties, 605, 610
protocols for generating models of, 669 
silica-based, 610 
theoretical approaches, 605 
three classes, 606
transport and adsorption of fluids, 605 

Nanoporous membranes, 611-612. 631 
characteristics, 611 
symmetric membranes, 612 

Nanoporous (NF) membranes, 105, 672 
computer simulation of. 171 
separation behavior, 170 

Nanoporous silica materials, 610. 611 
Nanoscale materials, 604 
Nanoscale solute transport, 110 
Nanostructured surfaces, 558, 559

low-coordinated sites, 558, 579, 585, 596 
Nanostructures 

dissipative, 9
low-coordinated atoms, 577, 580, 595, 596 
shuttle transport, 1 

Nanostructuring
of surfaces by organic templates, 593-596 

Nanotribology, 382 
Nanotube bulk mass density, 298 
Nanotube bundles emanating, 271 

from catalyst particles, 271 
Nanotube growth rate, 301 
Nanotubes

carbon nanotubes, 604, 606 
conduction properties, 607, 608 
multiwall, 604, 606 
potential applications, 608 
single-wall, 604, 606 

Nanotube surface chemistry, 304 
Navier-Stokes CFD solver, 320 
Navicr Stokes equations, 302, 305, 307, 310, 383 
Navier-Stokcs flow. 318 
Navier-Stokes solution, 307, 319 
NB interactions, 651 
N: dissociaton 

energetics of. 569 
NdFeB permanent magnets, 786-787 
Nearest-neighbor diffusion, 705 
Nearest neighbor distances, 590, 593 
Nearest-neighbor interacting model, 701 
Nearest-neighbor jumps, 494 
Nearest-neighbor pair. 70 i 
Near step (NS), 567 
Neutral solute, 132, 155 
Neutral solute and ion transport 

introduction, 110
modeling using computer simulation 

programs. I iO
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Neutral solute rejection. 152 
N eutron irradiation, 512 
Newtonian dynamics, 432 
Newtonian fluid, 305 
Newtonian mechanics, 624 
Newton methods. 449 
Newton-Raphson (NR) 

algorithm, 454. 456 
its variants, 618 
method, 454-456, 616, 618 
minimization, 455, 460 
step length, 455, 459 

Newton's equation, 8, 14-15. 36, 73-75, 430, 
469
of motion, 70 

Newton's law, 467, 666 
Newton's second law, 624 
NF process. 198 
NF-PROJECT, 163, 197 
NF spiral wound modules

simulation of the separation characteristics 
of, 186

NF transport model, 116-117, 160 
applications, 134 
Dresner type 1 solutions, 116 
Dresner type 2 solutions, 116 

Nickel and yttrium spectra, 284 
Nickel/carbon clusters, 272 
Nickel/carbon nuclei clusters, 273 
Nickel cluster evaporation coefficients, 273 
Nickel cluster nanotube scheme, 272 
Nickel cluster nucleation, 271 
Nis cluster, 588

structure of an oxygen atom adsorbed on, 
589

NiCO bond energy, 322 
Noise spectrum, 35
Nonadiahatic coupling matrix element, 82 
Nonadiabatic dynamics, 73 
Nonadiahatic proton transfer 

in nanoclusters, 80 
Nonadiahatic reaction dynamics, 85 
Nonadiabatic reactive trajectory, 80 
Nonadiabatic shuttle transition, 22 
Nonadiahatic transitions, 81-82, 84 
Nondimensional concentration deviation, 529 
Non-dimensional tensor, 536 
Nonequilibrium factor, 296 
Nonequilibrium molecular dynamics (NEMD) 

simulation, 679-780 
Nonequilibrium noise, 36 
Non ideal adsorbed solution theory (NIAST), 

370
equations, 370 
relations, 370 

Non-metallic materials. 637 
Nonphysical resonance. 627 
Nonradical mechanism, 773 
Non-spin-polarized system, 657 
Nontrivial lime evolution, 410 
Nonzero forces shift, 448

Normalized concentration deviation. 526 
Nose-Hoover algorithm, 629, 669 
Nose-Hoover dynamics, 71 
Nose-Hoover method, 629 
Nose-Hoover thermostats, 70 
NTR-7450 nanofilter. 139 
Nuclear centers, 728 
Nuclear electrostatic interaction, 743 
Nuclear wave functions, 753 
Nucleate threading dislocations scales, 246 
Nucleation-and-growth description, 712 
Nucleation-and-growth mode, 712 
Nucleation centers, 712, 787 
Nucleation volume, 787

in magnetic viscosity experiments, 787 
Nudged elastic hand (NEB), 463 

method, 463-464 
Nudging, 463
Numerical average molecular mass, 775 
Nuxit activated carbon, 369 
NVE ensemble, 469-470, 675

o
0 : adsorption, 567 
0 : binding energies, 579 
Object function, 462 
Off-diagonal matrix element, 41 
Off-lattice model, 711 
Off-lattice Monte Carlo 

results, 711 
simulation, 711 

Ohmic behavior, 10 
Ohmic spectral density, 86 
0 : molecular adsorption energy, 568 
On-dot energy levels, 21 
One-dimensional collision, 731 
Onc-dimensional rod model. 582 
O(N) (order N) methods. 597 

applications, 597 
Onsagcr coefficient, 85, 87 

time-dependent, 86 
Operation of a membrane 

basic principles, 611 
Optimal nanotube conditions, 303 
Optimum catalytic activity, 713 
Ordinary differential equations (ODEs), 119 
Organic adsorhates, 593 
Organic nanofiltration membranes, 102 
Orthodox model, 45 
Orthodox theory, 40, 44 
Orthonormality constraints, 661 
Oscillating voltage, 12 
Oscillation amplitude, 5, 37 
Oscillator motion, 38, 385, 414 
Oscillatory center-of-mass motion, 3 
Oscillatory functions. 14
Osmotic pressure difference, 122. 125. 168-169,

180-183, 206
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Osmotic reflection coefficient, 125, 168 
Ostwald ripening, 515 

mechanism, 533 
Overlapping probabilities, 771 
Own radiation-induced and oxidative 

degradation, 782 
Oxygen atoms

optimized geometries, 574 

p
Pair-direct correlation function, 346 
Pair-distribution function, 346 
Pair potential, 348, 486, 646 
Pair potential function 

host-host, 282 
Pair production, 742 
Parallel algorithms

vectorized and massively, 666 
Parallel glide dislocations, 239, 241-243 

creation and emission of, 235 
grain exhibiting multiple families of, 240 
mechanism of, 235 
nucleation criterion for, 225-226 
nucleation of, 234
transmission electron micrograph of, 239 

Paramagnetic F center, 769 
Parity effect, 28 
Partial wave analysis, 734 
Particle concentration redistribution, 517 
Particle current density, 441-442, 512, 527 
Particle diffusion, 499 
Particle elastic interaction, 472 
Particle emission, 521 
Particle loss intensities, 519, 526 
Particle migration energy, 470 
Particle projection range, 511 
Particle surface interaction, 394 
Partition function, 701 
Partitioning/transport equations, 122 
PBE functional, 561 
Pd/Au particles, 590 
Pd„ cluster, 590-591 
Pd-Pd distances, 590 
Pd(100) surfaces, 572 
Pd(l 10) surfaces, 571 
Pd(210) surfaces, 570

adsorption geometries, 571 
Peach-Koehler force, 225 
Pechukas force, 80 
Peclct number, 118 
PEG rejection, 109. 110 
Peierls-Nabarro barrier, 408 
Peierls-Nabarro energy barrier, 426 
Percolation model, 780 
Percus-Yevick closure, 352 
Perdew-wang functional (P W 9 j), 568. 570 
Perfect gas law', 261 
Perfect lattice energy, 480

Periodic plane-wave, 707 
Periodic potential, 405, 407, 409 
Periodic slab geometry, 707 
Periodic surface potential, 394 
Periodic unit cell, 660 
Permeate concentration, 202 
Permeate flux density, 173, 180, 187, 193,

205
experimental results, 188-190 
relative deviation of, 172 
simulation of, 187-190 
total deviation of, 173 

Permeate-membrane interface, 130 
Permeate salt concentration. 171 
Permeate volume flow, 201-203, 205 
Permeate volume flux, 183 
Permissible partial yield, 200 
Perturbation potential, 344 
Phase-breaking processes, 6 
Phase diagram, 56 
Phase trajectory, 17 
Phase transition temperature, 339 
Phonon frequency, 696 
Phonon gap, 405 
Phonon modes, 407 
Photodetector, 386
Photoelectric effect, 740-741, 743, 798
Photoelectron generation, 798
Photo-emitted electrons, 798
Pillared clays (PCS), 672
Piston terms, 630
Plane elastic band method, 463
Plane wave function, 730
Plasma composition, 290
Plasma models, 286
Plasma simulations, 259
Plastic collision, 724

ideal one-dimensional, 724 
Plastic deformation mechanisms, 245 

map of, 245 
Plasticity

in a polycrystalline thin film, 229 
Plastic one-dimensional collision, 724 
Plastic relaxation requirements, 501 
Plateau value problem, 85 
Plateau yield stress, 247 
Platelet configuration, 364 
Plume expansion factor, 311-312, 314 
Poincare timescale, 627 
Point defect, 543 

absorption. 531, 542 
anisotropy, 500 
binding energy, 493 
capture efficiencies. 531 
concentrations, 521-522, 532r 534, 541 
diffusion, 532, 534, 544 
diffusion coefficient, 541 
dilatation, 544 
distribution, 536 
force tensor, 547 
formation energy, 475
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generation, 797 
jumps, 504-505 
loss efficiencies, 521 
migration, 495 
modification, 487 
partitioning, 530 
polarization data, 544 
relaxation volume, 500 
transition, 492 

Point defect diffusion, 545 
anisotropic, 545 

Point defect orientations, 493 
equilibrium distribution of, 493 

Point defects clusterization, 796 
Points of maxima, 55 
Poisoning effect, 586 
Poisson-Boltzmann equation, 115 
Poisson bracket operator, 82 
Poisson distribution, 771 
Poisson equation, 114, 115, 118 
Poisson point, 673 
Poisson’s equation, 638 
Poisson's law, 791 
Poisson's ratio, 218, 479, 506 
Polak-Ribiere method, 454 
Polar Br-Au bonds, 711 
Polarization density, 488 
Polarization effects, 574 

structure, 570 
Polarization reaction coordinate, 75 
Polycrystalline thin film, 216 
Polycrystalline thin metal films, 216 
Polydimethylsiioxane (PDMS), 775, 789 

gamma-irradiated, 789 
Polydisperse independent ideal pore models, 

352, 363
Polydisperse slit-pore model, 366 
Polydispersity index, 776 
Polyethylene naphtalatc (PEN), 789 
Polyethylene tercphtalate (PET) 

ion-bcam irradiated, 789 
Polymer and ceramic nanofilters, 134 
Polymer beads, 67, 68 
Polymer-consistent force field (PCFF), 652 
Polymer degradation, 779 
Polymer erosion, 779 
Polymeric precursors, 631 
Polymerization reaction, 784 
Polymer membranes 

asymmetric composite, 103 
NF 1 and NF 2, 109 

Polymethylmethacrylate (PMMA) 
ion-beam irradiated, 777 
irradiated, 777 

Polytetrafluoroethylene, 609 
Pore-level space charge model, 113 
Pore network connectivity, 339 
Pore-pore interactions, 364 
Pore radius, J15, 117
Pore-size distribution (PSD), 333, 353, 355, 359, 

361-362, 367-369, 674

Gaussian, 674 
graphitic slit-pore, 361 
of CFCMS carbon fiber, 359 

Pore volume, 334 
Porous carbons, 340 
Porous membranes, 612 
Position vectors, 726, 748 
Position-Verlet algorithm, 626 
Positive-bounded function, 56 
Positron annihilation spectroscopy, 475 
Postablation onset, 312-313 
Potential barrier, 731, 733 
Potential-dependent reaction probability, 712 
Potential energy 

approximation, 451 
function, 73, 449, 458, 467 
gradients, 455 
minimum, 450 
operator, 73
surface, 447, 451, 454, 457, 459 

Potential hills, 384
Potential-potential correlation function, 638 
Power spectrum, 638 
Preconditioner, 619 
Predictor-corrector algorithm, 469 
Pre-exponential factor, 505, 800 

tem perature-independent, 445 
Pressure-density isotherms 

pure bulk fluid reference, 372 
Pressure-driven membrane process, 96, 161 
Pressure jumps, 121 

interfacial, 122 
interfacial osmotic, 12J, 122 

Pressure tensor, 353 
Pristine polymer, 778 
Probabilistic reaction rates, 695 
Probability current density, 731-733 
Probability density 

one-dislocation, 535 
Probability distribution function, 518, 522 
Probability transition, 402 
Probe junction, 34 
Process simulation

for developing membrane processes, 161 
selected param eters for, 198 

Process simulations programs, 162 
Process simulation tool

NF-PROJECT, 195-196, 203 
Projected augmented wave (PAW) method, 562 
Projection operator, 63 
Propagation reactions, 780-781 
Proportionality factor, 799 
Proton bombardment, 788 
Proton free energy, 71 
Proton hops, 81 
Proton-ion complex, 77, 81 
Proton quantum path, 71 
Proton transfer, 71

in nanoscale molecular clusters. 70 
nonadiabatic, 80
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Proton transfer activation free energy, 72 
Proton transfer process, 76 
Proton transfer reactions 

free energy profiles for, 71 
introduction, 62 

Proton transfer time, 76 
Proton wave function, 75 
Pseudo-atom calculation, 660 
Pseudopotential, 659-660 

approximation, 658-660, 662 
for angular momentum, 659-660 
ionic, 660 
local, 659 

Pseudopotential concept, 561 
Pseudo-wave functions, 659-660 
Pt( 111) surface, 568 
Pt(211) surface, 567 
Pulsed laser ablation 

streak lines in, 315 
Pure fluid adsorbed equations, 371 
Pure fluid equations, 370 
Pure water permeability, 128, 206 

determination of, 173 
experimental results of, 175 

Purine base adenine 
molecular structure, 594

Q
QM/MM (quantum mechanics/molecular 

mechanics) hybrid methods, 597 
Quadratic approximation, 451 
Quadrupole-quadrupole interactions. 348 
Quantum bell, 25
Quantum-chemical calculations, 692 

density functional theory based, 692 
Quantum chemistry methods, 559 
Quantum-classical

adiabatic dynamics, 73
bracket, 82, 86, 88
dynamics, 79, 86
equilibrium density, 88
Liouville dynamics, 79, 81-82, 84, 88
propagator, 84
reactive flux correlation functions, 85 
time evolution, 83 

Quantum cohesive pumping, 18 
Quantum collision theory 

rudiments of, 730 
Quantum confinement effects. 592 
Quantum correlation function, 73 
Quantum degrees of freedom. 661 
Quantum delocalization, 6 
Quantum dispersion effects, 68 
Quantum dots. 577 
Quantum dynamics 

of a shuttle. 51 
Quantum electron transport, 5 
Quantum excitation, 759

Quantum fluctuations, 17-18, 39 
Quantum hybrid state, 28 
Quantum-mechanical 

analysis, 39 
calculation, 16 
computations, 654 
model, 16, 653-654 
superposition, 27 
tunneling, 2
zero-point vibration amplitude, 5 

Quantum mechanical approximation, 731. 733 
nonrelativistic,731 
time-independent, 731 

Quantum-mechanical arguments. 645 
Quantum-mechanical calculations, 622 
Quantum-mechanical compulations, 678 
Quantum mechanical definition, 734 
Quantum-mechanical effects, 614 
Quantum-mechanical energy, 615 
Quantum mechanical problem, 734 
Quantum mechanics, 5 

relativistic, 744 
Quantum molecular dynamics (QMD) 

Car-Parrinello, 665 
computations, 660, 666 
method, 615, 648, 656, 665, 669 
simulation, 660, 662, 665 
technique, 665 

Quantum oscillator, 23. 51 
charge transfer through, 15 

Quantum phase factor. 89 
Quantum precursor, 17 
Quantum proton, 71 
Quantum regime, 55 
Quantum shuttle, 51 
Quantum shuttle transport. 15 
Quantum shuttling, 5 

noise in, 38 
Quantum size effects, 577 
Quantum subsystem particles. 73 

degrees of freedom. 73 
Quantum well model 

simple, 798 
Quantum zero-point oscillations, 39 
Quartz crystal microbalancc (QCM). 380, 

387-388, 391 
Quartz ciystal resonator. 388 
Quasiclassieal regime, 55 
Quasi-equilibrium, 111, 120, 121 
Quasi-equilibrium reaction, 692 
Quasi-Newton (QN) method, 455, 618. 619 
Quasi-Newton (QN) minimization, 456 
Quasi-one-dimensional material. 604 
Quasi-pei iodic motion, 12 
Quasi-periodic potentials. 426 
Quenched-annealcd (QA) model, 351 

system, 351



R
Radial momentum conservation, 301 
Radiation channeling. 785 
Radiation concepts, 737 
Radiation dosimetry, 737 

at nanometer scale, 800 
Radiation focusing, 785 
Radiation-induced amorphization, 788 
Radiation-induced chain segregation, 790 
Radiation-induced chemical modifications 

o f polymers, 780 
Radiation-induced chemical reactions, 781 
Radiation-induced damage, 721 
Radiation-induced defects, 783 

in crystal, 769-770 
in polymers. 772 
primary, 772 

Radiation-induced degradation, 721-722, 778. 
781-782
dominant, 775, 778 

Radiation-induced graft polymerization, 782 
Radiation-induced interstitials, 768 
Radiation-induced modifications, 784 

at nanometer scale, 768, 788 
collective, 788 
in magnetic materials, 785 
in polymeric materials, 771 
of materials, 717-722 
o f molecular mass distribution shape. 111 

Radiation intensity contours, 299 
Radiation swelling, 530, 536 
Radius-vector, 513 
Ramp separation, 348 
Random electron hops, 47 
Random reactive flux, 63 
Random thermal motion, 426 
Range straggling, 747 
Rate coefficient

adiabatic time-dependent, 89 
time-dependent, 88-89 

Rate constants
microscopic expressions, 62 

Rate equations
first-order hierarchy of, 520 

Rate kernel, 73-74 
Rate law, 62, 63 
Rate-of-progress variables, 290 
Rate theory, 5 17 

concept, 510 
method, 466 

RATTLE algorithm, 634 
Rayleigh scattering, 741 
Reacting chemical species, 289 
Reaction coordinate, 64. 466 
Reaction rates, 62
Reactive flux correlation functions, 85 

quantum-classical, 85 
Reactive ion etcher (RIE). 25-26 
Realistic atomic interactions, 381

Ind ex

Realistic energy landscapes, 696 
Realistic interaction potentials, 426 

molecular dynamics studies with, 426 
Real polymers, 781 
Real rejection, 98 
Real salt rejection, 206 
Real-space lattice, 636 
Rebonded DH steps, 576 
Rebonded single atomic height, 576 
Reciprocal spaces, 636, 637 
Recombination rates, 266-267 
Recombination reactions, 759, 781 
Reduced energy surface, 447 
Reduced fullerene model reaction scheme, 259 

thermodynamic property NASA coefficients 
for, 259-260 

Reduced fullerene models, 274 
Reflection coefficient, 171, 173. 183-184 
Rejection characteristics, 108 
Relative kinetic energy, 272 
Relative molecular orientation, 348 
Relaxation time approximation, 31 
Relaxation volume, 477 
Relevant free-energy, 340 
Renormalization, 563
Repulsive bias potential (RPB) method, 464 
Resistancc-capacitanee (RC) coupling, 608 
Rcsistance-capacitance (RC) interconnection 

delay, 605
Resonant charge transfer reactions, 759 
Reverse micelles, 68-69 

electron solvation, 68 
molecular configuration, 69 

Reverse Monte Carlo (RM C) 
approach, 366 
method, 365 
models, 364 
simulation, 365 

Reverse osmosis membranes, 187 
Reverse osmosis (RO) processes, 95, 162-163, 

166
Reverse rate coefficients. 290 
Reverse reaction rates, 318 
Reynolds number, 180 
Rice-Thomson model, 224-225, 22L)
Rigid clusters, 633 
Rocking, 641
Root-mean-square (rms) deviation, 352 
Rosenbluth factor, 634 
Rosenbluth weight, 678 
Round-off errors, 469 
Rubber elasticity theory, 779 
Runge Kutta algorithm, 411 
Runge-Kutta method, 429-431 
Runge-Kutta solution procedure, 309 
Ru(0001) surface, 568 
Rutherford formula, 730 
Rutherford model, 729
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s
Saddle point, 449, 457, 478, 480, 488-489, 534 

configuration, 463 
dipole tensor, 485, 502-503 
energy, 465, 490-491, 494, 495, 500, 505 
of diffusional jump, 494, 510, 536, 545 
point defect in, 494 
positions, 447, 471, 475, 489, 491, 500 
radius-vector of, 494 
relaxation volume, 500 
vacancy in, 503 

Saddle-point search techniques, 456 
Salt database parameters, 144 
Salt membrane permeability, 169. 171, 184-187 
Salt rejection, 155 

maximum real, 169 
Sampling algorithm, 699 
Saran polymer, 331 
Saturation number density, 261 
Sawtooth behavior, 400 
Scalar constants, 454 
Scalar diffusion coefficient, 442 
Scalar factor, 454 
Scalar models, 350
Scanning tunneling microscope (STM), 558, 

576, 589 ‘
Scanning velocity, 402 
Scattering probability, 727 
Schottky barrier diodes, 36 
Schrodinger equation, 73-75, 559, 653,

732-735, 748, 760 
single-particle, 655
time-dependent, 78-79, 731, 733, 753-754, 

759-760 
Scission-like degradation, 781 
Scissoring, 641 
Scooter mechanism, 270 
Screening function, 650 
Screening length, 636 
Screening properties 

of metals, 564 
Search methods, 449 
Second-order approximation, 525 
Seitz radius, 657 
Self-consistent field theory, 614 
Self-diffusion coefficient, 474-476 
Self-oscillating shuttle structures, 12 
Self-oscillation frequency, 8 
Semiconductors, 783 
Semiconductor surfaces, 576 
Sequential electron tunneling, 10 
Sequential short-time algorithm. 84 
Sequential univariate method. 615, 616 
SETTLE algorithm, 634 
SHAKE algorithm, 70, 633. 634 
Shell correction factor, 746 
Shift formulations, 635 
Shock tube data, 262 
Short-range repulsion, 697

828

Short slip time, 395
Showerhead HiPco reactor chamber, 317, 320 
Shunting tunneling, 10 
Shuttle domain, 22 
Shuttle electrons, 18 

transport, 35 
Shuttle instability, 18, 49, 53 

analysis, 49 
Shuttle mechanism, 8, 24 
Shuttle oscillation amplitude, 41 
Shuttle structure, 37 

electrons in, 19 
Shuttle transport 

classification, 4 
general concepts, 35 
in nanostructures, 1 
noise in, 35 

Shuttling, 6-7 
classical, 6, 13
in dissipative nanostructures, 9 
process, 29 
spin-dependent, 19 

Shuttling grain, 18 
Sieve mechanism, 102 
Silicon nanopillar, 26 
Simple electronic capture, 758 
Simplest mean-field approximation, 528 
Simplex algorithm, 616 
Simplex method, 616 
Simulation algorithm, 84, 705 
Simulation box volume, 349 
Simulation domain, 296 
Simulation methods, 698 
Simulation of rigid molecules, 630 
Simulations

with constant ensembles, 628 
Sine-Gordon equation, 416 

discrete, 416 
Single-crystal surface, 702 
Single edge dislocations 

image stress on, 224 
in nanoscale thin films, 224 

Single-electron hopping, 23 
Single-electron shuttling, 10 

mechanical, 10 
thermal smearing of, 11 

Single-electron transistor (SET), 3. 45 
by a nanoshuttle, 5 
equivalent circuit for, 45 

Single-electron tunneling, 16 
limit. 13

Single-instructor/multiple-data (SIMD) 
parallel machines. 667 

Single probe adsorption isotherm, 333 
Single salt characterization protocol. 132 
Single-salt database, 135, 142 
Single-site particle, 354 
Single-wall carbon nanotube (SWCNT). 253, 

255. 261, 273. 275-277, 279, 304-307, 311 
computational simulation of, 317 
formation. 253, 269, 319, 322

Index
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growth, 253, 282, 286, 322 
processes, 255
production, 307, 315-317, 320. 322-323 
synthesis, 281-282 

Single-wall nanohorns (SWNHs), 276, 606 
four examples, 607 

Single-wall nanotube growth conditions, 298 
Singly occupied molecular orbital (SOMO), 579 

spatial distribution, 580 
m-Sink distribution function, 518 
p-Sink distribution function, 523 
Sink distribution function variation, 528-529 
Sink ensemble configuration, 514, 525 
Sink-free region, 514 
Sink-independent elastic strains, 525 
Sink position point, 525 
Sink realization, 523 
Sink strength, 517, 521, 523, 529 

calculation, 514, 522 
ensemble-averaged, 513 
highcr-order corrections to, 523 

Sink surface point, 521, 525 
Sinusoidal behavior, 397 
Sinusoidal potential, 396 
Si-on-insulator substrate, 24 
Si(100) surfaces, 576 
S i(l 17) surfaces, 576 

relaxed structure, 576 
Slater determinants, 755 
Slater-Kirkwood equation, 623 
Sliding friction

at atomic scale, 379, 386 
experimental probes of, 386 
from macroscopic rules to microscopic 

understanding, 380 
numerical methods. 429 
theoretical challenges, 428 

Sliding systems, 381, 385 
Sliding velocity, 385, 388, 394, 403, 409, 420 
Slit-pore model, 364 
Slit pore system, 353
Smoluchowski boundary condition, 512, 522 
Smoluchowski equation, 153, 253 
Smoothed density approximation (SDA2), 345, 

347, 355, 359 '
Smooth sliding regime, 395 
S n 0 2 nanowire, 580 
Soderberg relations, 542 
Sol-gel-technique, 105 
Solid-fluid interfacial tension, 676 
Solid sliding state, 422, 425 
Solid-state nuclear track detectors (SSNTD), 

789
Solute flux densities, 99 
Solute molar flux density, 170 
Solute permeability, 206 
Solvation force, 676 
Solvation pressure, 353 
Solvent molecule cluster, 78 
Solvent polarization, 72

free energy profiles using, 72

Solvent-solvent interactions, 77 
Soot nuclei, 294 
Soot particle reaction rates, 294 
Spatial-decomposition algorithms, 668 

load-balancing, 669 
Spatiotemporal chaos, 423 
Species mass fractions, 316 
Specific ionization, 739 
Specific number density, 516 
Specific salt solution membrane hydraulic 

permeability, 125 
Spherical delta-functions, 357 
Spherical sink, 533 

ensemble, 514 
Spiegler-Kedem model, 168 
Spike’s radius, 795 
Spin angular momentum, 752 
SPIN code, 295 

continuity, 295 
radial momentum, 295 
species conservation, 295 
thermal energy, 295 

SPIN computer code, 298 
Spin-dependent transport, 19

of electrons in a shuttle structure, 9 
Spin-down electron states, 21 
Spin-polarized electrons 

shuttling, 55 
Spin precession frequency, 20 
Spin-spin interactions, 747 
Spintronics

of a nanoelectromechanical shuttle, 21 
Spin wave functions, 755 
Spiral wound elements, 186-187, 189 
Spring force, 463 
Stable adsorption configuration 

o fO : , 587 
Stable points, 55 
Stage-by-stage break-dow'n, 167 
Standard chemical potentials, 121 
Standard rate theory, 522 
Standard-state molar heat capacity, 291 
Static friction, 384, 385 

cartoon description of, 384 
Static friction force, 381, 383, 399, 407 
Static tunneling system, 41 
Stationary density matrix, 17 
Stationary point, 50, 445 
Stationary regime, 49 
Staverinann's reflection coefficient, 169 
Steady-state particle concentration, 513 
Steele potential, 353, 366 
Steel’s potential, 622 
Steepcst-Descent method, 616-617 
Steger-warming flux-vector splitting, 319 
Stereoselectivity

of organic molecules, 575 
Steric/hydrodynamic interactions, 110 
Stick-slip

behavior, 395, 397, 425-428
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dynamics, 426
motion, 386, 394, 399-400, 424 
regime, 395 

Stiff cantilever, 394 
Stillinger-Weber formulation, 644 
Stillinger-Weber potential, 644, 645 

uses, 645 
STM experiments, 595 
STM images, 594, 595 
Stokes-Einstein radius, 114 
Stokes equation, 114 

volume-averaged, 124 
Stokes flow equations, 117 
Stopping power, 739, 743-746, 765, 767, 784, 

792. 794, 796
electronic, 739-740, 791, 795 
in nanodosimctry, 765 
mass, 739
of nanometer-sized metallic clusters, 798 

Slopping time, 740 
Strain approximation 

weak, 535 
Strain derivative method, 488 
Strained lattices, 501 
Streak lines, 315

for laser ablation calculations, 316 
in space for laser ablation axisymmetric 

calculation, 315 
Streaming potential method 

tangential, 153 
Stress decay, 228 
Stress-diffusion coupling, 529 
Stress equilibrium equation, 472 
Stress-free crystal, 476 
Stress-free diffusion coefficients, 546 
Stress-induced anisotropy, 544 
Stress-induced preferred absorption (SIPA), 

542
Stress intensity factor, 220, 225, 234 
Stress relaxation mechanism, 246-247 
Stripping peak, 712 
Stripping voltammetry, 713-714 
Strong metal support interaction (SMSI), 

577
Strunz and Elmer conjecture. 426 
Substrate modulation wavevector, 406 
Subsurface absorption, 571, 573 

hydrogen, 571 
Supercell approach. 561 

illustration, 562 
Superconducting 

coupling energy. 27 
grain, 28, 31 
phase, 43
phase difference. 27 
shuttle junction, 27 

Superlubricity, 404 
Superlubric regime. 409 
Supported clusters, 558. 577 
Support velocity, 395, 403 
Surface area carbon, 359

Surface bands, 576 
Surface charge density 

electrokinetic, 153 
Surface charge density-zeta potential relation 

130
Surface delta-function, 518-519 
Surface diffusion coefficient, 712, 714 
Surface-hopping 

algorithms, 79 
dynamics, 78-79 
schemes, 80 

Surface reactions, 288 
Surface site density, 298 
SWCNT production process. 317 
SWCNT synthesis

high-temperature processes used for, 281 
Swelling

induced degradation, 530 
rate, 532 
theory, 530 

Swift ion irradiation, 782 
Switch techniques, 635

T
Tafcl plot. 712 
Tafel slope, 712 
Target’s density, 740 
Taylor expansion, 449-450, 469-470. 498 
Taylor series, 346 
Taylor series expansions, 640 
Temperature contours, 311 
Tensile stress, 779 
Termination probability, 776 
Termination reactions, 782 
Ternary electrolyte mixtures, 148 
Tersoff-Hamann picture, 594 
Tersoff potentials, 481, 645, 647-650 

estimates of the parameters, 647 
Tersoff’s formulation, 645 
Tersoff’s semiempirical potential, 481 
Tetrahedral simplex, 616 
Thermal conductivity, 796 
Thermal cycling experiments, 223 
Thermal equilibrium, 693, 695 
Thermal equilibrium concentration. 509, 526 
Thermal equilibrium distribution, 493 
Thermal smearing. 11 
Thermal spike description, 793 
Thermodynamic force, 66 
Thermodynamic potential. 676 
Thin copper films,

thermomechanical behavior of. 235 
Thomas-Fermi theory, 559 
Thomson scattering. 741 
Threading dislocations, 229 
Three-dimensional potential. 735 
Three-layer composite system 

different membrane layers, 120
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Threshold stress, 227. 243
continuum model with. 244, 246 
experimental estimate of, 243 

Tim e-dependent DFT (TDDFT), 656 
Tim e-length scale, 718 
Tim e periodic force, 385 
T iO : substrate, 582-583 
T iO : ( 110) surface, 581 
Tip-surface 

contact, 400 
distance, 397 
interaction, 387, 398 
potential, 387 

Titania nanofilter, 157-159 
experimental data, 155 

TM OS xerogel, 332 
acid-catalyzed, 332 

Tomlinson model, 382, 386, 390-404, 408 
for the interpretation of AFM experiments, 

396
friction force in, 399
friction forcc in terms of lateral forces, 398 
in physical units, 400 
potential energy and dynamics, 392 
thermal effects in, 401 
total potential energy in, 394 

Tomlinson-Prandtl model, 396 
Top-down approach. 604 
Tortuosity, 126 
Total current intensity, 289 
Ibtal-energy pseudopotential technique, 614 
Total mass fraction, 290 
Total time-averaged current, 9 
Total variation diminishing (TVD) scheme, 306 

Toth isotherms, 368 
Track length density, 738 
Track-overlapping regime, 774 
Traditional continuum approach, 606 
Transfer reactions, 86, 759 

two-level model for, 86 
Transferring cooper pairs, 31 
Transient processes. 3 1 
Transition probability, 492 
Transition state cancel, 696 
Transition state energies, 568, 696 
Transition state intermediate, 696 
Transition-state theory, 76, 696 
Translational degrees of freedom 

internal motion to, 409 
Translational kinetic energy, 426 
Tra n sm e m b r a n e concentration d i ffe re n ce,

181-183
Transmembrane pressure difference, 97, 125. 

156-157, 159, 168, 173, 175-180, 183-192 
mean, 205 
optimizing, 202-203 

Transmembrane volume water flux density,
168

Transmembrane water flux density, 205 
Transmission coefficient, 76-78. 89, 122. 733 

time-dependent, 76. 90

Transport coefficients, 112, 113, 333 
Transport diffusivity, 679 
Transport mechanisms, 102 
Traps, 640
Tree-structure arrangement 

of pressure pipes, 165 
Tribology, 382 
TRIM  simulations, 799 
Trotter formula, 67 
Truncated-Newton (TN) method. 619 
Truncation methods, 635 
TST rate constant, 75 
Tully's algorithm, 80 
Tully’s fewest switches algorithm, 79 
Tully’s surface-hopping dynamics, 80 
Tunneling matrix element 

position-dependent, 14 
Tunneling probability, 19-20 
Tunneling rates, 46 
Tunneling relaxation time, 6 
Tunneling source-drain current, 24 
Tunneling-to-shuttling crossover, 17 
Tunneling transparencies, 31 
Tunnel junctions, 36 
Turbulent fan jet model, 291 
Turbulent mass, 292 
Turbulent momentum transfer, 292 
Twisting, 641 
Two-body term, 644
Two-dimensional amorphous material, 750 
Two-level reaction simulation results, 88 
Two-particle collision 

one-dimensional, 722 
two-dimensional, 724 

Two-stage nanofiltration process 
simulation of, 190 
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